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Abstract 

Mobile manipulators, which are robotic systems integrating an automatic or autonomous 
mobile base with a manipulator, can potentially enhance automation in many industrial and 
unstructured environments. Namely, large-scale manufacturing processes, typical in the 
aerospace, energy, transportation, and conformal additive manufacturing felds, encompass 
a notable subset of potential future mobile manipulator use-cases. Utilizing autonomous 
mobility for manipulator re-positioning could allow for continuous simultaneous arm and 
mobile base cooperation, which is referred to as continuous performance. Continuous mo-
bile manipulator capabilities may hold particular beneft for large, curved, and complex 
workpieces. However, such fexibility can also introduce additional sources of performance 
uncertainty, preventing mobile manipulators from satisfying stringent pose repeatability 
and accuracy requirements. To identify and quantify this uncertainty, the Confgurable 
Mobile Manipulator Apparatus was developed by the National Institute of Standards and 
Technology. Previous test implementations with the apparatus included non-continuous 
mobile manipulator performance, such as static and indexed performance, but continuous 
performance measurement had been demonstrated previously only in simulation and on 
proof-of-concept hardware. The work presented in this report details the transfer of the 
latest version of simulations and algorithms for continuous registration to an industrial mo-
bile manipulator platform. Additionally, a 23 factorial designed experiment was conducted 
to produce an accompanied continuous mobile manipulator performance dataset. Analysis 
of the dataset focused on comparing the performance and robustness of two continuous lo-
calization methods: 1) a deterministic spiral search and 2) a stochastic Unscented Kalman 
Filter search across two selected mobile base speeds and sides of the apparatus. 
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Continuous mobile manipulator performance; coordinate registration; exploratory data anal-
ysis; factorial experiment; ground truth; kalman flters; large-scale manufacturing; mobile 
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fact; robotics in manufacturing; systems integration. 
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1. Introduction

Mobile manipulators (i.e., robotic systems that feature integration of a manipulator with an 
automatic or Autonomous Mobile Robot (AMR)) hold the potential to beneft a wide va-
riety of industrial use-cases with enhanced manufacturing autonomy and fexibility. In the 
past, interest has been shown in utilizing mobile manipulators for fexible manufacturing 
and material handling, such as conveyor and Computer Numerical Control (CNC) tending 
[1–3]. However, large-scale manufacturing tasks also represent a potentially notable subset 
of use cases for mobile manipulators. For example, in the aerospace, energy, nautical, and 
ground transportation sectors, components such as aircraft wings, towers, ship bows, and 
high speed train bodies feature curved, complex workpieces with expansive build volumes 
[1, 4–7]. Such parts often require drilling, boring, polishing, sanding, deburring, and paint 
application or removal [1, 5, 7, 8]. Furthermore, these large-scale, curved, and complex 
workpieces have stringent manufacturing accuracy requirements [4–6]. 

Despite continuous mobile manipulation having been noted as particularly challenging in 
the past [9–13], specifc large-scale manufacturing applications that require continuous mo-
tion capabilities could beneft from mobile manipulator automation (i.e., where the mobile 
base and manipulator move simultaneously while physically attached). Note this is in 
contrast to non-continuous capabilities (i.e., the mobile base and manipulator of a mobile 
manipulator do not move simultaneously while physically connected) [14, 15]. Exam-
ples of such applications may include, but are not limited to non-contact uses, such as 
spray-painting or visual inspection, or contact uses, such as cleaning, grinding, or trowel-
ing plaster [16]. Welding of large-scale structures has also been noted to have improved 
uniformity when utilizing continuous motion capabilities [9, 17]. Another potentially im-
pactful use-case of the expanded autonomous build volumes offered through mobile ma-
nipulation is large-scale conformal Additive Manufacturing (AM). This has been suggested 
and implemented with non-continuous capabilities, but also, crucially, continuous capabil-
ities for print-in-motion [18–23]. However, insuffcient mobile base localization and low 
pose accuracy /repeatability in unstructured environments are challenges that hinder mo-
bile manipulator adoption for this use-case [2, 18–20, 22–24]. Further note that the works 
presented in Refs. [16, 22, 23] provide recent examples where Model-Predictive Control 
(MPC) was applied towards addressing continuous mobile manipulator capabilities. 

Mobile manipulator manufacturers, academics, and end-users could all beneft from a stan-
dardized test method to identify and quantify sources of mobile manipulator performance 
uncertainty. Manufacturers could use such standardized test methods in reporting and de-
termining mobile manipulator capability specifcations. Furthermore, manufacturers and 
academics could use such test methods in the development, refnement, and performance 
comparison of mobile manipulator hardware, software, control algorithms, planning algo-
rithms, localization methods, etc. Finally, end-users could rely on such test methods to 
verify that a mobile manipulator platform can perform suitably for their specifc manufac-
turing task and that the platform is robust to the environmental conditions of their specifc 
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plant. 

To fulfll this need, the National Institute of Standards and Technology (NIST) has devel-
oped and conducted performance evaluation activities using a cost-effcient, versatile test 
artifact, dubbed the Confgurable Mobile Manipulator Apparatus (CMMA) (previously re-
ferred to as the Re-confgurable Mobile Manipulator Artifact (RMMA)). The CMMA pro-
vides a mock-workpiece, with machined holes, to evaluate the performance of mobile ma-
nipulator peg-in-hole insertion type manufacturing tasks [15, 25–27]. As noted in Ref. [15] 
and Sec. 2.4, performance evaluation consists of intercepting retro-refective targets with a 
Retro-refective Laser Sensor and Emitter (RLS) mounted to the End-of-Arm Tool (EOAT) 
of the manipulator, as depicted in Fig. 1. Alignment of the RLS with the retro-refective 
targets serves as analog to peg-in-hole insertion type manufacturing tasks, and the the target 
diameter sizes can be selected to refect desired manufacturing performance tolerance. 

Fig. 1. The manipulator using the RLS to detect a retro-refective fducial [28]. 

Reference [15] contains detailed information pertaining to the design of two CMMA vari-
ants: The Type A CMMA3 for representing smaller, non-curved parts and the Type B 
CMMA4 for representing larger parts, with curved, complex edge profles. Reference 
[15] also summarizes past evaluation activities, with corresponding full citations to the
respective works, conducted using both CMMA variants. This included evaluation of the
aforementioned static and index level of mobile manipulator coordination using the Type

3Previously referred to in Ref. [15] as the “Static” RMMA. 
4Previously referred to as the “Dynamic” RMMA. 

2 



NIST AMS 100-57 
Jan 2024 

A CMMA and tested on a mobile manipulator utilizing 1) an Automatic Guided Vehicle 
(AGV) base limited to following pre-programmed paths [14, 29–32], 2) an Autonomous 
Mobile Robot (AMR) base capable of path-planning to avoid obstacles [33], and 3) an 
Autonomous Mobile Robot Cart Transporter (AMR-CT) base capable of separating from 
the manipulator to tend to other payloads for increased task concurrency [34]. Further-
more, use of the Type A CMMA to compare the performance of various laser-based and 
visual marker-based coordinate registration methods and algorithms has been demonstrated 
[31, 34]. 

In the past, measurement of continuous mobile manipulator performance (also previously 
referred to as dynamic performance) was conducted in simulation and on a proof-of-concept 
mobile manipulator platform using physical and virtual Type B CMMAs [9]. In this work, 
a Kalman flter-based stochastic search algorithm, proposed for localizing retro-refective 
fducials mounted to the Type B CMMA was compared against a deterministic spiral search 
method using the CMMA. On the proof-of-concept platform, it was found that the stochas-
tic approach intercepted more fducials on average: 4.10 fducials, when compared to the 
deterministic search, which intercepted 3.86 fducials on average. The corresponding aver-
age search times were 4.18 s and 5.06 s, respectively. 

The work in Ref. [9] was later extended to simulation evaluations with a non-linear Un-
scented Kalman Filter (UKF)-based search method [10]. In simulation, comparisons of 
the average fducial interception rate, search time, and AMR position prediction error were 
conducted across different search methods (i.e., the linear Kalman flter search from Ref. 
[9], the UKF search, and the deterministic spiral search), three different fducial arrange-
ments, and increasing AMR base speeds (i.e., from 1 cm/s up to 3 cm/s at increasing 0.5 
cm/s intervals). It was found that the UKF-based stochastic search strategy had a higher 
average fducial interception rate when compared to the linear Kalman flter average inter-
ception rate (e.g., the former had an interception rate of 89.11% as opposed to 71.55% on 
fducial arrangement 1 and 91.33% as opposed to 71.11% on arrangement 2). Furthermore, 
evaluation of these algorithms with the performance tests revealed that the UKF could out-
perform the spiral search in terms of interception rate and search time given fne-tuned 
hyper-parameters. However, the optimal set of hyper-parameters varied depending on the 
fducial arrangement. For example, the Kalman flter performance was adversely impacted 
by distance between fducials, with this degradation possibly attributed to 1) greater mo-
tion drift related to longer distances, 2) updating the UKF even when a fducial was not 
intercepted, and 3) drift introduced by the manipulator kinematic solvers. It was addition-
ally noted that the fducial interception rate for the linear Kalman flter exhibited a positive 
trend with increasing base velocity (due to minimized motion drift), but the UKF exhibited 
a negative trend with increasing base velocity (due to motion compensated samples being 
out of reach). For arrangement 1, increasing the initial covariance was found to improve 
the UKF interception rate. For arrangement 2, improved interception performance was at-
tributed to increasing the sample gap5, and for both arrangements 2 and 3, performance 

5The sample gap is a parameter of the Kalman flter that infuences search point density. See Ref. [10] for 
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improvement was observed from increasing the process covariance [10]. 

Aside from further improvements to the hyper-parameters and tuning strategy, Ref. [10] 
leaves the implementation and evaluation of the UKF search strategy on real, commercially-
targeted mobile manipulator hardware to future work, which is the focus of the project 
presented in this report. To this end, this report documents the design, implementation, 
and execution of a 23 factorial experiment that was conducted on the NIST AMR-CT mo-
bile manipulator to compare the continuous mobile manipulator performance, as measured 
by the fducial interception rate and the mean fducial search time (in seconds), between 1) 
two search strategies (i.e., the stochastic UKF versus the deterministic spiral search), 2) two 
mobile base speeds (i.e., the “slow” speed of 0.01 m/s and a “fast” speed of 0.025 m/s), and 
3) two different sides of the Type B CMMA with similar, but not identical, fducial arrange-
ments. As the previously cited works in Refs. [9, 10] were conducted by Marquette Univer-
sity under NIST awards 70NANB16H196 and 7ONANBI8H259: “Performance Measure-
ment of Mobile Manipulators using Coarse-to-Fine Deep Learning Methods”, respectively, 
a signifcant portion of this report focuses on the process of transferring the simulations, 
algorithms, and code from Marquette University. First, Sec. 2 details the hardware and 
software confguration and transference of the test implementation. Section 3 details the 
measurement processes established to acquire unknown coordinate transformations and/or 
robot model dimensions needed to command the robots. The design of the 23 factorial 
experiment and experimental procedure are presented in Sec. 4. It should be noted that 
Sec. 4.2 provides a summary of the data-set collected from this experiment and the dataset 
is publicly available at Ref. [35]. The data analysis and results of the experiment are 
presented in Sec. 5. The section begins by presenting the results of the statistical model as-
sumption checks, followed by the appropriate non-parametric statistical test for comparing 
amongst the three aforementioned independent variables. Finally, Sec. 6 concludes with a 
discussion of potential improvements and future work. 

2. Platform and Operating Environment 

In general, the work conducted to integrate continuous performance measurement and reg-
istration utilized the same AMR-CT mobile manipulator platform6 from Ref. [34] and 
pictured in Fig. 2. The updated network architecture and software used for the NIST AMR-
CT mobile manipulator is depicted in Fig. 3. This section will focus on detailing the key 
differences between the AMR-CT mobile manipulator and the original development mo-
bile manipulator platform utilized at Marquette University and will highlight the required 
software and confguration changes during the course of the integration in the new environ-
ment [9, 10]. Readers are encouraged to refer to Ref. [34] for complete specifcations of 

details 
6Certain commercial equipment, instruments, or materials are identifed in this paper in order to specify 
the experimental procedure adequately. Such identifcation is not intended to imply recommendation or 
endorsement by the National Institute of Standards and Technology, nor is it intended to imply that the 
materials or equipment identifed are necessarily the best available for the purpose. 
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the NIST AMR-CT mobile manipulator system utilized in this work. 

2.1. Simulation and Programming Environment 

Simulations and algorithms were transferred from Marquette University [10] to a NIST-
owned laptop with the following specifcations: A 6-core processor with a clock rate 
of 2.6 GHz, 32 GB of random access memory (RAM), a GPU running driver version 
23.21.13.8908 and running Windows 10, Version 20H2, Build 19042.1288, 64-bit [36, 37]. 
Since the simulations and algorithms were previously implemented on a Linux personal 
computer (PC), version 1 of a Linux subsystem compatibility layer was installed to run the 
simulations on the NIST-owned laptop [38]. 

The code was originally written using Robot Operating System (ROS) Melodic Morenia, 
but recompiled using ROS Noetic Ninjemys [39, 40]. Installation of ROS was completed 
per [40], though frst, it was confrmed that the Linux subsystem was confgured to install 
software from the restricted, universe, and multiverse repositories [41, 42]. Ad-
ditionally, to build the code, Python 3 version 0.9.2 of the catkin compiler was installed 
[43–45]. It should be noted that the additional dependency python3-osrf-pycommon (ver-
sion 2.0.2-1) was also needed [46]. 

Version 11.11.0 of a publicly available simulator was used [47, 48]. Integration of the simu-
lator with ROS required version 2.9.2-1focal.20230216.004103 of the gazebo-ros-control 
package [49]. In order to allow the Linux subsystem to display windowed, graphical ap-
plications including but not limited to the simulator, version 1.20.8.1 of an X11 server was 
installed [50–53]. Additionally, a shared library dependency, libQt5Core.so.5 failed 
to load when attempting to run the simulator within the Linux subsystem. This problem 
was mitigated using the solution from Ref. [54]. Additional packages for installing fur-
ther dependencies (version 0.22.2-1) and interfacing with ROS through the command line 
(1.15.8-1focal.20210726.192129) were also installed [55]. 

2.2. Cart Transporter 

The AMR-CT hardware specifcations and software7 were unchanged from prior experi-
ments [34]. Reference [56] provides the manufacturer specifcations for the AMR-CT8. 
However, the manufacturer-supplied map generation and confguration software was up-
graded from version 4.5.2 to then-current version 4.7.7 and run on the laptop described in 
Sec. 2.1 [34, 57, 58]. The AMR-CT utilized laser-based localization and mapping, and a 
new environmental map of the lab space was created in the same fashion as in previous 
experiments and according to manufacturer procedure (i.e., manually driving the AMR-CT 
to scan static room physical features, such as walls) [34, 56, 58]. Unlike the work presented 

7The on-board AMR-CT software previously included controller frmware version 1.9.0d, manufacturer soft-
ware OS version 4.8.0, and automation management software version 4.9.9. 

8Note that the AMR-CT used corresponded to model number LD-105CT and part number 37142-01014. 
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in Ref. [34], in which separation between the AMR-CT base and detachable manipulator-
on-a-cart was tested, the experiments documented in this report solely tested these two 
sub-components as a combined system (i.e., without detaching the manipulator-on-a-cart) 
since the objective was to test continuous and simultaneous coordination. Another differ-
ence related to the lab confguration was that additional wood and cardboard objects were 
placed underneath the Type B CMMA (see Fig. 7 in Sec. 2.4) to provide additional static 
feature references for the AMR-CT as it traveled alongside the CMMA. Such practice was 
found to potentially improve AMR-CT localization near the Type A CMMA in prior ex-
periments and according to the manufacturer [33, 58]. Finally, before discussing further 
customization, it should be noted that the laser scans within the map were updated prior 
to experimentation to mitigate degradation of AMR-CT localization performance due to 
any small changes to the lab space that had occurred over time. This was accomplished by 
creating a new scan of the map and inserting it into the original map using the manufacturer-
supplied software [58]. This process preserved the origin of the original map such that the 
coordinate system calibration detailed in Sec. 3.1 was not invalidated. However, small map 
alignment errors could have been introduced since the process required manually position-
ing the new laser scans within the previously generated map. 

Figure 4 shows the AMR-CT map that was also customized with goals, forbidden zones, 
and an area in which the AMR-CT would ignore obstacles detected by tilted sensors. The 
position and orientation of each goal point is given in Tab. 1. It should be noted that ROS 
measures positions in meters and angles in radians. However, the AMR-CT controller was 
confgured to specify units in millimeters and degrees, respectively. This report will use the 
latter units for consistency. The forbidden zones placed near the ends of the CMMA were 
added to prevent the AMR-CT from colliding with the CMMA when traveling between the 
starting goal and the two initial CMMA goals. Additionally, to prevent the side scanners 
of the AMR-CT from detecting the overhanging edges of the CMMA optical breadboard 
and the manipulator as obstacles, the area in which the AMR-CT would ignore its tilted 
side-sensors was introduced around the CMMA and the maximum height at which the 
left and right side scanners could detect obstacles was reduced in the AMR-CT controller 
confguration from 1000 mm to 250 mm. In addition to the lower front sensor, which was 
disabled in previous experiments to prevent anomalous obstacle detection that hindered 
movement, the rear laser scanner was also disabled in the robot confguration [34]. 

Table 1. Commanded position and orientation of the goal points within the AMR-CT map 
coordinate system used to dock the AMR-CT next to the CMMA. 

Goal x y θ 
DynamicRMMA1 5174 mm 1108 mm 90° 
DynamicRMMA2 3171 mm 6629 mm −90° 

LDStart 1613 mm 3443 mm 0° 
TestPoint 5199 mm -2096 mm 90° 

A major difference between the AMR-CT mobile manipulator system used at NIST and 
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Fig. 4. Annotated AMR-CT map of the lab space, which was confgured with goal points, 
forbidden zones (to avoid collision with the CMMA), and an area to ignore tilted sensors. Note 
that the map coordinate system origin is also visible and annotated. 

the mobile manipulator system used at Marquette University was the mobility hardware. 
The AMR system utilized in Ref. [10] was a research platform with greater software re-
confgurability, existing ROS support with available Universal Robot Descriptor Format 
(URDF) models, and a software development kit (SDK) supplied by the manufacturer 
[59–61]. As a result, robot map generation, localization, navigation, and planning was 
achieved using existing ROS packages including the ROS navigation stack, the ROS Ad-
vanced Robotics Interface for Applications (ROSARIA), and Adaptive Monte Carlo Local-
ization (AMCL) [10]. The ROS node graph for this system was reproduced from Ref. [10] 
in Fig. 5. However, the AMR-CT utilized at NIST was a commercially-oriented platform 
with all such functions already implemented on the on-board AMR-CT controller. Instead, 
functionality on the AMR-CT was primarily exposed through a clear-text Application Pro-
gramming Interface (API) [34, 62]. As a result, the aforementioned packages related to 
AMR functionality for the Marquette AMR mobile manipulator were no longer needed 
and the corresponding ROS nodes (i.e., /amcl, /map server, /move base, and /RosAria) 
were replaced with two new nodes, called /ld arcl cmd and /ld arcl outgoing, respec-
tively. The two new nodes were created to interface with the AMR-CT via the clear-text 
API (see Fig. 3, bottom) and will be further described in the following paragraphs. The 
result of these changes are shown in Fig. 6. 

Custom C++ code to interface with the AMR-CT via its clear-text API was written as part 
of previous experiments [33, 34, 62]. The same code was re-used as a starting point to write 
the new /ld arcl cmd and /ld arcl outgoing ROS nodes. However, since the code was 
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originally compiled for a Windows-based laptop, it was necessary to refactor and recom-
pile the source code frst for use with Linux and then as a catkin package for use with 
ROS. Additionally, in the prior work, the User-Level Application Programming Interface 
(ULAPI) provided a cross-platform implementation for Transmission Control Protocol / In-
ternet Protocol (TCP/IP) sockets [63]. This assisted in recompiling the code for Linux with 
minimal changes, but ULAPI itself also had to be recompiled for Linux systems. The in-
structions packaged with the ULAPI software (see Ref. [64]) were followed to accomplish 
this, however, one deviation from these instructions was required to successfully install the 
library: namely, invocation of the autoconf utility to generate the confgure script run as 
part of step 1 in Ref. [64] (see also Ref. [65]). 

There were four key pieces of functionality utilized with the Marquette University AMR 
that were translated to the functionality exposed by the clear-text API of the AMR-CT. This 
functionality included translational and rotational velocity control, navigation to goals, re-
enabling the motors after an emergency stop (e-stop), and reporting the current pose. The 
replication of the translational and rotational velocity control will be addressed frst. 

In the original ROS code developed at Marquette University, the /move base node would 
publish to a topic called /cmd vel that was also subscribed to by the /RosAria node, the 
latter of which was used to control the AMR, as shown in Fig. 5 [10]. The /cmd vel topic 
accepted a ROS Twist message that was composed of two 3D vectors. The frst 3D vector 
stored translational velocities along each of three orthogonal axes, in m/s, while the second 
3D vector stored angular velocities for roll-pitch-yaw (RPY), in rad/s [66]. However, it 
should be noted that for the Two-Dimensional (2D) coordinate system of the AMR-CT, 
only the forward translational velocity axis and the yaw angular velocity were relevant. 
Therefore, in general, movement functionality was replicated by creating a new ROS topic 
subscriber in the /ld arcl cmd node, which was set to operate at 10 Hz and in which 
receipt of a Twist message as input would trigger a callback function that then forwarded the 
corresponding clear-text command to the AMR-CT for execution [67, 68]. Note that a ROS 
subscriber was chosen to re-create this functionality rather than a ROS service (discussed 
further in the next paragraph) because preemption of velocity-based control was required to 
either stop, adjust heading, or alter the translational speed of the AMR-CT during CMMA 
registration. The subscriber callback would prioritize execution of translational movement 
(i.e., if a valid forward translational velocity was received) before rotational movement. A 
stop command was forwarded if both yaw angular and forward translational velocities of 
zero were received [62]. 

Translational movement was implemented using a dead-reckoning move command 9, which 
accepted a number of parameters for modifying the AMR-CT behavior during task execu-
tion [62]. The parameters changed from the default values included the total move distance, 

9As an alternative, utilization of the goToStraight command, which commanded the AMR-CT to navigate 
between two goals in a straight line, was also considered and tested. Velocity control of the command was 
implemented by modifying the AMR-CT confguration through the clear-text language, but with the cart 
attached it was observed that the command execution could result in un-localization. 
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set to 4500 mm (i.e., long enough to ensure the AMR-CT could travel the entire length of 
the CMMA without reissuing the command), the front clearance, set to 25 mm, and the 
speed, which could range between and including 10 mm/s and 500 mm/s, depending on 
the received Twist message. In addition, two other key parameters of the move command 
required modifcation to allow for proper AMR-CT operation. The frst was a “time-to-
fail” value, which would cause task execution to stop if not completed within the specifed 
time limit and was extended from the default of 30 s to 3600 s. The second parameter 
was a Boolean “fail-if-stopped” fag that would cause task execution to stop if an obstacle 
or collision was detected. It was found that enabling this value, which was the default, 
would sometimes result in sudden manipulator motion being mistakenly perceived by the 
AMR-CT as a collision. Disabling this feature prevented such occurrences. 

Since dead-reckoning translational movement is susceptible to the propagation of both sys-
tematic and random errors, a gradual deviation of the AMR-CT heading from the original 
heading of the commanded goal was commonly observed as the AMR-CT traveled along a 
given side of the CMMA. However previous experiments also suggested that the AMR-CT 
controller could be used to accurately monitor this error [34, 69]. Therefore, rotational 
movement was required to periodically correct the error in the AMR-CT heading. This 
heading correction was implemented both as an initial correction after the AMR-CT trav-
eled 250 mm towards the frst fducial target on a given CMMA side and each time af-
ter a fducial interception with the RLS, provided that the heading error was greater than 
0.01 rad. It should also be noted that it did not appear to be possible to simultaneously ex-
ecute rotational and translational movements, so translational movement was halted during 
heading correction. While the AMR-CT clear-text API exposed a setHeading command, 
it was found that the heading could only be specifed at a minimum of 0.017453 rad incre-
ments, which exceeded the 0.01 rad target tolerance [62]. Therefore, the deltaHeading 
command, which had parameters that could be used to specify the rotation velocity and a 
maximum rotation range was used instead. This command was used in conjunction with 
the stop command, so that the AMR-CT could continue rotating until preempted [62]. 
The maximum range parameter was set to ±6.2832 rad with the sign indicating the direc-
tion of rotation and was varied depending on the sign of the heading error. All other input 
parameters for the deltaHeading command were kept to their default values. 

In the /ld arcl cmd node, the tasks of goal navigation and re-enabling the motors after an 
e-stop were re-implemented as ROS service [70]. ROS services were selected to re-create 
these functions as opposed to topic Subscribers since, unlike velocity control of the AMR-
CT, no preemption of the goal navigation or motor enable commands was needed and ROS 
services block until the associated callback function has completed execution and gener-
ated a response [71]. Re-creating the functionality of re-enabling the motors was not strictly 
necessary, but included to facilitate compatibility with the existing code. The ROS service 
used to re-enable the motors accepted and returned empty request and response messages, 
and the functionality was replicated by issuing an enable motor clear-text command to 
the AMR-CT [62, 71]. To re-create goal navigation functionality, Ref. [71, 72] were con-
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sulted while writing the code to allow the /ld arcl cmd to accept a new /go to goal 
request message as input and issue a goToPoint clear-text command to the AMR-CT [62]. 
The /go to goal message consisted of a three-vector that stored positional Cartesian co-
ordinates in the AMR-CT map coordinate system (in m), in addition to a heading (in ra-
dians). The /go to goal service was programmed to convert the coordinates to mm and 
the heading to degrees before passing the values directly to the goToPoint command as 
parameters. 

The functionality of reporting the current position and orientation (pose) of the AMR-CT 
was implemented in a separate node called /ld arcl outgoing, which was named after 
the “Outgoing Connection” communication mode exposed by the AMR-CT controller [62]. 
As documented in previous experiments, this mode of communication followed a client-
server model in which the AMR-CT acted as the client and would repeatedly execute one 
or more user-selected commands at a pre-specifed interval [34, 62]. The result of the 
commands would then be forwarded to a custom server application, which, in this case, 
was the /ld arcl outgoing node. When two or more commands are executed in this 
fashion, they are executed by the AMR-CT controller within the same computation cycle, 
which made use of this method preferred to ensure synchronization of data since the clear-
text language required separate commands to individually query each component of the 
pose, in addition to a timestamp [34, 62]. As just mentioned, while a timestamp could be 
retrieved from the AMR-CT controller along with the pose, a timestamp retrieved from 
ROS on the server side was ultimately used. The rate at which the clear-text commands 
were executed was set to the fastest supported setting in the AMR-CT confguration, which 
was 100 Hz. The /ld arcl outgoing node, then functioned as a ROS publisher (more 
specifcally, a transform broadcaster) that received the queried pose, which consisted of a 
three-vector storing two Cartesian position components and one heading component, and 
then published the pose as a 6DoF “StampedTransform” object (see Ref. [73]) between 
the coordinate frames “map” and “base link” [74]. The /ld arcl outgoing control loop 
rate was also set to 100 Hz to match the command execution rate of AMR-CT clear-text 
commands10. 

2.3. Manipulator-on-a-Cart 

Before discussing software, a few minor changes to the manipulator-on-a-cart hardware 
should be noted. First, the linear actuators (shown in Fig. 2) were not utilized for this work 
since the cart was intended to remain attached to the AMR-CT during testing. Second, the 
two digital levels, which could output angles between ±180°, inclusive, and were specifed 
to have an accuracy of ±0.05° when the level was between 0° and 10° and a repeatabil-
ity of ±0.05°, were used only to assist in the AMR-CT map to Optical Tracking System 

10In practice, the publishing rate of the transformation was limited to 10 Hz despite the higher control loop 
rate of the /ld arcl outgoing node and command execution rate that could be specifed in the AMR-
CT confguration. This is because 10 Hz is the cycle rate of the application-level software running on the 
AMR-CT controller. 
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(OTS) coordinate transformation calibration presented in Sec. 3.1, rather than during the 
primary evaluation presented in Sec. 4 [75]. Therefore, the levels were not connected to 
the additional PC, and the latter was not used at all. Finally, to mitigate the reduced ca-
pacity of the degraded batteries that powered the manipulator-on-a-cart, the two 12 V, 28 
Ah batteries that powered the 900 W, 24 V DC to AC power inverter were replaced. Addi-
tionally, a 2C40DL circuit breaker, with 250 V DC voltage rating and 10 kA short-circuit 
rating was introduced to completely disconnect the batteries from the inverter when the 
manipulator-on-a-cart was not in use [76–78]. Otherwise, the same hardware specifca-
tions and manipulator, which had a maximum reach and repeatability of 850 mm and 0.1 
mm, respectively, was used [34, 79]. The same RLS from prior work was used to digitally 
detect the retro-refective mock-assembly targets mounted to the CMMA. Detection of the 
retro-refective targets served as an analog to peg-in-hole assembly performance (see also 
Sec. 2.4) [15, 29, 80]. 

The manipulator controller frmware was updated from version 3.1.18213 to version 
3.7.2.40245, which was downloaded from the manufacturer website and installed follow-
ing the procedure specifed by the manufacturer [81, 82]. The controller frmware upgrade 
was necessary to use the Real-Time Data Exchange (RTDE) interface [83], which was used 
to monitor and publish the status of the RLS digital inputs to a ROS topic. 

The motion planning framework at Refs. [84, 85] was used for high-level manipulator 
EOAT trajectory planning and the Marquette mobile manipulator code was updated to use 
the software driver at Ref. [86] to interface with the manipulator controller. The motion 
planning framework and software driver was originally integrated with the ros control 
interface [87]. However, two differences between the NIST AMR-CT mobile manipulator 
and Marquette platform warranted the disabling of the ros control interface. First, the 
NIST AMR-CT mobile manipulator relied on wireless communications as opposed to the 
wired communications of the Marquette AMR mobile manipulator. Additionally, the use 
of the Linux compatibility layer restricted the use of a low-latency OS kernel, which could 
impact performance when using the ros control interface [88, 89]. Due to these differ-
ences, execution of the manipulator trajectories was found to be unstable and resulted in 
frequent protective stops. Therefore, the code was further modifed to use a “low band-
width” mode, which shifted the real-time constraints from the client to the manipulator 
controller and was intended to address performance degradation over wireless connections 
and non-low-latency OS kernels [89]. Use of this mode was mutually exclusive with the 
ros control interface [89] and required fxing the bug at Ref. [88] as documented. 

2.4. Type B CMMA 

Between the two variants of the CMMA (i.e., the Type A and Type B CMMA as outlined 
in Sec. 1), the Type B CMMA was used for this project since 1) it provided a more direct 
representation of large-scale part manufacturing [15] and 2) the same CMMA design was 
utilized in Refs. [9, 10]. The Type B CMMA utilized for this project is depicted in Fig. 7 

15 



NIST AMS 100-57 
Jan 2024 

and consisted of a machined, anodized aluminum build. Unlike the Type A CMMA, the 
Type B CMMA top-hole plate was constructed from multiple semi-circles. Furthermore, 
each semi-circle top-hole plate had a general fabrication tolerance of ±0.254 mm, which 
was the same as the Type A CMMA [90]. 

Fig. 7. The Type B Confgurable Mobile Manipulator Apparatus (CMMA) confgured with 12 
retro-refective fducials (eight 6.4 mm diameter fducials and four 3 mm diameter fducials) 
and additional objects placed underneath to improve AMR-CT localization. 

Unlike the Type B CMMA used at Marquette University, which had only three semi-circle 
top-hole plates, the NIST Type B CMMA consisted of four semi-circle top-hole plates 
(i.e., such that two of the four semi-circles were reachable by the manipulator on a given 
side) [9, 10]. The Type B CMMA at NIST, like the Type A CMMA, had an extruded 
aluminum support structure that permitted an adjustable height and top-hole plate rotation 
[15]. This was also unlike the Type B CMMA used at Marquette University, where the 
top-hole plate was simply laid fat on the foor [9, 10]. The NIST Type B CMMA was set 
to the minimum height of approximately 1800 mm off of the ground (as measured by tape 
measure) and confgured with no top-hole plate rotation. Again, as mentioned previously in 
Sec. 2.2, additional wood and cardboard objects were placed under the CMMA to improve 
the localization performance of the AMR-CT. 

The NIST Type B CMMA was outftted with 12 mounted retro-refective targets of 6.4 mm 
(eight of 12 targets) and 3 mm diameter sizing (four of 12 targets), as shown in Fig. 7. 
Detection of the fducials by the manipulator using the RLS (again depicted in Fig. 1) was 
analogous to the task of typical peg-in-hole assembly [15, 29]. 
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2.5. Optical Tracking System 

The same OTS from prior experiments was utilized again for this work, with the exception 
of the manufacturer-supplied software, which was upgraded to the then latest version (3.0.0 
beta 1) and ran on a new computer with the following specifcations: An eight-core pro-
cessor with a clock-rate of 3.70 GHz, 64 GB of RAM, a graphics card using driver version 
of 27.21.14.5671, and running Windows 10 build 19042 [91, 92]. The OTS consisted of 
20, 4 MP resolution cameras that were placed to maximize the feld-of-view (FOV) within 
the 9000 mm x 22000 mm x 7000 mm (width x length x height) lab space and had a data 
capture rate of 120 Frames-per-Second (FPS). Of the 20 cameras, eight were focused di-
rectly on the CMMA and included one camera mounted on the ceiling directly overhead. 
The Type B CMMA was placed in the same approximate location in the lab space as the 
Type A CMMA of past work [33, 34]. 

The OTS was re-calibrated prior to each use according to the manufacturer-specifed proce-
dure. This procedure generally involved removing or covering as many stray refections in 
the lab as possible, masking the refections that could not be removed or covered, generat-
ing and recording sample data from a calibrated, manufacturer-supplied wand artifact, and 
setting the OTS coordinate system origin and ground plane via placement of a calibrated, 
manufacturer-supplied square artifact [93]. Note that the procedure for setting the ground 
plane included making sure the square artifact was leveling using the two, built-in bubble 
levels. Additionally, the wand used in past experiments was replaced with a new, identical 
model prior to this work [94]. 

As in prior experiments, the rigid body tracking was used as a ground truth measurement 
reference for the coordinate system calibrations presented in Sec. 3 and the factorial ex-
periment conducted in Sec. 4 since prior experiments had established the static (e.g., when 
the rigid body is not in motion) repeatability of the OTS positional rigid body tracking to 
be 0.022 mm and the dynamic (e.g., when the rigid body is in motion) positional tracking 
repeatability to be 0.26 mm [14, 95]. To facilitate rigid body tracking, 19 mm diameter 
retro-refective markers were placed on the tracked objects and were selected to balance 
marker visibility with tracking of fne robot movements. Following manufacturer recom-
mendations, the markers placement followed intentionally asymmetric confgurations and 
on the same link of a robot (i.e., not spanning a movable robot joint), which helped the OTS 
discern rigid body orientation and marker labels [34, 96]. 

Additionally, when needed for analysis in Sec. 3, rigid body tracking data was exported 
to Comma Separated Value (CSV) formatted fles. The ground plane artifact, mentioned 
earlier in this section, defnes a 3D, right-handed coordinate system with the x and z axes 
parallel to the plane and the y axis perpendicular to the plane. However, when exporting 
rigid body tracking data as a CSV fle, the axis convention can be re-defned. In general, 
the “Measurement” coordinate axis convention was used, in which the x and y axes were 
parallel to ground plane and the z axis perpendicular to the ground plane. This roughly 
aligned the x and y axes of the rigid body tracking data with the AMR-CT map shown in 
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Fig. 4 (see Sec. 2.2). Data exports for each frame of tracking data contained a frame num-
ber, a timestamp, the Cartesian position (along x, y, and z axes) and quaternion orientation 
(with components qx, qy, qz, qw) of each rigid body centroid, and the Cartesian position of 
each marker within each rigid body. 

2.6. Time Synchronization 

Time synchronization across the clients depicted in Fig. 3 was important to ensuring data 
correspondence and alignment across the different experimental logs and ground truth data 
as described later in Sec. 4.2. The OTS computer and ROS laptop running the mobile 
manipulator control code were synchronized to the NIST timeservers via Network Time 
Protocol (NTP) and over the internet (resulting in an unknown number of hops11) [98]. 
The OTS computer was synchronized via the tool in Ref. [99]. For the ROS laptop, it was 
important to synchronize both the host Operating System (OS) and the Linux compatibility 
layer. In the former case, the same tool from Ref. [99] was used and, in the latter case, a 
script from Ref. [100] was used. Synchronization of the NIST AMR-CT controller with 
the NIST time servers was attempted via NTP as well, but there was no known way to 
synchronize the manipulator controller. It should be noted that time synchronization of the 
AMR-CT controller occurred only upon boot up of the vehicle. Latency verifcation for the 
OTS computer and the host OS control laptop was achieved via command line through a 
command that displays a strip chart [99]. Figure 8 contains an example screenshot demon-
strating how the time synchronization of the OTS and, similarly, the control laptop was 
conducted. For the Linux compatibility layer of the control laptop, time synchronization 
delay verifcation was achieved via the NIST time server website as shown in Fig. 9 [98]. 
The verifcation involved installation of an internet browser via the command line and dis-
playing the web page at Ref. [98] through the X Window server detailed in Sec. 2.1. 
Verifcation of the AMR-CT was attempted by visually inspecting the controller time as 
reported by the proprietary control software against the time reported by Ref. [98] within 
1 s. However, due to the imprecision of this method and that, during the experiment, it was 
discovered that connection to the AMR-CT over the local network was prevented due to a 
frewall misconfguration, time synchronization of the AMR-CT could not be assumed. 

3. Coordinate System Transformation and Registration Measurements 

One key problem encountered while integrating the existing Marquette University software 
and registration algorithms was coordinate system transformation inconsistencies. The pre-
vious implementation had used the OTS as a global coordinate system and ground truth ref-
erence for measuring dimensions used to defne models of the mobile manipulator, CMMA, 
and the initial position of the fducials mounted to the CMMA for localization. This was 
done so that trajectory planning for the spiral and Unscented Kalman Filter (UKF)-based 

11Here, “hops” refers to the number of switches or routers between a communication source and destination 
[97]. 
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Fig. 8. Example screenshot showing how the OTS computer time synchronization was verifed 
via command line. 

search methods could be done globally, which simplifed the process of adding velocity 
compensation to the planned trajectories. The globally-planned trajectories were then trans-
formed to the local coordinate system of the manipulator base for execution [9, 10]. 

The physical and software differences between the NIST AMR-CT mobile manipulator 
system and the mobile manipulator system used at Marquette University described in Sec. 2.3 
required the calibration of replacement coordinate system transformations to suit the newly 
integrated hardware and software. The remainder of this section describes the calibration 
procedures and results. 

3.1. Cart Transporter Map to OTS Registration 

3.1.1. Registration Problem Summary 

As described in Sec. 2.2, the AMR used at Marquette University leveraged ROS packages 
for implementing robot map management, localization, navigation, and planning. With 
these packages it was possible to arbitrarily place the origin of the AMR map coordinate 
system such that it matched the placement of OTS coordinate system. However, with the 
AMR-CT utilized at NIST there was no known way to precisely specify the map coordi-
nate system origin upon creating a new laser scan of the lab space or re-position the map 
coordinate system origin after map creation. Therefore, the frst calibration problem was 
determining the transformation between the AMR-CT map coordinate system origin and 
the OTS coordinate system. In prior experiments with the AMR-CT, similar calibrations 
assumed a relatively fat, level foor surface in the lab space such that the problems and 
solutions could be simplifed to use 2D projections. Since prior experiments suggested that 
the foor leveling may not have been consistently fat across the lab, a full 6DoF calibration 
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Fig. 9. Example screenshot showing how the time synchronization of the control laptop Linux 
subsystem was verifed. 

was adopted for this work, representing an improvement over past experiments [34]. 

Figure 10 describes the coordinate systems involved in the calibration problem. First, the 
variable, vbase, is used to denote the local coordinate frame placed at the base centroid of 
the AMR-CT used at NIST. This coordinate system was observed relative to three other co-
ordinate frames that included the OTS (denoted OT S), the origin of the 2D map coordinate 
system used by the AMR-CT controller for navigation (denoted MAP 2D), and the origin 
corresponding to a 3D projection of the 2D map coordinate system used by the AMR-CT 
controller (denoted MAP 3D). Therefore, the 6DoF homogeneous transformation matrix, 
{MAP 2D}Hi{vbase}, represents the i-th (out of n total) observed pose of the AMR-CT base 
relative to the MAP 2D coordinate system. Similarly, the matrices {MAP 3D}Hi{vbase} and 
{OT S}Hi{vbase} represent i-th (out of n total) observed pose of the AMR-CT base relative to 
the MAP 3D and OT S coordinate systems, respectively. Additionally, let 
{MAP 2D}H{vbase} = [{MAP 3D}H1{vbase},

{MAP 3D} H2{vbase}, ...,
{MAP 3D} Hn{vbase}], 

{MAP 3D}H{vbase} = [{MAP 3D}H1{vbase},
{MAP 3D} H2{vbase}, ...,

{MAP 3D} Hn{vbase}], and 

{OT S}H{vbase} = [{OT S}H1{vbase},
{OT S} H2{vbase}, ...,

{OT S} Hn{vbase}] (i.e., matrices contain-
ing all n observations in each coordinate system). 

The aforementioned homogeneous transformation matrices constituted the known coordi-
nate transformations of the calibration problem and were constructed from experimental 
data obtained from the AMR-CT controller, two digital levels, and the rigid body track-
ing of the OTS (more details on the data capture and construction of these matrices in 
Sec. 3.1.2). 
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Fig. 10. Diagram of homogeneous transformations in diferent coordinate systems needed to 
calibrate the unknown coordinate transformation between the AMR-CT map and the OTS 
(left). Simplifed graph showing displaying the same information (right). Note that the double 
arrows imply the inverse of the respective labeled transformation, though not shown, can also 
be applied. 

The problem of measuring the transformation between the AMR-CT map coordinate sys-
tem origin and the OTS coordinate system amounted to using the known homogeneous 
transformation matrices just described to solve for two unknown homogeneous transforma-
tion matrices: the transformation of the MAP 2D coordinate system relative to the MAP 3D 
coordinate system (denoted {MAP 2D}H{MAP 3D}) and the transformation of the MAP 3D
coordinate system relative to the OT S coordinate system {MAP 3D}H{OTS}. Solving for the
two unknown homogeneous transformation matrices was accomplished by solving the two 
least squares optimization sub-problems presented in Eq. 1 and Eq. 2, which can be solved 
via the closed-form solutions presented in existing work [101–103]. Note that, in Eq. 1 and 
2, ||.|| denotes the Frobenius norm [101]. 

min{MAP 3D}H{MAP 2D}
||{MAP 3D}H{MAP 2D}

{MAP 2D}H{vbase} −{MAP 3D}H{vbase}||2

such that: {MAP 3D}H{MAP 2D}
{MAP 2D}H{vbase} ≈ {MAP 3D}H{vbase} (1)
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min{OTS}H{MAP 3D}
||{OTS}H{MAP 3D}

{MAP 3D}H{vbase} −{OT S}H{vbase}||2 

such that: {OTS}H{MAP 3D}
{MAP 3D}Hi{vbase} ≈ {OT S}Hi{vbase} (2) 

3.1.2. Materials and Data Collection 

Prior to taking the measurements, which was done immediately following the creation 
of the AMR-CT map shown in Fig. 4 and described in Sec. 2.2, two digital levels were 
mounted to the base of the AMR-CT using adhesive strips as depicted in Fig. 11 (left). 
Each level had an output range of ±180°, inclusive, an accuracy of ±0.05° when readings 
were between 0° and 10°, and a repeatability of ±0.05° [75]. Additionally, the calibration 
of each level was checked and re-calibrated as needed before each use and following the 
manufacturer-specifed procedure [75]. The digital levels were used to identify seven dis-
tinct stops at which the AMR-CT was level (i.e., where both levels had a reading of ±0.25° 
or less) by manually driving the AMR-CT via joystick throughout the lab space and observ-
ing the digital level readings. Along with an assigned integer label (1-7), the approximate 
location and orientation of the stops was then visually marked on the foor using tape and 
permanent marker, as shown in Fig. 11 (right). The AMR-CT pose, as measured by the 
OTS, is shown in Fig. 12. The integer labels and a formula implemented in spreadsheet 
software were used to generate three random run-sequences among the stops, such that the 
measurements could be repeated three times per stop [104]. 

The OTS was re-calibrated according to the manufacturer-specifed procedure, (see Sec. 2.5). 
For the calibration, the AMR-CT, cart base, and CMMA among other objects were cov-
ered using tarps, however, it should be noted that during calibration, foor refections may 
not have been covered and may have been masked via software instead. Additionally, the 
CMMA remained covered during OTS calibration. The light at the top of the AMR-CT 
touchscreen console also remained covered using a roll of electrical tape (as seen in Fig. 11 
(right)) throughout data capture to prevent the light and refective material from causing 
OTS marker occlusions. The calibration summary generated by the manufacturer-supplied 
software reported a mean ray error of 0.621 mm and mean wand error of 0.113 mm, which 
had the best quality classifcation of “exceptional” (as determined by the manufacturer). To 
track the base of the AMR-CT, a rigid body was constructed by placing six 19 mm diameter 
retro-refective markers to the AMR-CT, as shown in Fig. 13. The rigid body was named 
“VEHICLE BASE”. 

The AMR-CT localization was verifed prior to measurement by sending the AMR-CT 
to the “LDStart” goal (see Fig. 4 in Sec. 2.2) and observing the localization score in the 
manufacturer software. The initial AMR-CT localization score was 98.1%. 

The measurement procedure was as follows. For each stop in the randomly generated se-
quence, the operator would move the AMR-CT to the stop position marked by the tape 
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Fig. 11. Digital levels mounted to the base of the AMR-CT using adhesive strips (left). 
Example stop label indicating the stop number, as well as the approximate location and 
orientation of the AMR-CT at a level location in the lab (right). 

on the foor using the joystick. The operator would then monitor the digital levels and ad-
just the AMR-CT pose using the joystick until both digital levels had readings of less than 
±0.02°. Note that, due to this, the AMR-CT pose at each stop could vary between repe-
titions, but having a variety of poses was determined to be benefcial for the measurement 
procedure. The signed values of the digital levels, the AMR-CT pose (including x, y, θ 
components as read from the manufacturing monitoring software) in the map coordinate 
system, and the AMR-CT localization score, which is a measure of confdence based on 
the percentage of laser readings the AMR-CT receives that matches the scans in its current 
map, were then manually recorded in a spreadsheet [58, 105]. The operator would then 
record the OTS tracking data of the static “VEHICLE BASE” rigid body for a 10 second 
interval. This was repeated for each of the seven stops in the random sequence and for three 
repetitions per stop (a total of n = 21 observations). After all repetitions were completed, 
the digital level readings and AMR-CT pose recorded in the spreadsheet were transferred 
and saved in a single CSV fle. The OTS rigid body tracking data was also exported to a 
CSV fle as described in Sec. 2.5. 

3.1.3. Data Pre-processing 

Once all of the data was collected, a Python script was written to pre-process the generated 
CSV fles. Version 4.11.0 of Anaconda, a publicly available Python distribution, which 
in turn used Python language version 3.8.8, was used for the data pre-processing [106]. 
Essential software packages used for performing the data pre-processing included Pandas 
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Fig. 12. Quiver plot showing the location and heading of the AMR-CT measured using the 
OTS at all seven stops selected for measurement in the lab. The plot has been annotated to 
show the assigned stop numbers. 

(version 1.2.4) for data manipulation, Scipy (version 1.6.2) for 3D rotation representation 
conversions, Matplotlib (version 3.4.4) for data visualization, and NumPy version 1.20.1 
for common matrix and vector operations. References [107–114] were consulted when 
writing the script. 

First, essential components of the pre-processing for the OTS rigid body tracking data are 
described. Since a total of 21, 10 second data captures of the “VEHICLE BASE” rigid 
body were generated and the rigid body was static, the frst part of the script read and 
cleaned each CSV fle. Since the data was stored in a relation-like data structure, part of 
the data cleaning involved adjusting the column names so that each component of the rigid 
body pose and each individual marker positions could be easily accessed by label. To check 
the quality of the data for each tracked the OTS rigid bodies, the percentage of marker 
occlusions was also computed and plotted for each capture fle and no occlusions were 
observed [109]. The Cartesian position and quaternion rotation of the “VEHICLE BASE” 
rigid body centroid and the Cartesian positions of each marker were aggregated across all 
frames for each capture by computing the component-wise average, and the markers for 
the frst fle were plotted to verify the marker labels (see Fig. 13, left). The component-
wise average of the rigid body quaternion rotation was then normalized to approximate the 
average rigid body orientation. Additionally, the component-wise standard deviation for 
each marker across all data captures was computed and displayed in box plots, as shown in 
Fig. 14. 
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Fig. 13. Marker plot of the VEHICLE BASE rigid body created for obtaining OTS data 
needed to measure the unknown coordinate transformation between the AMR-CT map and the 
OTS (left). Corresponding picture of the physical marker placement on the AMR-CT (right). 

Figure 14 was used to verify the repeatability of the captured static OTS data against pre-
viously obtained measurements and the established measurement repeatability of the OTS. 
From the plot, it was observed that the component-wise standard deviations for all mark-
ers were lower than the 0.26 mm dynamic rigid body tracking repeatability. Additionally, 
the central tendency of the component-wise standard deviation for most markers generally 
hovered around the 0.022 mm static measurement repeatability. However, the central ten-
dency of marker M6, especially in the z component, was closer to 0.03 mm. In general, 
the z-component of each marker appeared to have the most variability, with the maximum 
component-wise standard deviation of 0.055 mm observed for markers M5 and M6. One 
to two outlier values were detected for the x, y, and z components of marker M1, the x and 
y components of marker M2, the y and z components of marker M3, and the z component 
of markers M4 and M6 [14, 95]. In general, the plot indicated consistency with previously 
established measurement uncertainties and that no major issues, such as occlusion or the 
mislabeling of the VEHICLE BASE rigid body markers occurred. 

Next, a plot of the individual markers for the VEHICLE BASE rigid body for one data 
capture (Fig. 11, (left)) was generated to verify the rigid body marker positions and la-
bels. While the data captures included the Cartesian position and quaternion orientation 
of the rigid body centroid as defned in the OTS software, the placement of this centroid 
was not guaranteed to align with the physical centroid of the AMR-CT base because it was 
determined by the (in this case asymmetrical) placement of the individual markers [96]. 
Therefore, the Cartesian position (with components along the x, y, and z) axes of the physi-
cal AMR-CT base centroid in the OTS coordinate system was estimated as the midpoint of 
markers M4 and M5 (see Fig. 11) for each data capture. The corresponding rotation of the 
AMR-CT base in the OTS coordinate system was estimated for each data capture using the 
normalized, component-wise average of the VEHICLE BASE rigid body centroid quater-
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Fig. 14. Boxplots of the component-wise standard deviations for each marker of the 
VEHICLE BASE rigid body and for each data capture obtained during the AMR-CT map to 
OTS coordinate transformation calibration experiment. 
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nion orientation12. This information was used by the script to populate each homogeneous 
transformation matrix, {OT S}Hi{vbase}, for all n = 21 OTS data captures. Additionally, the 
estimated position and orientation of the AMR-CT base centroid was used to create the 
plots in Fig. 12 and Fig. 15. In Fig. 15 (top), it was observed that the range in height of 
the estimated AMR-CT centroid was approximately randomly scattered between 50 mm 
to 60 mm. The randomness of the scatter was indicative of the randomized run sequence 
employed and the corresponding standard deviation height was about 20 mm. Further-
more, when comparing the height grouped by stop number, shown in Fig. 15 (bottom), 
with Fig. 12, it seemed that as the y component of the stop increased, the height decreased 
(recall that stop 7 was closer to stop 1 than stop 6 in the y component). Since the OTS 
ground plane was properly leveled during calibration (see Sec. 2.5), scatterplots in Fig. 15, 
when considered together, suggested the presence of both a constant tilt (or large dip) in 
the foor and non-constant unevenness in the foor leveling. 

The AMR-CT map data pre-processing is now described, which mainly consisted of chang-
ing the pose representation such that each {MAP 2D}Hi{vbase} and {MAP 3D}Hi{vbase} could be 
populated for all n = 21 poses recorded from the AMR-CT controller. Since the poses 
obtained in the MAP 2D coordinate frame had 3DoF (i.e., the positional x and y com-
ponents, as well as the θ heading component), the poses were embedded into the 6DoF 
{MAP 2D}Hi{vbase} homogeneous transformation matrices by setting the height positional 
component, as well as the roll and pitch angles of the orientation to zero for each transform. 
Then, to form the {MAP 3D}Hi{vbase} homogeneous transformations (i.e., the {MAP 2D}Hi{vbase}
transformations projected into 3D), OTS data was used instead to initialize the height com-
ponent and the digital levels readings were substituted for the roll and pitch angles of the 
orientation. Specifcally, for the height component, the frst transformation still assumed 
the height to be zero, but for subsequent transforms the script computed and substitute the 
difference in height between the frst measured pose and the current pose being processed 
based on the corresponding estimated AMR-CT centroid data obtained from the OTS. 

Before proceeding to the calibration results, a few additional plots were generated and ex-
amined. A scatter plot of the localization scores reported by the AMR-CT at each stop 
location and for all 21 data captures are presented in Fig. 16. Note that all of the recorded 
localization scores were better than 80%, which met the manufacturer recommendation for 
proper navigation [58]. Additionally, scatter plots showing the recorded digital levels read-
ings are displayed in Fig. 17. The plots show that the level readings had an approximately 
random scatter within the range of ±0.25°, although a slight positive trend may be visible 
in Fig. 17 (top). This observation could be related to operator fatigue that could have oc-
curred towards the end of the experiment, and randomizing the run-order, as was done in 
the procedure, should have mitigated the impact of any such systematic biases. 

12The two-vector representation similar to that presented in Sec. 3.2.3 and using markers M2, M4, M5, and 
M6 of the VEHICLE BASE rigid body was also tested [115]. However, no noticeable difference was 
observed in the fnal calibration results. 
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Fig. 15. Scatterplots showing the estimated height of the AMR-CT base centroid across all 
21 data captures by run-order (top) and grouped by stop number (bottom). 
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Fig. 16. Scatterplot of localization score vs stop number as determined by the AMR-CT 
controller for all 21 data captures. 

3.1.4. Registration Measurement Results 

The pre-processed data samples outputted from the Python script then served as input to 
another script written in a separate numerical computing programming language (version 
9.7.0.1190202). The script read in the pre-processed pose data and applied existing code 
written to solve the 6DoF and 3DoF calibration sub-problems expressed by Eq. 1 and 2 
using the appropriate closed-form solution [116, 117]. References [118–122] were also 
consulted while writing the portions of the script that plotted the calibration results. 

Scatter plots comparing the transformed AMR-CT measured positions with the correspond-
ing OTS measured positions in the OT S coordinate frame are presented in Fig. 18. The plots 
were visually inspected to validate that applying the calibrated coordinate transformation 
to AMR-CT measured position resulted in approximate alignment with the ground truth 
AMR-CT positions measured by the OTS. Additionally, comparing Fig. 18 (top), in which 
the full 6DoF calibrated coordinate transformation was used, against Fig. 18 (bottom), no 
visually noticeable difference was observed. This was supportive of the calibration proce-
dure having adequately compensated for foor level variation between the selected stops. 

Furthermore, the boxplots of Fig. 19 quantifed the error between the AMR-CT measured 
positions (after being transformed to the OT S coordinate frame using the calibrated co-
ordinate transformation) and the corresponding OTS measured positions. The error was 
computed both as the Euclidean distance (in mm) between corresponding points (far-left) 
and as component-wise differences (remaining right-ward boxplots). From the boxplots, it 
was observed that the central tendency of the Euclidean distances was between 15 mm and 
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Fig. 17. Scatterplot of the front (top) and side (bottom) digital levels angle readings for all 
21 data captures. 
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20 mm and the Euclidean distances for the middle 50% of the positions were between 10 
mm and approximately 32 mm. Furthermore, the maximum Euclidean distance was 41.348 
mm while the minimum Euclidean distance was 2.348 mm. These results represented an 
improvement over a similar coordinate system transformation calibration conducted in Ref. 
[34] in which the minimum Euclidean distance between AMR-CT positions and OTS po-
sitions was over 10 mm and the maximum Euclidean distance between AMR-CT positions 
and OTS positions was over 60 mm. The results further supported that foor leveling did 
not likely impact the new coordinated system calibration since there was no difference in 
error between the positions transformed using the 6DoF transformation and the positions 
transformed using the 3DoF transformation. Furthermore, the component-wise differences 
between the positions suggest that most of the calibration error was present along the x and 
y position components and not the z component. Note that no outlier or potential outlier 
values were observed in the boxplots. 

The fnal, measured coordinate system transformations were:   
1 0 −0.005 0.022 
0 1 0.006 −0.020 

{MAP 2D}H{MAP 3D} = 0.005 −0.006 1.000 3.148 
0 0 0 1 

and   

1 0.001 0.003 −3890.520 
−0.001 1 0 1890.553 
−0.003 0 1 372.133 

0 0 0 1 

{MAP 3D}H{OTS} = 

However, it should be noted that an additional constant rotation of −90° was also applied 
when using these transformations prior to publishing AMR-CT poses in the /ld arcl outgoing 
node. This was done because the Marquette University code assumed that the primary di-
rection of travel for the AMR was along the positive x axis of its OTS, but the NIST lab 
confguration required the primary direction of travel to be along the y. 

3.2. Robot Model Transformations 

3.2.1. Measurement Problem Summary 

As mentioned in Sec. 2.3, the manipulator motion planners and ROS simulations required 
a model of the mobile manipulator in URDF format. Due to the differences between the 
AMR used by Marquette University and the AMR-CT used by NIST, as well as the dif-
ferences in payload structure construction and manipulator base mounting, the remaining 
transformation that needed to be measured was that between the AMR-CT base and the ma-
nipulator base. Figure 20 depicts the coordinate systems and transformations required to 
measure this missing transformation using the OTS. First, let vbase, v f rame, and cbase de-
note the coordinate systems of the AMR-CT base, AMR-CT frame (i.e., the metal structure 
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Fig. 19. Box plots showing the error between the AMR-CT controller measured positions after 
applying the 6DoF (top) and 3DoF (bottom) calibrated coordinate transformations and the 
position of the AMR-CT as measured by the OTS. The far-left boxplot presents the error as 
the Euclidean distance (in mm) between corresponding points while the other three boxplots 
presents the component-wise error as the diference between the AMR-CT controller measured 
positions and the OTS measured positions. 
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supporting the side laser scanners and holding the top user interface panel), and the ma-
nipulator base, respectively. The v f rame coordinate system was needed as an intermediary 
rigid body between the vbase and cbase coordinate frames because the rigid body associ-
ated with the vbase coordinate frame would be occluded whenever the cart was attached to 
the AMR-CT. The homogeneous transformation matrices, {OT S}H{vbase}, {OT S}H{v f rame}, 
and {OT S}H{cbase} denote the relative poses of the AMR-CT base, AMR-CT frame, and 
manipulator base, respectively as observed by the OTS. Therefore, the objective was to 
fnd the unknown coordinate transformation, {vbase}H{cbase}, or the pose of the cart rela-
tive to the AMR-CT base. To accomplish this, the additional unknown transformations, 
{vbase}H{vframe} = ({OT S}H{vbase})

−1{OT S}H{v f rame} and 

{vframe}H{cbase} = ({OT S}H{v f rame})
−1{OT S}H{cbase}, had to be measured such that 

{vbase}H{cbase} = {vbase}H{vframe}
{vframe}H{cbase}. Since, in prior testing (see Sec. C.2 

in Ref. [15]), the variability in alignment between the AMR-CT base and cart was not 
considered signifcant13, the unknown transformations were assumed to be approximately 
rigid. 

3.2.2. Data Collection Procedure 

The following OTS rigid bodies were created and defned for the measurement. First, 
the rigid body for the AMR-CT base (Fig. 21) was defned and named similarly to the 
VEHICLE BASE rigid body of Fig. 13, albeit with a slightly different order in marker 
labeling. The marker confgurations for rigid bodies for the vehicle frame, named “VE-
HICLE FRAME”, and the manipulator base, named “CART BASE”, are shown in Fig. 22 
and 23, respectively. Note that, similar to the calibration in Sec. 3.1, the top light of the 
AMR-CT was covered during measurement. 

Since the unknown coordinate transformations were assumed to be approximately rigid, 
the OTS was used directly to measure them. The OTS was re-calibrated prior to measure-
ment using the same manufacturer-specifed procedure as used in Sec. 2.5 and Sec. 3.1.2 
(and also described in Sec. 2.5). The calibration summary displayed a mean ray error of 
0.661 mm and mean wand error of 0.131 mm, which had the best quality classifcation of 
“exceptional” (as determined by the manufacturer). 

The same seven locations from Fig. 12 were reused for measuring the rigid transformations 
and the measurement procedure consisted of two sets of data, each of which had a separate 
randomly-generated run sequence. For the frst set, the AMR-CT, with its base and frame 
outftted with OTS markers as shown in Fig. 21 and 22, was manually driven via joystick to 
each stop in the run sequence once. At each location, the OTS was used to record tracking 
data for each rigid body for 10 s. For the second set, the same procedure was repeated, 
except the OTS markers placed on the AMR-CT base were removed in order to attach the 

13A standard deviation of 1.059 mm or less was measured, though it was observed that alignment variability 
may be impacted by external conditions, such as foor leveling. 

34 



NIST AMS 100-57 
Jan 2024 

Fig. 20. Diagram of homogeneous transformations needed to determine the rigid 
transformation between the AMR-CT base and the manipulator base. Due to the cart payload 
structure obstructing the AMR-CT base while attached, the transformation was measured in 
two parts: The transformation between the AMR-CT base and the AMR-CT frame (left) and 
the transformation between the AMR-CT frame and the manipulator base (right). 
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Fig. 21. Marker plot of the VEHICLE BASE rigid body created for obtaining OTS data 
needed to calibrate the unknown rigid transformation between the AMR-CT base and the 
manipulator base (left). Corresponding picture of the physical marker placement on the 
AMR-CT (right). Note the slight diference in marker labeling in comparison to Fig. 13. 

cart (with markers placed as in Fig. 23) to the AMR-CT. Note that, even though seven 
locations were recorded per set (a total of 14 data captures), only one location (preferably 
level and towards the center of the capture volume) per set would be suffcient in the future. 

3.2.3. Data Pre-processing and Results 

Data pre-processing was conducted similarly as described in Sec. 3.1.3, and the same soft-
ware packages and versions were used. References [108, 110, 113–115] were also con-
sulted while writing the script. First, data cleaning included adjusting the column names 
and plotting the percentage of marker occlusions for each rigid body. Again, no occlusions 
were observed [109]. The Cartesian position of each rigid body centroid and individual 
marker position was then aggregated by computing the component-wise average within 
each capture fle. These average positions for the frst capture fle containing each rigid 
body were plotted in Fig. 21, 22, and Fig. 23 to verify the marker labels. 

The component-wise standard deviation for each marker and each rigid body across all 
data captures was computed and displayed in box plots, as shown in Fig. 24, 25, 26, and 
27. These plots were used to verify the repeatability of the captured static OTS data against 
previously obtained measurements and the established measurement repeatability of the 
OTS. From the plots, it was observed that the component-wise standard deviations for all 
markers across all rigid bodies were lower than the 0.26 mm dynamic rigid body track-
ing repeatability. The central tendencies of the component-wise standard deviations were 
generally greater than the 0.022 mm static rigid body tracking repeatability, but were still 
sub-millimeter across all markers and all rigid bodies. For the AMR-CT base (Fig. 24), the 
following outlier values were observed: one outlier value for marker M6 in the x compo-
nent, one outlier each for markers M2, M3, and M4 in the y component, and one outlier 
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Fig. 22. Marker plot of the VEHICLE FRAME rigid body created for obtaining OTS data 
needed to calibrate the unknown rigid transformation between the AMR-CT base and the 
manipulator base (left). Corresponding picture of the physical marker placement on the 
AMR-CT (right). 

each for all markers except marker M3 in the z component. The outlier on marker M6 in the 
z component was the only instance where sub-millimeter repeatability was not observed in 
the AMR-CT base rigid body data. For the AMR-CT frame in Set 1 (Fig. 25), the follow-
ing outliers were observed: one outlier for marker M3 in the x component, one outlier each 
for markers M3, M4, and M5 in the y component, and one outlier each for markers M1, 
M3, and M4 in the z component. The largest outlier, on marker M3 in the y component 
was less than 0.8 mm. For the AMR-CT frame in Set 2 (Fig. 26), the following outliers 
were observed: one outlier each for markers M2, M3, M4, and M5 in the x component, no 
outliers in the y component, and one outlier marker M4 in the z component. The largest 
outlier, on marker M5 in the x component was, less than 0.7 mm, however the maximum 
for the y component of marker M3 was larger and had a value less than 0.8 mm. Finally, 
for the cart base (Fig. 27), the following was observed. In the x component, all markers had 
at least one outlier, however marker M3 had an additional outlier with a value below the 
minimum. For the y component, outliers were observed on markers M2, M3, M4, and M5, 
with two outliers for marker M2 (again below the minimum). However, the maximums 
of marker M1 and M6 were larger than these outliers and less than 0.07 mm. Finally, for 
the z component, every marker except for marker M2 had at least one outlier, and markers 
M4 and M5 had an additional outlier below the minimum. The largest outlier was less 
than 0.8 mm. Overall, the OTS data quality was deemed suffcient for the purposes of the 
measurement, but showed potential for slight improvement. Since no complete occlusions 
were found and lower standard deviations values were observed at the same location for the 
AMR-CT base in Fig. 14, it was speculated that stray refections could have affected mea-
surement repeatability. Covering the cart base surface with non-refective tape and covering 
the windows with black-out curtains could reduce such refections in the future. 
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Fig. 23. Marker plot of the CART BASE rigid body created for obtaining OTS data needed 
to calibrate the unknown rigid transformation between the AMR-CT base and the manipulator 
base (left). Corresponding picture of the physical marker placement on the cart (right). 

Ultimately, the data from stop 5 in Set 1 and stop 6 in Set 2 was used to obtain the rigid 

transformations. The fnal, measured rigid transformations were: 
0.996 −0.0890 −0.004 −392.798 
0.089 0.996 −0.011 9.057 

={vbase}H{vframe} 0.005 0.011 0.100 528.830 
0 0 0 1  

−0.643 −0.766 0.011 519.248 
0.766 −0.643 0.012 −51.719 
−0.002 0.016 0.100 290.463 

0 0 0 1 

 
{vframe}H{cbase} = 

  

−0.708 −0.706 0.006 127.859 
0.706 −0.708 0.002 0.505 
0.003 0.006 0.100 821.242 

0 0 0 1 

{vbase}H{cbase} = (3) 

To serve as input to the URDF model, a few fnal adjustments were made to {vbase}H{cbase}. 
The rotation component of {vbase}H{cbase} was converted to RPY format (in Radians) using 
the 3D rotation converter in Refs. [123, 124], and the translation was converted from 
millimeters to meters. Additionally, it was discovered that the manipulator base coordinate 
frame origin within the existing manipulator URDF model was fipped 180°, therefore an 
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Fig. 24. Boxplots of the component-wise standard deviations for each marker of the 
VEHICLE BASE rigid body and for each data capture obtained during the rigid transformation 
measurement. 
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Fig. 25. Boxplots of the component-wise standard deviations for each marker of the 
VEHICLE FRAME rigid body and for each data capture obtained during Set 1 of the rigid 
transformation measurement. 
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Fig. 26. Boxplots of the component-wise standard deviations for each marker of the 
VEHICLE FRAME rigid body and for each data capture obtained during Set 2 of the rigid 
transformation measurement. 
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Fig. 27. Boxplots of the component-wise standard deviations for each marker of the 
CART BASE rigid body and for each data capture obtained during Set 2 of the rigid 
transformation measurement. 
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additional constant rotation of 180°was also applied to {vbase}H{cbase} before entering into 
the URDF model. 

3.2.4. Updated Robot Model 

The robot model was updated to accommodate the differences in transformations and hard-
ware confguration between the Marquette AMR mobile manipulator and NIST AMR-CT 
mobile manipulator. This required making changes to several existing fles generated in 
the moveIt! confguration. First, the XML Macro (xacro) fle defning the URDF model 
was modifed as follows. The full model of the Marquette AMR was no longer needed 
and was therefore replaced with a single static link, called “base link”. The joint going 
from “base link” to “arm base link” (i.e., the AMR-CT base and the manipulator base) 
was replaced with the measured coordinate system transformation from Eq. 3. Addi-
tional unneeded links and/or associated joints for the AMR laser scanner and an additional 
camera were also removed. Finally, new links were created to assist the manipulator tra-
jectory planner with collision avoidance. These included representations for the AMR-CT 
Acuity camera sensor (called “ld acuity link”), the AMR-CT touchscreen panel (called 
“ld panel link”, and the emergency light of the manipulator, called “ur5 light joint”. Since 
these links were only included for collision avoidance purposes, their transformations were 
approximately measured via tape measure for specifcation as URDF joints. An additional 
Semantic Robot Description Format (SRDF) fle in the moveIt! confguration was also up-
dated to remove declarations for deleted links and/or joints and add declarations for the new 
links and/or joints. The check urdf tool was used to validate the syntax of the updated 
URDF model and the view frames tool was used to generate the visual representation of 
the transformation tree shown in Fig. 28, which was also used for validating the correctness 
of the updated model [125, 126]. In the ROS controller’s confguration fle, the publishing 
rate of the joint state controller (see Ref. [127]) to the joint states topic, which 
is subscribed to by the robot state publisher node (see Ref. [128]) was changed from 
300 Hz to 125 Hz to match the maximum controller rate of the NIST AMR-CT mobile 
manipulator [129]. 

3.3. Fiducial Ground Truth Measurements 

The fnal set of OTS position measurements consisted of acquiring a ground truth reference 
for initial fducial target locations on the CMMA 14. Note that this data was acquired the 
same day as the data in Sec. 3.1 and used the same OTS calibration (see Sec. 3.1.2). The 
measurement procedure simply consisted of frst placing 19 mm diameter OTS markers on 
the CMMA such that they overlapped with the retro-refective target fducial positions to be 
tested (see Fig. 29. Two additional markers (M1 and M11) were included ensure asymmetry 
of the resulting rigid body, which prevents marker mis-labelings from occurring. Then, 

14Recall from Sec. 3 that these were needed to allow for global planning to simplify velocity compensation 
[9, 10] 
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view_frames Result

base_link

arm_base_link

 Broadcaster: /robot_state_publisher
Average rate: 10000.0

Buffer length: 0.0
Most recent transform: 0.0

Oldest transform: 0.0

ur5_frame_link

 Broadcaster: /robot_state_publisher
Average rate: 10000.0

Buffer length: 0.0
Most recent transform: 0.0

Oldest transform: 0.0

arm_base

 Broadcaster: /robot_state_publisher
Average rate: 10000.0

Buffer length: 0.0
Most recent transform: 0.0

Oldest transform: 0.0

arm_shoulder_link

 Broadcaster: /robot_state_publisher
Average rate: 125.202

Buffer length: 5.0
Most recent transform: 1631715215.844

Oldest transform: 1631715210.844

map

 Broadcaster: /ld_arcl_outgoing
Average rate: 10.206
Buffer length: 4.899

Most recent transform: 1631715215.83
Oldest transform: 1631715210.931

arm_tool0_controller

 Broadcaster: /ur_driver
Average rate: 125.202

Buffer length: 5.0
Most recent transform: 1631715215.844

Oldest transform: 1631715210.844

arm_wrist_3_link

arm_ee_link

 Broadcaster: /robot_state_publisher
Average rate: 10000.0

Buffer length: 0.0
Most recent transform: 0.0

Oldest transform: 0.0

arm_tool0

 Broadcaster: /robot_state_publisher
Average rate: 10000.0

Buffer length: 0.0
Most recent transform: 0.0

Oldest transform: 0.0

arm_wrist_2_link

 Broadcaster: /robot_state_publisher
Average rate: 125.202

Buffer length: 5.0
Most recent transform: 1631715215.844

Oldest transform: 1631715210.844

QS18VP6LLP_laser_link

 Broadcaster: /robot_state_publisher
Average rate: 10000.0

Buffer length: 0.0
Most recent transform: 0.0

Oldest transform: 0.0

arm_upper_arm_link

arm_forearm_link

 Broadcaster: /robot_state_publisher
Average rate: 125.202

Buffer length: 5.0
Most recent transform: 1631715215.844

Oldest transform: 1631715210.844

arm_wrist_1_link

 Broadcaster: /robot_state_publisher
Average rate: 125.202

Buffer length: 5.0
Most recent transform: 1631715215.844

Oldest transform: 1631715210.844

 Broadcaster: /robot_state_publisher
Average rate: 125.202

Buffer length: 5.0
Most recent transform: 1631715215.844

Oldest transform: 1631715210.844

 Broadcaster: /robot_state_publisher
Average rate: 125.202

Buffer length: 5.0
Most recent transform: 1631715215.844

Oldest transform: 1631715210.844

Recorded at time: 1631715215.8676815

Fig. 28. Output of the ROS view frames transform debugging tool for updated robot model. 
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fve, 10 s static captures of the resulting CMMA rigid body was obtained using the OTS 
and exported to a CSV fle. 

Data pre-processing was again conducted similarly to Sec. 3.1.3 and Sec. 3.2.3 with the 
same software packages and versions. References [107, 108, 110] were also referred to in 
developing the data pre-processing script. As shown in Fig. 30, a very small number of 
occlusions (less than 0.5% of the total data capture) were observed for two of the fve data 
captures. However, the data capture selected for use (capture 1) had no occlusions. Again, 
the component-wise standard deviation for each marker of the CMMA rigid body across 
all data captures was computed and displayed in box plots, as shown in Fig. 31. This type 
of plot was again used to verify the repeatability of the ground truth initial fducial po-
sition measurements to ensure no signifcant data capture anomalies, such as occlusions, 
refections, and marker mis-labelings, occurred. The plot shows that the component-wise 
standard deviations were within the previously established static OTS measurement uncer-
tainty of 0.022 mm [14, 95]. 

The list of initial fducial target positions measured using the OTS is given in Table 2. To 
reduce errors caused by misalignment between the RLS detection distance and angle off-
set [90], the initial search positions were updated by running a single sample trial of the 
continuous mobile manipulator experiment on the real-mobile manipulator hardware. The 
updated fducial positions are given in Table 3. The spiral search method and slow base 
speed of 0.01 m/s was used such that all fducial targets could be detected by the manipula-
tor EOAT. The logged global coordinate pose of the EOAT upon each fducial interception 
was substituted as the fnal initial search positions for the full continuous mobile manipu-
lator performance experiment (to be detailed in Sec. 4). 
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Fig. 29. Scatterplot showing the measured ground truth initial positions of the retro-refective 
fducials, as measured by the OTS. Note that markers M1 and M11 were included to introduce 
rigid body asymmetry to improve tracking quality. 

Table 2. List of initial positions for the retro-refective fducial targets on the CMMA as 
measured by the OTS. 

Fiducial Marker x (mm) y (mm) 
Side 1 

1 M2 4041.458 -666.871 
2 M3 4263.348 -728.657 
3 M4 4486.508 -672.135 
4 M6 5818.917 -689.166 
5 M5 6040.750562 -751.380916 
6 M7 6263.738 -695.006 

Side 2 
7 M9 7165.920 062.870 
8 M8 6943.980 124.718 
9 M10 6720.430 68.559 

10 M12 5384.589 86.803 
11 M14 5163.315 149.684 
12 M13 4940.144 92.783 
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Table 3. Final list of initial search positions 
for the retro-refective fducial targetsa . 

Fiducial x (mm) y (mm) Diameter (mm) 
Side 1 

1 3938.4 -564.3 6.4 
2 4232.7 -679.0 6.4 
3 4553.4 -558.4 3 
4 5696.3 -577.1 6.4 
5 6014.7 -708.5 6.4 
6 6341.1 -576.1 3 

Side 2 
7 7277.3 13.3 6.4 
8 6947.4 133.0 6.4 
9 6625.2 1.9 3 

10 5470.1 4.2 6.4 
11 5142.0 153.8 6.4 
12 4827.9 16.5 3 

a Obtained from running a preliminary contin-
uous mobile manipulator performance trial of 
the spiral search method at a base speed of 0.01 
m/s and recording the EOAT pose at each fdu-
cial detection. 
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Fig. 30. Bar chart showing the percentage of occlusions for each of fve, 10 s OTS captures of 
the ground truth fducial positions on the CMMA. 

4. Experiment Design 

4.1. Experimental Model 

The design of the 23 factorial experiment is now detailed. As the goal was to determine 
which of the three factors (i.e., search method, AMR-CT speed, and measured CMMA 
side) had a statistically signifcant effect on manufacturing performance (i.e., measured by 
either the percentage of intercepted fducials or the mean of search times for all fducials 
in seconds), the primary purpose was considered to be factor screening /characterization 
[130]. To simplify the experimental design, separate statistical analyses were conducted 
for each of the two response variables. However, when conducting hypothesis tests, this 
may have slightly increased the experiment-wise error rate (that is, the Type I error of all 
the hypothesis tests), since only the Type I error of each individual hypothesis test would be 
controlled [131–133]. Note also that the factors, search method and measured CMMA side, 
are qualitative, while the factor, AMR-CT speed is quantitative15. Each factor included 
two fxed levels, to be detailed shortly, which resulted in a fxed effects design. The 23 

factorial design was selected since it potentially allows for testing of frst and second order 
interactions amongst the three factors [136, 137]. 

The initial experimental model is given by Eq. 4 [138]. Here, yabc was the recorded re-

15Note that the 23 factorial design assumes that the response is approximately linear over the range of the 
factor levels [134]. Center points may be added to the model to improve robustness against curvature 
introduced by interaction effects, however, this only possible if all factors are quantitative [135]. Since 
the linearity property need only be very approximate and no additional information was available, this 
assumption was deemed reasonable [134, 135]. 
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Fig. 31. Boxplots showing the component-wise standard deviation per OTS marker on the 
CMMA. 
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sponse (again, either the percentage of intercepted fducials or the mean search time in 
seconds) and µ was the effect of the overall, constant response mean. The effect due to the 
a-th level of the factor search method was given by τa, where a = 1 was the deterministic 
spiral search and a = 2 was the UKF search. The effect due to the b-th level of the factor 
AMR-CT speed was given by βb, where b = 1 was the “low” AMR-CT speed of 0.01 m/s 
and b = 2 was the “high” AMR-CT speed of 0.025 m/s. The effect due to the c-th level of 
the factor measured CMMA side was given by γc, where c = 1 is Side 1, which was closest 
to the lab window, and c = 2 is Side 2, which was closest to the interior lab wall. The 
frst-order interactions were denoted as follows. The interaction between search method 
and AMR-CT speed was denoted by (τβ )ab. The interaction between search method and 
measured CMMA side was denoted by (τγ)ac. Then, the interaction between AMR-CT 
speed and measured CMMA side was denoted by (βγ)bc. The second order interaction be-
tween search method, AMR-CT speed, and measured CMMA side was given by (τβγ)abc. 
Finally, εabcd was the effect due to random experimental error, where d = 1,2, ...n and n 
was the number of replicates. Six complete replicates were collected for each of the 23 

(eight) factor combinations resulting in a balanced design of 48 total observations. 

For each of the two response variables, the hypotheses given in Eq. 4 - 11 were tested 
using an appropriate statistical test. The decision rule for each hypothesis test was to reject 
the null hypothesis if the corresponding p-value was less than 0.05. Otherwise, the null 
hypothesis was not rejected. Note that, if an Analysis of Variance (ANOVA) were to be 
used to tests these hypotheses, then it is assumed εabcd ∼ NID(0,σ2) (i.e., the errors are 
assumed to be normally, independently distributed with equal variance) [139, 140]. Model 
adequacy checks were conducted for these assumptions and presented in Sec. 5.3 and used 
to select the appropriate statistical test used for data analysis [140]. 

yabc = µ + τa + βb + γc +(τβ )ab +(τγ)ac +(βγ)bc+ ( a = 1,2 
b = 1,2 (4)

(τβγ)abc + εabcd c = 1,2 
d = 1,2, ...,n 

H0 : (τβγ)abc = 0 for all a,b,c 
(5)

Ha : At least one (τβγ)abc ̸= 0 

H0 : (τβ )ab = 0 for all a,b 
(6)

Ha : At least one (τβ )ab ̸= 0 

H0 : (τγ)ac = 0 for all a,c 
(7)

Ha : At least one (τγ)ac ̸= 0 
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H0 : (βγ)bc = 0 for all a,c 
(8)

Ha : At least one (βγ)bc ̸= 0 

H0 : τ1 = τ2 = 0 
(9)

Ha : At least one τa ̸= 0 

H0 : β1 = β2 = 0 
(10)

Ha : At least one βb ̸= 0 

H0 : γ1 = γ2 = 0 
(11)

Ha : At least one γc ̸= 0 

4.2. Summary of Collected Data 

Note that the full data-set collected as part of the experiment is available in Ref. [35]. The 
data collected prior to the experiment included the following: 

• Data pertaining to the AMR-CT map and confguration, including [58]: 

– File containing the full AMR-CT general confguration (e.g., interface settings 
such as those related to the clear-text API, operation settings impacting behavior 
such as localization and path planning, central controller confguration, and 
debug information.) Note that modifcations to these settings were outlined in 
Sec. 2.2. 

– File containing the AMR-CT model confguration, which includes values re-
lated to the robot type, sensor types and transformations, frmware confgura-
tion, and movement maximums among others. 

– File containing calibrations such as general robot physical dimensions and in-
formation and their respective parameters. 

– The raw laser scans for the map generated as per 2.2. 

– Light localization scan fle, however, it should be noted that the light acuity 
sensor of the AMR-CT was disabled. 

– The map fle, which, in addition to the laser scans, also includes the confgured 
goal points, exclusion areas, etc., as confgured per Sec. 2.2 and depicted in 
Fig. 4. 

– Screenshot of the map fle (i.e., Fig. 4). 
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– Full AMR-CT debug info fle. 

• OTS calibration fle [93] and screenshot of OTS calibration summary. 

• OTS ground truth reference data of the fducial target positions on the CMMA, sim-
ilar to that documented in Sec. 3.3. Data includes both tracking fles and exported as 
CSV as per Sec. 2.5. See also Sec. 4.3. 

• Full backup of the ROS catkin workspace containing all code used to run the ex-
periment [141]. 

• Full backup of the data and code described from Sec. 3.1 and Sec. 3.2. 

• Screenshots verifying the time synchronization of clients as per Sec. 2.6. Note that 
this data was collected immediately prior to the start of each replicate. 

The data collected during the experiment consisted of the following: 

• A matrix fle, readable by numerical computing software including but not limited 
to those in Refs. [142, 143]). The matrix contained the following data, for each 
experimental run, in addition to the primary response variables already described: 

– An array of 8 computer date and wall clock time strings for the start each run. 

– An 8 x 6 x 2 matrix of 2D AMR-CT positions, in m, corresponding to when a 
fducial was intercepted by the RLS. 

– An 8 x 6 x 2 matrix of 2D AMR-CT positions, in m, corresponding to when the 
manipulator began searching for a fducial. 

– An array of size 8 indicating the speed of the AMR-CT for each run in m/s. 

– An 8 x 6 x 2 matrix of 2D EOAT positions, in m, corresponding to when a 
fducial was intercepted by the RLS. 

– An 8 x 6 x 2 matrix containing the component-wise position error, in m, be-
tween the EOAT and each fducial immediately prior to searching for each run. 

– An 8 x 6 x 2 matrix of 2D EOAT positions, in m, corresponding to when the 
manipulator began searching for a fducial. 

– An array of size 8 indicating the max search radius of the spiral search con-
ducted at the frst marker, in m and for each run. 

– An array of size 8 containing the interception rate for each run as already de-
scribed. 

– An 8 x 6 matrix of binary fags indicating which individual fducials were inter-
cepted for each run. 
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– An 8 x 6 x 2 matrix of component-wise 2D errors between the EOAT after 
detecting a fducial and the initial search position, in m. 

– An array of size 8 containing distance thresholds, in m, determining when a 
fducial was out of range for each run. 

– An array of size 8 containing the average fducial search time for each run as 
already described. 

– An array of size 8 containing the max search radius of the spiral search con-
ducted for all other markers, in m and for each run. 

– An array of size 8 containing the replicate number. 

– An array of size 8 containing integers (1 and 2) indicating the side of the 
CMMA being tested for each run. 

– An array of size 8 containing the starting ROS time of each run. 

– An array of size 8 containing the run numbers (0-7). 

– An array of size 8 containing strings indicating which search algorithm was 
used for each run. 

– An 8 x 6 matrix of binary fags indicating which individual fducials were 
skipped in each run. 

– An array of size 8 containing counts of the total number of skipped markers for 
each run. 

– Several hyper-parameters and outputs of the UKF model for each run where it 
was used [10]: 

* An array of size 8 containing the covariance value used to initialize the 
other covariance values (hyper-parameter) for each run. 

* An array of size 8 containing the cumulative innovation for each run. 

* An array of size 8 containing the sample gap (hyper-parameter) used for 
each run. 

* An array of size 8 containing the process noise covariance for each run, 
denoted Q (hyper-parameter). 

* Arrays of size 8 containing the observation noise covariance for each run, 
denoted R (hyper-parameter) and for two cases: 

· When a fducial had successfully been intercepted. 

· When a fducial failed to be intercepted. 
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* An array of size 8 containing the initial estimate noise covariance, denoted 
P (hyper-parameter). 

* An 8 x 2 matrix of noise values for each run, which went unused (hyper-
parameter). 

* An 8 x 6 x 4 matrix containing the UKF prediction for each marker and 
each run. 

• Another matrix fle containing the 2D AMR-CT pose and EOAT pose, in m, for each 
ROS timestep of each experimental run and replicate [144]. The intended velocity 
of the AMR-CT was also included in this fle, but was incorrectly recorded due to 
a programming bug in the controlling Python script. Also due to a programming 
bug, the data in this matrix fle was not fully recorded for the replicates in which 
the program was interrupted mid-replicate due to the occurrence of anomalies (see 
Sec. 4.3 and 5.1). 

• Text fles recording the ROS console output for the programs spawned by the main 
ROS launch fle and for the Python control script. The text fle output was obtained 
by combining the commands in Refs. [145, 146]. 

• A rosbag fle, which contains all data published to any ROS topics during the run 
[147]. 

• OTS rigid body tracking data, as shown in Fig. 32, including: 

– The AMR-CT frame, with an OTS marker confguration identical to that shown 
in Fig. 22. 

– The manipulator base with an OTS marker confguration identical to that of 23 
albeit with slightly different marker labeling as shown in Fig. 35. 

– The manipulator EOAT with an OTS marker confguration show in Fig. 33. 

– The CMMA with an OTS marker confguration as shown in Fig. 34. 

The OTS tracking data was captured to provide ground truth validation against the 
other logged data. It should be noted that tracking data was stored in both CSV and 
the proprietary OTS tracking fle format as described in Sec. 2.5. 

• A spreadsheet of experimental notes containing the following for each replicate and 
each run: 

– A sequence of random numbers used to generate the run sequence (see Sec. 4.3). 

– The run number (i.e., 1-8). 

– Search method used (i.e., spiral search or UKF). 

– Measured RMMA side (i.e., side 1 or side 2). 
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– The AMR-CT base speed (i.e., 0.01 m/s or 0.025 m/s). 

– The start time for each run based on the wall clock time. 

– Description of anomalies that occurred during the run, if any. 

• Video data of the experiment was recorded and live-streamed for viewing by NIST 
and ASTM Committee F45. The video capture included a four-way windowed split 
featuring: 

– A zoomed-out view of the experimental area. 

– A close-up view of the mobile manipulator. 

– A feed of the OTS computer screen. 

– A feed of the laptop controller screen. 

Fig. 32. Screenshot of OTS rigid bodies tracked during the experiment for ground truth 
comparison. 

4.3. Procedure 

The day prior to the experiment, the following steps were performed. First, the NIST ma-
nipulator and AMR-CT batteries were fully charged. The OTS was again re-calibrated as 
per manufacturer specifcation. The calibration summary generated by the proprietary soft-
ware had an observed mean ray error of 0.642 mm and mean wand error of 0.110 mm that 
was labeled by the software as “exceptional”. Following this, the OTS was used to capture 
new ground truth fducial position data, similar to that taken in Sec. 3.3, for potential fu-
ture use (not used in this experiment). As video data of the experiment was captured, wall 
clocks, with radio synchronization capabilities to NIST timeservers, were placed on the 
CMMA to assist with later approximate data correspondence and note-taking. Synchro-
nization of these clocks was attempted, but poor radio signal reception prevented proper 
synchronization, and the clocks were instead synchronized manually. Finally, the run or-
der, which was randomized with respect to the factor level combinations, was generated 
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Fig. 33. The EOAT with six 19 mm diameter OTS markers attached to form a rigid body. 

using a random number generator in spreadsheet software [104]. These random run order 
numbers were entered into the Python control script, which indexed into a stored dictio-
nary of the possible factor combinations. The formatting of the note sheet, as outlined in 
Sec. 4.2 was also generated in advance. 

The main experimental procedure for each replicate was as follows. The AMR-CT and 
manipulator were powered on and placed into their initial poses. For the former, this was 
the “LD Start” goal shown in Fig. 4. The quality of each of the tracked OTS rigid bod-
ies was checked and the correct run order in the Python script was verifed. The time 
synchronization of the control laptop (both the host OS and Linux subsystem time) and 
the OTS computer was verifed and recorded via screenshot as per Sec. 2.6. For the OTS 
computer and the host OS of the control laptop, multiple measurements were recorded via 
the command line output. For replicate 1, around 10 measurements were taken. For the 
remaining replicates, including prior to eighth run of replicate 6, around 5 measurements 
were recorded. Since the website at Ref. [98] reported only a single value, only one mea-
surement was recorded for verifying the time synchronization of the control laptop Linux 
subsystem. Time synchronization of the AMR-CT was attempted similarly as per Sec. 2.6, 
but, as discussed in Sec. 2.6, what was later discovered to be a frewall misconfguration 
prevented proper time synchronization. This did not signifcantly impact the experimental 
data alignment, as the ROS time of the control laptop was favored over the AMR-CT time 
for the experiment[144]. The control program was then started, along with rosbag record-
ing, which automatically cycled through the randomized factor combinations for each run 
in the replicate. The AMR-CT then proceeded to randomly navigate to one of two goals 
placed on either side of the CMMA. Upon reaching the goal, the manipulator. The AMR-
CT then began to approach the fducial, frst traveling about 250 mm towards the fducial 
before halting and correcting the heading if needed. This and all other heading corrections 
were implemented as described as per Sec. 2.2. After this, the manipulator moved to inter-
cept the frst fducial as the AMR-CT continued the approach. Once the frst fducial was 
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Fig. 34. The CMMA with 13 19 mm diameter OTS markers attached to form a rigid body. 

in range, the AMR-CT was programmed to stop and the arm to begin searching for the frst 
fducial. This stationary search for the frst fducial was needed to acquire the error needed 
to initialize the UKF, when used [10]. Assuming the frst fducial was found, the AMR-CT 
continued to travel along the CMMA as the manipulator used the randomly selected search 
method in attempt to fnd the remaining fducials, when in range. Once the fnal fducial 
had been found or was no longer in range, the manipulator stowed and the AMR-CT re-
turned to the “LD Start” goal. The mobile manipulator would then be ready to start the 
next run using a different, randomly selected factor combination. During this process, one 
operator monitored the control programs and took notes on anomalies that occurred, one 
operator manually started and stopped the OTS recordings at the beginning and end of each 
run, respectively, and one operator controlled the video recordings. 

The design of the experimental procedure accounted for the occurrence of possible anoma-
lies. Anomaly 1 was if the manipulator were to fail to fnd the frst fducial, which would 
cause the rest of the run to be aborted and the remaining fducials skipped. Anomaly 1 was 
considered a valid measurement where the interception rate was zero and the average search 
time equal to the max time spent searching for the frst fducial. Anomaly 2 occurred if the 
AMR-CT were to stop or a motion command fail due to obstacle detection. Prior to the ex-
periment, it was determined that of Anomaly 2 occurred after a run, then the run would still 
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Fig. 35. Cart base rigid body confguration. Note that the confguration is identical to Fig. 23 
except for the marker labeling order. 

be considered valid. However, if this occurred during a run, the program would be stopped, 
an operator would manually free the vehicle and return it to the “LD Start” goal, and restart 
the program with the factor combination that was being tested when the anomaly occurred. 
Anomaly 3 was if the manipulator batteries died during a run. If Anomaly 3 occurred, then 
all running programs would be halted, the data up to that point in the run saved, the mobile 
manipulator position again reset, the batteries re-charged, and the program re-started using 
the factor combination that was under test at the time the batteries died. Finally, Anomaly 4 
corresponded to unknown error that could intermittently occur where the manipulator joint 
state publisher would deadlock, which caused the manipulator trajectory planner and/or 
the ROS driver to fail. If Anomaly 4 occurred, then the run would simply be restarted in 
the same fashion as described earlier in this paragraph, and the data captured from the run 
in which the error occurred would be considered incomplete and thus invalid. Note that 
if Anomaly 1 or Anomaly 4 occurred more than once within a replicate, then the rest of 
the experiment would have been aborted the underlying cause could be remediated. Since 
the error did not occur more than once within a replicate, the experiment proceeded to 
completion. 
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5. Analysis and Results 

The raw response data and descriptive statistics (per factor combination) obtained from the 
experiment are presented in Table 4 and 5 and Table 6 and 7, respectively. The following 
subsections detail the analysis conducted on this data. 

5.1. Anomalies 

Of the total 48 runs in the experiment, anomalies, as described per Sec. 4.3 (i.e., Anoma-
lies 1-4), 11 occurred during the experiment. Anomaly 1 occurred fve times total, which 
included during replicate 1 (run 1), replicate 2 (run 4), replicate 5 (runs 6 and 7), and repli-
cate 6 (run 8). As per Sec. 4.3, all of these runs were considered legitimate observations 
and were not discarded. Notably, all of the runs where Anomaly 1 occurred were testing 
the UKF search. Furthermore, the anomaly occurred on both sides of the CMMA and at 
both the high and low AMR-CT speeds. Occurrence of this anomaly can be mitigated in 
the future with several changes. First, UKF hyper-parameters can be further tuned, specif-
ically by increasing the sample gap and initial search covariance. These changes impact 
the UKF search at the frst fducial by balancing search point density with physical search 
area coverage, albeit at the expense of search time. Additionally, failure to fnd the frst 
fducial seemed to occur when the AMR-CT would stop either too early or too late result-
ing in a larger difference in x position between the manipulator base and fducial target. 
This behavior could have been caused by AMR-CT localization error, which can be cali-
brated out using an additional manipulator registration (e.g., using the RLS to detect a piece 
of retro-refective tape placed on the CMMA at a pre-known distance away from the frst 
fducial). 

Anomaly 2 occurred four times in total: during replicate 1 (run 5 and 6), replicate 3 (run 
6), and replicate 5 (run 4). All occurrences of Anomaly 2 happened as the AMR-CT was 
returning to the initial pose (i.e., the “LD Start” goal) after all fducial searches were at-
tempted, therefore all of the corresponding observations for these runs were considered 
legitimate. Upon reviewing the video footage, it was determined that the AMR-CT would 
occasionally get stuck within the forbidden zone placed near the “DynamicRMMA2” goal, 
which caused navigation to fail. This behavior can be corrected in the future by remov-
ing the forbidden zones from the map and instead modifying a parameter in the AMR-CT 
path planning confguration to increase the distance between the AMR-CT base and any 
obstacles encountered along the planned path. 

Anomaly 3 did not occur during the experiment. The changes to the experimental pro-
cedure (i.e., recharging the batteries between replicates) and the longevity of the replaced 
manipulator cart batteries provided uninterrupted mobile manipulator operations through-
out each replicate. 

Anomaly 4 occurred three times in total: during replicate 3 (run 3), replicate 5 (run 1), and 
replicate 6 (run 8). Since Anomaly 4 occurred only once with a given replicate, the run was 
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Table 6. Descriptive Statistics for Fiducial Interception Rate By Factor Combination 

Search Algorithm CMMA Side Speed (m/s) Mean Stdev N 
UKF 1 0.01 0.444 0.360 6 

0.025 0.417 0.091 6 
2 0.01 0.556 0.443 6 

0.025 0.444 0.251 6 
Spiral 1 0.01 0.861 0.125 6 

0.025 0.778 0.172 6 
2 0.01 0.972 0.068 6 

0.025 0.667 0.298 6 

Table 7. Descriptive Statistics for Fiducial Search Time (s) By Factor Combination 

Search Algorithm CMMA Side Speed (m/s) Mean (s) Stdev (s) N 
UKF 1 0.01 68.853 83.720 6 

0.025 7.726 0.573 6 
2 0.01 66.135 85.042 6 

0.025 34.413 64.189 6 
Spiral 1 0.01 8.104 5.027 6 

0.025 7.168 3.487 6 
2 0.01 8.035 2.480 6 

0.025 9.319 2.491 6 

considered invalid and restarted as per Sec. 4.3. 

In addition to the anomalies described in Sec. 4.2, the following human operator anomalies, 
which did not impact the data quality, occurred. For replicate 2 (run 1) and replication 6 
(run 1) the operator accidentally started the code using the replicate 1 factor combination 
run-order. This was corrected during the experiment without issue. During replicate 2 
(run 4), the search method in the video recording was mislabeled as showing the spiral 
search, when in fact the UKF was being tested. During the frst run of replicate 4, the 
factor combination for run 6 was accidentally used due to operator error. The operator let 
this test run to completion as an extra experimental run before restoring the correct factor 
combination. During replicate 5 run 8, the spreadsheet notes were initially mislabeled with 
the incorrect factor combination, however, this was later corrected. 

5.2. Time Synchronization Ofset 

As discussed in Sec. 2.6 and Sec. 4.3, client time synchronization for the OTS computer 
and the control laptop (both via the host OS and the Linux subsystem) was verifed prior 
to each experimental run. In reporting the results of the offset between the synced client 
and remote time server clocks, the following was done. For the OTS PC and the host OS 
of the control laptop, the absolute value for each of the fve or 10 measurements of the time 
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offset was computed. The mean of the 5 or 10 measurements was then computed. For the 
Linux subsystem of the control laptop, the absolute value of the single measurement was 
reported. These offsets are displayed in Table 8 and plotted in the bar graphs of Fig. 36. 
From the plot, it was observed that, prior to each replicate, the OTS computer was synced 
to the remote time server within 1.4 ms. With the exception of replicate 6 (run 8), lower 
time offsets were observed for the Linux subsystem of the control laptop when compared 
to the host OS. The former was synced to the remote time server within the 31 ms while 
the latter was synced within 35 ms. 

Table 8. Time synchronization ofset of clients prior to each replicate. 

Replicate Client Measurements Offseta(ms) 
1 
1 
1 

OTS PC 
Control Laptop (Host OS) 

Control Laptop (Linux Subsystem) 

10 
10 
1 

1.0388 
31.3272 

4 
2 
2 
2 

OTS PC 
Control Laptop (Host OS) 

Control Laptop (Linux Subsystem) 

5 
5 
1 

0.5398 
30.680 

28 
3 
3 
3 

OTS PC 
Control Laptop (Host OS) 

Control Laptop (Linux Subsystem) 

5 
5 
1 

0.5996 
30.468 

29 
4 
4 
4 

OTS PC 
Control Laptop (Host OS) 

Control Laptop (Linux Subsystem) 

5 
5 
1 

0.5198 
33.3748 

31 
5 
5 
5 

OTS PC 
Control Laptop (Host OS) 

Control Laptop (Linux Subsystem) 

5 
5 
1 

1.006 
32.882 

30 
6 
6 
6 

OTS PC 
Control Laptop (Host OS) 

Control Laptop (Linux Subsystem) 

5 
5 
1 

1.382 
32.377 

27 
6 (Run 7) 
6 (Run 7) 
6 (Run 7) 

OTS PC 
Control Laptop (Host OS) 

Control Laptop (Linux Subsystem) 

5 
5 
1 

0.574 
17.066 

24 
a Averaged over multiple measurements where applicable. 

5.3. Model Adequacy Checks 

As detailed in Sec. 4, the experimental model of Eq. 4 assumes that εabcd ∼ NID(0,σ2) 
(i.e., the errors are assumed to be normally and independently distributed with equal vari-
ance). The independence assumption was deemed to be reasonably satisfed by randomiz-
ing the factor combination for each run in the experimental procedure (Sec. 4). 
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Fig. 36. Bar chart showing the time synchronization ofset between the clients synchronized 
to the NIST time servers over NTP. The ofsets were measured prior to each replicate. 

5.3.1. Normality 

The assumption of normality was assessed via graphical means using quantile-quantile (Q-
Q) plots. The plots were generated using Jeffreys’s Amazing Statistics Program (JASP) 
(version 0.16.0.0) [148, 149]. Graphical analysis was selected over statistical tests, such 
as the Anderson-Darling test, since such tests often assume that the data under test are 
independent and residuals have been noted to not necessarily meet this assumption [139]. 
Furthermore, signifcance of such statistical tests can be infuenced by the sample size 
[148]. The Q-Q plot corresponding to the interception rate data is given in Fig. 37. Note 
that, to generate the Q-Q plot, the interception rate data is frst sorted in ascending order, 
the standardized residuals for each data point computed, then plotted against the quantiles 
(i.e., percentiles) of a theoretical distribution, which, in this case, is the normal distribution. 
If the errors of the interception rate data was approximately normal, then the standardized 
residuals of the interception rate data should have had an approximately linear relationship 
with the theoretical quantiles [148]. Such a linear relationship was observed in Fig. 37, 
though the slight snaking shape of the plot may suggest mild skewness of the data [148]. 
The Q-Q plot for the search time data is shown in Fig. 38. Unlike the Q-Q plot of Fig. 37, 
the standardized residuals of Fig. 38 show greater departure from this linear relationship. 
Note that the group of fve standardized residuals of value greater than +2 corresponded 
to the runs where Anomaly 1 was observed (i.e., the frst fducial could not be found). 
Aside from these values, which as per Sec. 4.3 and 5.1 were not discarded, the remaining 
standardized residuals of Fig. 38 also show departure from linearity. Therefore, it was 
determined that, for the interception rate data, there was not signifcant evidence to suggest 
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that the errors of the experimental model were not normally distributed. However, for the 
search time data, it was determined that there was suffcient evidence to suggest that the 
data was not normally distributed. 

Fig. 37. Q-Q Plot for fducial interception rate. 

5.3.2. Equal Variance 

For the test of equal variance, Levene’s test was applied to the fducial interception rates 
and search times using statistical software (version 0.16.0.0) [148, 149]. It should be noted 
that Levene’s test is considered to be more robust when non-normality is suspected [150]. 
First, for the fducial interception rates, the null hypothesis was that the samples of fducial 
interception rates came from a population with equal variance. The alternative hypothesis 
was that the samples of fducial interception rates did not come from a population with 
equal variance. The decision rule was based on the p-value computed from Levene’s test: 
If the p-value was less than 0.05, the null hypothesis would be rejected; otherwise, the null 
hypothesis would not be rejected. The results for Levene’s test on the sample of fducial 
interception rates is presented in Table 9. Since the p-value was less than 0.05, the null 
hypothesis was rejected, and it was concluded that there was suffcient evidence to suggest 
that the samples of the fducial interception rates do not come from a population with equal 
variance. 

For the fducial search times, the null hypothesis was that the samples of fducial search 
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Fig. 38. Q-Q Plot for fducial search times. 

Table 9. Results for Equality of Variance Test (Levene’s) on the samples of fducial 
interception rates. 

F df1 df2 p 
4.904 7.000 40.000 4.591e-4 

times came from a population with equal variance. The alternative hypothesis was that the 
samples of fducial search times did not come from a population with equal variance. The 
decision rule was based on the p-value computed from Levene’s test: If the p-value was less 
than 0.05, the null hypothesis would be rejected; otherwise, the null hypothesis would not 
be rejected. The results for Levene’s test on the sample of fducial search times is presented 
in Table 10. Since the p-value was less than 0.05, the null hypothesis was rejected, and it 
was concluded that there was suffcient evidence to suggest that the samples of the fducial 
search times do not come from a population with equal variance. 

Table 10. Results for Equality of Variance Test (Levene’s) on the samples of fducial search 
times. 

F df1 df2 p 
15.000 7.000 40.000 2.017e-9 
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5.4. Exploratory Data Analysis 

Since the results of the model adequacy checks of Sec. 5.3 uncovered suffcient evidence 
to suggest that the assumption of normality and equal variance may not have been valid, 
the conclusions derived from conducting an ANOVA on the fducial interception rates and 
fducial search times may not be reliable16. Therefore, an Exploratory Data Analysis (EDA) 
on the sample data, statistics, and effects was instead used as the primary analysis method 
to determine which of the factors and interaction most impacted the response variables 
(i.e., the fducial interception rate and average fducial search time). Specifcally, the frst 
focus of the EDA was to produce a ranked list of factors to determine which of the main 
factors, including interactions, had the most impact on the response variables. Secondly, the 
objective was to determine the best settings for these factors. For the fducial interception 
rate, optimization corresponded to maximization (i.e., a value of 1), while for the average 
fducial search time, optimization corresponded to minimization (i.e., a value approaching 
0 s). Note that the EDA approach has built-in redundancy whereby multiple techniques 
yielding the same conclusions increases the confdence in said conclusions [151]. 

To implement the EDA, another Python script, using the same language and library versions 
from Sec. 3.1.3 were used. Additionally, the following references were used in writing the 
code [107, 108, 110, 114, 152–164]. 

5.4.1. Alternate Variable Coding 

Before proceeding to detail the results of individual plots, it should be noted that certain 
plots, namely from Sec. 5.4.4 - 5.4.6 required an alternate coding of the factor levels and 
interactions [165–167]. This coding is presented in Table 11 and was derived using the 
guidance from Ref. [165] as follows. First, the levels for each of the three main factors 
were mapped to the values ±1. Since the factors search algorithm and measured CMMA 
side were nominal variables, this mapping was arbitrarily chosen as per row two of Table 
11. However, since the factor AMR-CT speed was an interval/ratio variable, the slower 
speed of 0.01 m/s was assigned to -1 and the faster speed of 0.025 m/s was assigned to 
+1. Since each factor had two levels and could be coded as such, the interactions follow a 
special case whereas +1 and -1 levels can be derived via cross product multiplication of the 
values for the corresponding main factor levels [165]. 

5.4.2. Ordered Data Plots 

An ordered data plot was formed by plotting the raw response values of each run, in order 
from smallest to largest, against the corresponding settings for each of the main factors. 
This type of plot was used to 1) determine the best settings for each of the three main factors 
and 2) determine the most important main factor, based on the raw data. The ordered data 

16For completeness, the results of the ANOVA are presented in Appendix B, however, readers are cautioned 
against adopting the conclusions derived from the ANOVA. 
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plots for the fducial interception rate and average fducial search time are given in Fig. 39 
and 40, respectively. 

For the fducial interception rate, Fig. 39 was interpreted as follows. Of the 48 total runs, 
10 yielded the optimal response of 1. Of the 10 optimal runs, 90% used the spiral search, 
80% used the slow AMR-CT speed of 0.01 m/s, and 70% were measured at side 2 of the 
CMMA. Out of the best half of the data, 79.17% used the spiral search, 66.67% used the 
slow AMR-CT speed, and 50% were measured at side 1 of the CMMA. Therefore, the best 
settings to optimize the fducial interception rate, based on the raw data, corresponded to 
the spiral search algorithm, the slow AMR-CT speed, and side 2 of the CMMA. Overall, 
the search algorithm was considered the most important main factor impacting the fducial 
interception rate [168]. 

For the average fducial search time, Fig. 40 was interpreted as follows. Of the 48 total 
runs, one run (rep 4, run 5) resulted in the most optimal response of 4.258 s. This run used 
spiral search algorithm, the fast AMR-CT speed of 0.025 m/s, and was measured at side 
1 of the CMMA. Of the nearest 8 most optimal runs, all used the spiral search algorithm, 
62.50% used the slow AMR-CT speed, and 75% were measured at side 1 of the CMMA. 
Of the 5 least optimal runs (which corresponded to the 5 instances of Anomaly 1 described 
Sec. 5.1), all used the UKF search, 80% used the slow AMR-CT speed, and 60% used 
were measured at side 2 of the CMMA. Of the best half of the data, 58.33% used the spiral 
search, 70.83% used the fast AMR-CT base speed, and 54.17% were measured at side 1 of 
CMMA. Therefore, the best settings to optimize the average fducial search time were the 
Spiral search algorithm, the fast AMR-CT speed, and side 1 of the CMMA. Interpretation 
of the most important main factor was less consistent. Since the 8 best runs used the spiral 
search and the 5 worst runs used the UKF search, search algorithm was again selected as 
the most important main factor. However, since the best half of the data most frequently 
used the fast AMR-CT speed, the AMR-CT speed may also be considered an important 
main factor. 

5.4.3. DOE Scatter Plots 

The design of experiments (DOE) scatter plot was formed by plotting the raw response 
value against each setting for each of the main factors. Additionally, the overall grand 
mean of the data is plotted to aid in detecting location shifts of the raw data across factor 
settings. The plot was used to 1) identify outliers, 2) determine the most important factor, 
and 3) determine the best settings for each factor, all with respect to the raw response data. 
The DOE scatter plots for the fducial interception rate and average fducial search time are 
given in Fig. 41 [169]. 

For the fducial interception rate, Fig. 41 (top) was interpreted as follows. The fve runs 
where Anomaly 1 occurred (see Sec. 5.1) stood out the most, which identifed them as 
potential outliers. The outliers occurred across all settings of all the main factors except 
for the spiral search algorithm. As per Sec. 4.3, these were considered legitimate measure-
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Fig. 39. Ordered data bar graph for the fducial interception rate comparing the raw response 
against the factor combination used for each run. 
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Fig. 40. Ordered data bar graph comparing the raw response (i.e., the average fducial search 
time) against the factor combination used for each run. 
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ments. Considering the runs with Anomaly 1, the most important main factor impacting 
the fducial interception rate was the search algorithm since this had the largest observed 
location shift in the data. The second most important main factor was indistinguishable 
between the remaining two factors. The best setting for the search algorithm was the spiral 
search, since the body of the data was closer to the optimal response value of 1. Similarly, 
the best settings for the AMR-CT speed and measured CMMA side were the slow speed of 
0.01 m/s and side 1, respectively. Interestingly, no large difference in variation was detected 
amongst the settings any of the main factors. 

For the average fducial search time, Fig. 41 (bottom) was interpreted as follows. Again, 
the fve runs where Anomaly 1 occurred stood out the most as outliers. The outliers again 
occurred across all settings of all the main factors except for the spiral search algorithm. 
Considering these outliers, the most important factor impacting the fducial search time 
was the search algorithm, since this exhibited the largest location shift in the data. At a 
distant second was the AMR-CT speed, while the measured CMMA side exhibited too 
much data overlap for it to have been considered important. For the search algorithm, the 
spiral search performed best since the body of the data was closest to the optimal search 
time, (i.e., approaching zero). For the AMR-CT speed, the faster speed of 0.025 m/s was 
best. Finally, for the measured CMMA side, it could not be determined which setting 
performed best. 

5.4.4. Interaction Efects Matrix Plots 

The interaction effects matrix plot was used to produce 1) a list of factors, with two-factor 
interactions, ranked by importance to the response variable and 2) the best settings on 
average for each of the main factors. Note that, for the best settings, interactions are not 
considered because the experimenter has no direct control over interactions. This type of 
plot consists of multiple mean subplots arranged in an upper-right triangular formation. 
The diagonal subplots correspond to the three main effects while the off-diagonal plots 
correspond to the seven two-factor interactions. Each subplot relies on the alternate variable 
coding presented in Sec. 5.4.1 and shows the mean response between the high and low 
levels of each respective main factor or interaction. Each subplot also shows the grand 
mean as a horizontal line and a legend labeled with the effect size. The effect size is simply 
the difference in average response between the high and low levels, where larger differences 
indicate a more signifcant effect on the response. The interaction effects matrix plots for 
the fducial interception rate and average fducial search time are given in Fig. 42 and 43, 
respectively [165]. 

Therefore, based on Fig. 42, the list of factors that had the most impact on the fducial 
interception rate were ranked based on which of the subplots had the lines with the steepest 
slope, which estimated the corresponding effect size. Specifcally, the ranking was: 

1. Search algorithm (estimated effect 0.354). 
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Fig. 41. DOE scatter plot comparing the raw fducial interception rate (top) and average 
fducial search time (bottom) across the three main factor levels. The center line plots the 
grand mean for the respective response variable. 
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2. AMR-CT speed (estimated effect: -0.132).

3. The interaction between measured CMMA side and AMR-CT speed (estimated ef-
fect: -0.076).

4. The interaction between search algorithm and AMR-CT speed (estimated effect: -
0.062).

5. Measured CMMA side and the interaction between search algorithm and side (esti-
mated effect ± 0.035).

For the three main effects, the best settings on average were the spiral search, the slow 
AMR-CT speed, and side 2 of the CMMA. 

Similarly, for Fig. 43, the list of factors that had the most impact on the average fducial 
interception rate were: 

1. Search algorithm (estimated effect: -35.625).

2. The interaction between search algorithm and AMR-CT speed (estimated effect:
22.799).

3. AMR-CT speed (estimated effect: -22.625).

4. The interaction between measured CMMA side and AMR-CT speed (estimated ef-
fect: 7.406).

5. Measured CMMA side (estimated effect: 7.013).

6. The interaction between search algorithm and side (estimated effect: -5.972).

Additionally, for the three main effects, the best settings on average were the spiral search, 
the fast AMR-CT speed, and side 1 of the CMMA, 

5.4.5. Block Plots 

Block plots consist of three subplots corresponding to each of the three main factors of 
interest. Each subplot was formed by plotting the average response for each setting of a 
given main factor setting against all possible combinations of the other main factor settings 
(referred to as “robustness factors”). For each average response, the high and low setting 
of the factor of interest is labeled accordingly. The block plot was used to determine 1) the 
most important factors including interactions, and 2) the best settings for the factors. The 
block plots for the fducial interception rate and average fducial search time are given in 
Fig. 44 and 45, respectively [165]. Note that the length of each block is annotated. 

The block plot for the fducial interception rate in Fig. 44 was interpreted as follows. The 
important factors were determined by examining the consistency of the block heights and 
the arrangement of the high and low settings of a given factor [166]. First, the search 
algorithm was the only factor in which one setting (i.e., the spiral search) consistently 
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Fig. 42. Interaction efects matrix plot for the average response (i.e., the fducial interception 
rate). Note that the on-diagonal subplots show the change in average response across factor 
levels for each of the three main factors while the of-diagonal plots show the change in 
average response for 2-factor interactions. The horizontal line of each plot shows the grand 
mean of the fducial interception rates. 
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Fig. 43. Interaction efects matrix plot for the average response (i.e., the average search 
time). Note that the on-diagonal subplots show the change in average response across factor 
levels for each of the three main factor while the of-diagonal plots show the change in average 
response for 2-factor interactions. The horizontal line of each plot shows the grand mean of 
the average search times. 
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outperformed the other (i.e., the UKF search) across all settings of the other robustness 
factors. The blocks for the search algorithm were large, but inconsistently sized across the 
AMR-CT speed factor (i.e., the blocks corresponding to the slow speed were larger than 
the blocks for the fast speed), which suggested an interaction between search algorithm and 
AMR-CT speed was also important. Since the difference in block size across the settings of 
the AMR-CT speed was no more than 0.1950 and less than the estimated effect size of the 
search algorithm (0.3542), the effect of the interaction was considered to be less important 
than the effect of the search algorithm. The remaining block plots did not show consistency 
in either the setting that performed best nor the size of the block. In summary, the search 
algorithm and the interaction between search algorithm and speed were deemed important 
and the best setting for the search algorithm was the spiral search. The best settings for the 
AMR-CT speed and measured CMMA side could not easily be determined. 

The block plot for the fducial search time in Fig. 45 was interpreted as follows. Since none 
of the factor levels demonstrated consistently better performance over the other across all 
settings of the other robustness factors and none of the corresponding blocks were consis-
tently large, important factors could not be identifed. Therefore, the best settings for each 
of the main factors could also not be easily determined. 

5.4.6. DOE Youden Plots 

The DOE Youden plot was used to determine which of the factors, including interactions 
had the most impact on the response on average. Specifcally, the plot was used to derive a 
ranked list of factors or interaction from most important to least important and to classify 
each factor or interaction as important or unimportant. The plots were formed as a scatter 
plot of the mean response for the high setting of each factor or interaction against the low 
setting for each factor or interaction. The location of the grand mean is included as vertical 
and horizontal lines. The DOE Youden plots for the fducial interception rate and average 
fducial search time are given in Fig. 46 [167]. 

The DOE Youden plot for the fducial interception rate Fig. 46 (top) was interpreted as 
follows. The ranked list of factors was derived by examining which factors were furthest 
from the center of the plot. The factors that clustered towards the center of plot were 
deemed unimportant. Therefore, the ranked list of factors (with importance) was: 

1. Search algorithm (important). 

2. AMR-CT speed (important). 

3. The interaction between measured CMMA side and AMR-CT speed (unimportant). 

4. The interaction between search algorithm and AMR-CT speed (unimportant). 

5. The interaction between search algorithm and measured CMMA side and the inter-
action between search algorithm, AMR-CT speed, and measured CMMA side, and 
measured CMMA side (unimportant). 
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Fig. 44. Block plot for the fducial interception rate. Note that each block is annotated with 
its respective length, as well as the corresponding high and low settings of the factor of 
interest. 
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Fig. 45. Block plot for the average fducial search time. Note that each block is annotated 
with its respective length, as well as the corresponding high and low settings of the factor of 
interest. 
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Fig. 46. The DOE Youden plot for the fducial interception rate (top) and average fducial 
search time (bottom). 
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Similarly, for the DOE Youden plot for the average fducial search times (Fig. 46 (bottom), 
the ranked list of factors was: 

1. Search algorithm (important). 

2. The interaction between search algorithm and AMR-CT speed (important) and AMR-
CT speed (important). 

3. The measured CMMA side and the interaction between measured CMMA side and 
AMR-CT speed (important). 

4. The interaction between search algorithm, AMR-CT speed and measured CMMA 
side and the interaction between search algorithm and measured CMMA side (im-
portant). 

All factors and interactions were deemed important to the average fducial search time 
because they did not cluster towards the center of the Youden plot. 

5.4.7. |Efects| Plots 

Plots of |effects| were used to derive a list of factors, including interactions, ranked by im-
portance. Additionally, the plot was used to identify the factors, including interactions, that 
were important by comparing the estimated effect size against an engineering signifcance 
value. The engineering signifcance (see Ref. [170]) was favored over statistical signif-
cance due to the results of the model adequacy check in Sec. 5.3. The plots were formed by 
plotting the ordered (i.e., largest to smallest) absolute value of the estimated effects for each 
of the main factors and interactions. Additionally, each plot includes a bifurcation line to 
determine important effects based on the selected engineering signifcance value for each 
response. The |effects| plots for the fducial interception rate and average fducial search 
time are given in Fig. 47. [171]. 

The |effects| plot for the fducial interception rate (Fig. 47 (top)) was interpreted as follows. 
The engineering signifcance value, intuitively, was selected to correspond to a difference 
of one additional detected fducial of six. Therefore, the bifurcation line was drawn at 
the fractional value of 0.167. From this, the search algorithm was considered the only 
important factor. 

Alternatively, the |effects| plot for the average fducial search time (Fig. 47 (bottom)) was 
interpreted as follows. The bifurcation line was instead draw at a value of 1 s, which was 
slightly less than a rough engineering cutoff of 5% of grand mean of the average fducial 
search times (i.e., 0.05∗25.969 = 1.298) [170]. From this, all of the factors and interactions 
were considered important and the ranking of factors was: 

1. Search algorithm (important). 

2. The interaction between search algorithm and AMR-CT speed and AMR-CT speed 
(important). 
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Fig. 47. |Efects| plots for the fducial interception rate (top) and average fducial search 
times (bottom). 

82 



NIST AMS 100-57 
Jan 2024 

3. Measured CMMA side and the interaction between measured CMMA side and AMR-
CT speed. 

4. The interaction between search algorithm, AMR-CT speed and measured CMMA 
side (important). 

5. The interaction between search algorithm and measured CMMA side (important). 

5.4.8. Half Normal Probability Plots 

The half-normal probability plot was used to determine which factors, including interac-
tions were important. It was formed by plotting the absolute values of the estimated effects, 
in order, against the theoretical quantiles of the half-normal probability distribution (i.e., 
the absolute value of a normally distributed random variable). To interpret the plots, the 
unimportant factors and interactions should have had estimated effects that were normally 
distributed at or near zero, whereas the estimated effects of important factors and interac-
tions should not. Therefore, if all of the factors were unimportant, then the half-normal 
probability plot would show a linear relationship. If a factor was important, then it should 
have deviated from the line ftted to the other unimportant factors that appear near the origin 
of the plot. The half-normal probability plots for the fducial interception rate and average 
fducial search times are shown in Fig. 48 [172]. 

The half-normal probability plot for the fducial interception rate (Fig. 48 (top)) was in-
terpreted as follows. The factors, search algorithm and AMR-CT speed, substantially de-
viated from the line ftted to the other four near-zero factor and interaction estimated ef-
fects. Therefore, these two factors were deemed important and the remaining factors were 
deemed unimportant. The search algorithm was deemed more important than AMR-CT 
speed because the estimated effect for the former deviated more from the ftted line. 

Similarly, the half-normal probability plot for the average fducial search time (Fig. 48 
(bottom)) was interpreted as follows. The estimated effects for the search algorithm, the 
interaction between search algorithm and AMR-CT speed, and the AMR-CT speed all 
deviated substantially from the line ftted to the other four near-zero factor and interaction 
estimated effects. Therefore, these three factors were deemed important and the remaining 
factors were deemed unimportant. The search algorithm effect was deemed more important 
that the effect of the AMR-CT speed and the interaction between the search algorithm and 
the AMR-CT speed because the estimated effect for the search algorithm deviated more 
from the ftted line. 

5.4.9. Summary of Outcomes and Discussion 

Summaries of the outcomes for each plot type of the EDA are presented for the fducial 
interception rate and average fducial search time in Table 12 and 13, respectively. For each 
plot type, where applicable, the important factors, with interactions, are provided along 
with the best settings for each of the main factors. For the best settings, a value of “N/A” 
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Fig. 48. Half normal probability plot for the fducial interception rate (top) and average 
fducial search time (bottom). 
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is used for plot types that are not designed to determine the best settings. Additionally, a 
value of “?” was used to indicate inconclusiveness when interpreting the best settings of a 
given plot. 

First, the outcomes of the EDA for the fducial interception rate are summarized as per 
Table 12. All plot types indicated that the search algorithm was the most important factor 
impacting the fducial interception rate. Additionally, of the plot types that resulted in a 
ranking of important factors, the AMR-CT speed was consistently fagged as the second 
most important factor. For the plots that were used to interpret interactions, the interac-
tion between AMR-CT speed and search algorithm and the interaction between AMR-CT 
speed and measured CMMA side were identifed as important, although less so than the 
search algorithm alone. The measured CMMA side was generally considered to not be 
of importance. One possible explanation for this result was that the symmetric, identical 
fducial layout between the two sides of the CMMA adequately controlled for differences 
that could be attributed to the measured CMMA side. Given the results in Ref. [10], testing 
different fducial layouts for each CMMA side may yield different results. For example, 
a more signifcant interaction between search algorithm and measured CMMA side may 
be possible, given that the UKF hyper-parameters have been shown to be sensitive to the 
fducial arrangement. The best settings for each factor were consistently determined to be 
the spiral search, the slow AMR-CT speed of 0.01 m/s, and side 2 of the CMMA. 

Table 12. Summary of EDA Step Outcomes for the Fiducial Interception Rate 

Plot Type Important Factors and/or Rankinga Best Settingsb 

[Search Algorithm, 
AMR-CT Speed, CMMA Side] 

Order Data Search Algorithm [Spiral, 0.01 m/s, Side 2] 
DOE Scatter Search Algorithm [Spiral, 0.01 m/s, Side 2] 

Interaction Effects Matrix 1. Search Algorithm 
2. AMR-CT Speed 

3. CMMA Side * AMR-CT Speed 
4. Search Algorithm * AMR-CT Speed 

5. CMMA Side 
5. Search Algorithm * CMMA Side 

[Spiral, 0.01 m/s, Side 2] 

Block Search Algorithm 
Search Algorithm * AMR-CT Speed 

[Spiral Search, ?, ?] 

DOE Youden 1. Search Algorithm 
2. AMR-CT Speed 

[N/A, N/A, N/A] 

|Effects| Search Algorithm [N/A, N/A, N/A] 
Half-normal Probability 1. Search Algorithm 

2. AMR-CT Speed 
[N/A, N/A, N/A] 

a Numbers indicate ranking where applicable; factors with same numbers have the same ranking of im-
portance. b Value of “?” indicates inconclusiveness; value of “N/A” indicates plot not used to derive 
best settings. 
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Next, the outcomes of the EDA for the average fducial search times are presented as per 
Table 12. First, it should be noted that the block plot was inconclusive with regards to 
the most important factor and the best settings. That aside, all plot types again fagged 
the search algorithm as being the most important factor impacting the fducial search time. 
Of the plots that did not examine interactions, the AMR-CT speed was also identifed as 
an important factor, albeit less so than the search algorithm. Of the plots that produced a 
ranking of important factors, the interaction between AMR-CT and search algorithm was 
considered more important than AMR-CT speed alone, but less important than the search 
algorithm alone. Note that, unlike the fducial interception rate, the DOE Youden plot 
and |effects| plot fagged all of the factors and interactions as potentially important. The 
settings that resulted in the best average fducial search time were the spiral search, the fast 
AMR-CT speed, and side 1 of the CMMA. Note that these best settings were consistent 
with the those for the fducial interception rate, except for the best setting of the AMR-CT 
speed, which intuitively makes sense because a higher AMR-CT speed inherently results 
in a smaller time windows for searches from fducial to fducial. This result also reinforced 
the importance of evaluating both the fducial interception rate and the fducial search time 
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to assess continuous mobile manipulator performance. 

Table 13. Summary of EDA Step Outcomes for the Average Fiducial Search Time 

Plot Type Important Factors and/or Ranking Best Settingsb 

[Search Algorithm, 
AMR-CT Speed, CMMA Side] 

Order Data Search Algorithm 
AMR-CT Speed 

[Spiral, 0.025 m/s, Side 1] 

DOE Scatter Search Algorithm 
AMR-CT Speed 

[Spiral, 0.025 m/s, ?] 

Interaction Effects Matrix 1. Search Algorithm 
2. Search Algorithm * AMR-CT Speed 

3. AMR-CT Speed 
4. CMMA Side * AMR-CT Speed 

5. CMMA Side 
5. Search Algorithm * CMMA Side 

[Spiral, 0.025 m/s, Side 1] 

Block ? [?, ?, ?] 
DOE Youden 1. Search Algorithm 

2. Search Algorithm * AMR-CT Speed 
2. AMR-CT Speed 

3. CMMA Side 
3. CMMA Side * AMR-CT Speed 

4. Search Algorithm * CMMA Side 
* AMR-CT Speed 

4. Search Algorithm * CMMA Side 

[N/A, N/A, N/A] 

|Effects| 1. Search Algorithm 
2. Search Algorithm * AMR-CT Speed 

2. AMR-CT Speed 
3. CMMA Side 

3. CMMA Side * AMR-CT Speed 
4. Search Algorithm * CMMA Side 

* AMR-CT Speed 
5. Search Algorithm * CMMA Side 

[N/A, N/A, N/A] 

Half-normal Probability 1. Search Algorithm 
2. Search Algorithm * AMR-CT Speed 

2. AMR-CT Speed 

[N/A, N/A, N/A] 

a Numbers indicate ranking where applicable; factors with same numbers have the same ranking of im-
portance. b Value of “?” indicates inconclusiveness; value of “N/A” indicates plot not used to derive 
best settings. 

Several possibilities were considered to explain the better performance of the spiral search 
over the UKF search. The occurrences of Anomaly 3 could have, on average, degraded 
the performance of the UKF when compared to the spiral search. Applying the suggested 
mitigations for Anomaly 3 from Sec. 5.1 (i.e., using an additional registration aid, such as 
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refective tape, creating alternate initial hyper-parameters for the search of the frst fducial) 
could eliminate these outliers to improve on-average performance. As tuning of the UKF 
hyper-parameters was limited and an alternate fducial layout was used in comparison to 
Ref. [10], further tuning of the hyper-parameters could improve UKF performance. 

As discussed in [10], performance could be inversely related to the inter-fducial distance, 
due to accumulated uncertainty. The gradual motion drift accumulated by the frequent 
AMR-CT heading corrections, observable during replicate 3 (runs 3-5), shown in Fig. 49, 
for example, could have further exacerbated this problem and degraded performance of 
UKF. Note that, in Fig. 50, the drastic increase in search area and decrease in search density 
between fducials 3 and 4 in comparison to between fducials 4 and 5. Although fducial 3 
was detected for run 4, for run 5, both fducials 3 and 4 were missed. Yet, the search area for 
fducial 3 was drastically larger than for fducial 4, suggesting increases in UKF co-variance 
that may not just be related to missing a fducial. Further tuning of the hyper-parameters 
may mitigate such issues as well. 

The plots in Fig. 49 and 50 also displayed gaps and/or more sudden shifts in AMR-CT 
position, which suggests AMR-CT communication performance and/or localization per-
formance may have degraded performance. The manufacturer software for the AMR-
CT allows adjustment of several localization parameters, including the frequency of re-
localization computations (specifed by a threshold travel distance [173]). These localiza-
tion updates could also have impacted the accuracy of the UKF predictions, however, the 
complexity of interactions between the many parameters makes adjustment of such param-
eters potentially impractical. 

6. Conclusion 

In this report, the transfer of algorithms and simulations for evaluating continuous mo-
bile manipulator performance was presented. This included the presentation of a coordi-
nate system transformation and registration measurement procedure needed to unify the 
AMR-CT map coordinate system with the OTS coordinate system used as ground truth. 
Additionally, the design of a 23 factorial experiment and accompanied dataset was thor-
oughly described. The designed experiment and EDA were conducted to evaluate which 
of the main factors (i.e., search algorithm, AMR-CT speed, and measured CMMA side), 
including interactions, had the most impact on the accuracy (as measured by the fducial 
interception rate) and speed (as measured by the average fducial search time) of the con-
tinuous mobile manipulator task. 

From the EDA, it was determined that the search algorithm was the most important factor 
impacting both the fducial interception rate and the average fducial search time. Addi-
tionally, the AMR-CT speed was also considered an the second most important factor for 
the former response variable and third important for the latter response variable. For the 
average fducial search time, the interaction between AMR-CT speed and search algorithm 
of the second most important factor, though it should be noted that the effect size for all 
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of the main factors and interactions had engineering signifcance for the average fducial 
search time. For the fducial interception rate, only the search algorithm had engineering 
signifcance. The best settings for the fducial interception rate were the spiral search, the 
slow AMR-CT speed of 0.01 m/s, and side 2 of the CMMA. For the average fducial search 
time, the spiral search, the fast AMR-CT speed of 0.025 m/s, and side 1 of the CMMA. 

Potential areas of improvement to the mobile manipulator initial registration and UKF were 
identifed through the experiment and included the following. First was using an initial reg-
istration aid, such as refective tape, and creating separately-tuned hyper-parameters when 
searching for the frst fducial. Such improvements should prevent occurrences of Anomaly 
3 (i.e., when the frst fducial could not be found, the search for all subsequent fducials 
would be aborted). Further tuning of the hyper-parameters might also improve the UKF 
performance in light of several possible sources of error, such as 1) different fducial lay-
out from the experiment conducted in Ref. [10], 2) the sparse search trajectory observed 
between pairs of fducials that have large inter-fducial distances, 3) motion drift intro-
duced by frequent heading corrections (attributed to uneven fooring and unequal weight 
distribution on the mobile manipulator payload structure), and 4) AMR-CT localization 
performance. Additional improvements to the test implementation include upgrading the 
manipulator software drivers from ur modern driver, which was deprecated, to the latest 
supported manipulator drivers [86, 174]. 

With both the non-continuous and continuous cases of mobile manipulator performance 
capabilities now having completed example test implementations, future expansions to the 
NIST measurement methodology using the CMMA may now expand to evaluate perfor-
mance scenarios that lie on a spectrum between or beyond these two capabilities. For 
example, future mobile manipulator performance test implementations can evaluate situa-
tions in which the mobile base and manipulator of a mobile manipulator do not simultane-
ously move, but the workpiece being operated on might be disturbed [175]. Furthermore, 
the performance evaluation of continuous performance capabilities can be expanded to in-
clude scenarios where the mobile base, manipulator, and workpiece are all simultaneously 
in motion, as has been observed in some recent works [176–178]. The evaluation of both 
capabilities holds value in adopting mobile manipulators in unstructured manufacturing 
environments and for heterogeneous robot collaboration, respectively. 
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AM Additive Manufacturing. 1 

AMCL Adaptive Monte Carlo Localization. 9 

AMR Autonomous Mobile Robot. 1, 3, 9, 12, 15, 19, 32, 43 

AMR-CT Autonomous Mobile Robot Cart Transporter. iii–v, vii, viii, 3–9, 11–29, 31–38, 
43, 48, 50–52, 54–57, 59, 67, 69, 72, 74, 77, 81, 83, 85–91, 107–109 

ANOVA Analysis of Variance. 50, 67, 107, 108 

API Application Programming Interface. 9, 12, 13, 51 

ARIA Advanced Robotics Interface for Applications. 9 

CMMA Confgurable Mobile Manipulator Apparatus. iii, iv, vi, vii, 2–4, 8, 9, 12, 13, 
15–18, 22, 43, 45, 46, 48–50, 52–57, 59–62, 67–69, 72, 74, 77, 81, 83, 85–88, 90, 
91, 107–109 

CNC Computer Numerical Control. 1 

CSV Comma Separated Value. 17, 23, 24, 45, 52, 54 

DOE design of experiments. vi, vii, 69, 73, 77, 80, 81, 85–87 

DoF Degrees of Freedom. v, 14, 19, 20, 27, 29, 31–33 
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EDA Exploratory Data Analysis. iii, viii, 67, 83, 85–88 

EOAT End-of-Arm Tool. vi, vii, 2, 15, 45, 47, 52–54, 56, 89, 90 
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FOV feld-of-view. 17 

FPS Frames-per-Second. 17 
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MPC Model-Predictive Control. 1 

NIST National Institute of Standards and Technology. iv, vi, viii, 2, 4, 5, 8, 9, 11, 15, 16, 
18–20, 32, 43, 55, 64, 91 

NTP Network Time Protocol. vi, 18, 64 

OS Operating System. 5, 15, 18, 56, 62, 63 

OTS Optical Tracking System. iii–vi, 14, 15, 17–25, 27, 29, 31–34, 36–38, 43, 45, 46, 48, 
49, 52, 54–57, 62, 63, 88 

PC personal computer. 5, 15, 62, 63 

pose position and orientation. viii, 12, 14, 20, 22–24, 27, 29 

Q-Q quantile-quantile. vi, 64–66 

RAM random access memory. 5, 17 

RLS Retro-refective Laser Sensor and Emitter. iv, 2, 13, 15, 16, 45, 52, 59 

RMMA Re-confgurable Mobile Manipulator Artifact. 2, 8, 54 

ROS Robot Operating System. iv, vi, 5, 8–15, 18, 19, 32, 43, 44, 52–54, 56, 58 

RPY roll-pitch-yaw. 12, 38 

RTDE Real-Time Data Exchange. 15 

SDK software development kit. 9 

SRDF Semantic Robot Description Format. 43 

TCP/IP Transmission Control Protocol / Internet Protocol. 12 
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UKF Unscented Kalman Filter. 3, 4, 18, 50, 53, 54, 57, 59–62, 68, 69, 77, 85, 87, 88, 91, 
108, 109 

ULAPI User-Level Application Programming Interface. 12 

URDF Universal Robot Descriptor Format. 9, 32, 38, 43 

xacro XML Macro. 43 

Appendix B. Analysis of Variance 

In this appendix, the results of conducting an ANOVA on the fducial interception rates and 
fducial search times are presented. Note that this analysis is included for completeness, 
but in light of the results of the model adequacy checks of Sec. 5.3, the conclusions derived 
from this analysis should be viewed cautiously. The ANOVA computations presented in 
Table 14 and 15 were computed using JASP (version 0.16.0.0) [148, 149]. 

Appendix B.1. Fiducial Interception Rate 

The ANOVA testing hypotheses Eq. 5 - 11 on the fducial interception rates are shown 
in Table 14. First, the second-order interaction effect of Eq. 5 is evaluated. Since the 
p-value was 0.645, which was greater than 0.05, the null hypothesis is not rejected and it
would be concluded that there was not suffcient evidence to suggest that the interaction
between search algorithm, AMR-CT speed, and measured CMMA side was signifcant. In
this decision, it was possible that a Type II error was made, however the probability of this
occurring was unknown.

Next, the frst-order interaction effects of Eq. 6 - 8 were tested. Since the p-values were 
0.408, 0.645, and 0.313, respectively, and all greater than 0.05, the null hypothesis was 
not rejected. Therefore it would be concluded that there was not suffcient evidence to 
suggest that any of the frst-order interaction effects on the fducial interception rate (i.e., the 
interaction between search algorithm and AMR-CT speed, the interaction between search 
algorithm and measured CMMA side, and the interaction between the AMR-CT speed and 
measured CMMA side) were signifcant. Again, in this decision, it was possible that a Type 
II error was made, however, the probability of this occurring was unknown. 

Finally, we examine the effect of each individual factor. First, for the effect of search 
algorithm on fducial interception rate, since the p-value was almost zero and less than 
0.05, the null hypothesis was rejected. Therefore, it would be concluded that the effect 
of search algorithm on the fducial interception rate was signifcant. In this conclusion, it 
it possible that a Type I error was made, and the probability of this occurring was almost 
0. Next, for the effect of AMR-CT speed on fducial interception time, since the p-value
was 0.085 and greater than 0.05, the null hypothesis was not rejected. Therefore, it would
be concluded that there was not suffcient evidence to suggest that the effect of AMR-CT
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speed was signifcant. In this decision, it was possible that a Type II error was made, 
however, the probability of this occurring was unknown. Finally, for the effect of measured 
CMMA side on fducial interception time, since the p-value was 0.645 and greater than 
0.05, the null hypothesis was not rejected. Therefore, it would be concluded that there was 
not suffcient evidence to suggest that the effect of measured CMMA side was signifcant. 
In this decision, it was possible that a Type II error was made, however, the probability of 
this occurring was unknown. 

Table 14. Analysis of Variance for comparing the fducial interception rate. 

Source of 
Variance 

Sum of 
Squaresab 

Degrees of 
Freedom 

Mean 
Squarea F0 P-valuec 

Search Algorithm 1.505 1 1.505 22.461 2.707e-5 
Side 0.014 1 0.014 0.216 0.645 

Search Algorithm * Side 0.014 1 0.014 0.216 .645 
Speed 0.209 1 0.209 3.117 0.085 

Search Algorithm * Speed 0.047 1 0.047 0.699 0.408 
Side * Speed 0.070 1 0.070 1.045 0.313 

Search Algorithm * Side * Speed 0.014 1 0.014 0.216 0.645 
Error 2.681 40 0.067 

a Measured as fraction of detected fducials square. b Type III Sum of Squares used. 
c A probability. 

Since suffcient evidence was found to suggest that the effect of search algorithm was sig-
nifcant and the mean fducial interception rate observed for the UKF was consistently 
lower than that of the deterministic spiral search, the deterministic spiral search was found 
to perform more accurately than the UKF search. 

Appendix B.2. Fiducial Search Time 

The ANOVA testing hypotheses Eq. 5 - 11 on the fducial search times are shown in Table 
15. First, the second-order interaction effect of Eq. 5 is evaluated. Since the p-value was 
0.652, which was greater than 0.05, the null hypothesis is not rejected and it would be 
concluded that there was not suffcient evidence to suggest that the interaction between 
search algorithm, AMR-CT speed, and measured CMMA side was signifcant. In this 
decision, it was possible that a Type II error was made, however the probability of this 
occurring was unknown. 

Next, the frst-order interaction effects of Eq. 6 - 8 were tested. Since the p-values were 
0.108, 0.669, and 0.596, respectively, and all greater than 0.05, the null hypothesis was not 
rejected. Therefore it would be concluded that there was not suffcient evidence to suggest 
that any of the frst-order interaction effects on the fducial search time (i.e., the interaction 
between search algorithm and AMR-CT speed, the interaction between search algorithm 
and measured CMMA side, and the interaction between the AMR-CT speed and measured 
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CMMA side) were signifcant. Again, in this decision, it was possible that a Type II error 
was made, however, the probability of this occurring was unknown. 

Finally, we examine the effect of each individual factor. First, for the effect of search al-
gorithm on fducial search time, since the p-value was 0.014 and less than 0.05, the null 
hypothesis was rejected. Therefore, it would be concluded that the effect of search algo-
rithm on the fducial search time was signifcant. In this conclusion, it it possible that a Type 
I error was made, and the probability of this occurring was almost 0. Next, for the effect 
of AMR-CT speed on fducial interception time, since the p-value was 0.111 and greater 
than 0.05, the null hypothesis was not rejected. Therefore, it would be concluded that there 
was not suffcient evidence to suggest that the effect of AMR-CT speed was signifcant. In 
this decision, it was possible that a Type II error was made, however, the probability of this 
occurring was unknown. Finally, for the effect of measured CMMA side on fducial inter-
ception time, since the p-value was 0.615 and greater than 0.05, the null hypothesis was not 
rejected. Therefore, it would be concluded that there was not suffcient evidence to suggest 
that the effect of measured CMMA side was signifcant. In this decision, it was possible 
that a Type II error was made, however, the probability of this occurring was unknown. 

Table 15. Analysis of Variance for comparing the fducial search time. 

Source of 
Variance 

Sum of 
Squaresab

Degrees of 
Freedom 

Mean 
Squarea F0 P-valuec 

Search Algorithm 15229.747 1 15229.747 6.617 0.014 
Side 590.138 1 590.138 0.256 0.615 

Speed 6142.768 1 6142.768 2.669 0.110 
Search Algorithm * Side 427.954 1 427.954 0.186 0.669 

Search Algorithm * Speed 6237.634 1 6237.634 2.710 0.108 
Side * Speed 658.205 1 658.205 0.286 0.596 

Search Algorithm * Side * Speed 475.701 1 475.701 0.207 0.652 
Error 92058.235 40 2301.456 

a Measured as seconds squared. b Type III Sum of Squares used. c A probability. 

Since suffcient evidence was found to suggest that the effect of search algorithm was sig-
nifcant and the mean fducial search time observed for the UKF was consistently higher 
than that of the deterministic spiral search, the deterministic spiral search was found to 
perform more accurately than the UKF search. 
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