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A B S T R A C T

This work focuses on how spatter particles are transported within a laser powder bed fusion (L-PBF) machine.
The machine’s gas flow rate and salient flow features are studied with a computational fluid dynamics (CFD)
model and are validated with experimental measurements of the flow near the build plate. The CFD model
is also paired with a discrete phase model (DPM) to show how a spatter particle’s diameter, speed, ejection
angle, material, and ejection location each affect its trajectory. The spatter model results are also validated
by experiments wherein hot spatter particles are identified with an infrared camera. Overall, this work brings
focus to several spatter-mitigation strategies including increasing gas flow rate, controlling spatter production
through laser settings, and changing part placement. Throughout the infrared experiment’s single build cycle,
over 14 million spatter particles were detected, contaminating both the parts and the powder bed. Both the
spatter model and experiment suggest that spatter particles travel primarily in the downstream direction. This
suggests that placing parts next to one another instead of downstream from one another could be a strategy to
prevent spatter particles from traveling between parts. A low-speed zone is also discovered beneath the lower
nozzle and is predicted to negatively alter the removal of spatter from that region of the build area.
1. Introduction and background

Laser powder bed fusion (L-PBF) is an additive manufacturing (AM)
process that overcomes the restrictions of many traditional manufac-
turing processes. The process produces parts in a layerwise fashion by
selectively melting a powder with a laser. Many powder materials can
be used with this process, including polymers, ceramics, and metal
alloys. This process uses resources more efficiently than traditional
processes, partly because of the ability to reuse powder [1]. It is
no wonder, then, that aerospace, medical, and defense industries are
adopting L-PBF as a primary production process [2]. Despite the ad-
vantages of L-PBF, it still often fails to produce zero-defect parts for
high-fatigue life applications. Porosity defects are one of the types of
defects that prevent L-PBF from consistently producing parts that meet
the demands for these applications.

Porosity has a deleterious effect on part performance in areas such
as ductility [3–5], surface roughness [4,6,7], and high-cycle fatigue
life [8–10]. According to a review paper by Mostafei et al. [9], pores
arise mainly from the powder, laser settings, and scan-pattern settings.
Improper laser power and speed can cause keyholing and lack-of-fusion
(LOF) defects (among others), which are characterized by spherical
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pores [11] and irregularly shaped pores, respectively [12]. Keyholing
is generally a result of a high laser power and low scanning speed. In
this regime, the laser vaporizes the material in the melt-pool, producing
a vapor plume. This vapor plume is estimated to eject at a speed near
tens of meters per second for SS316L [13] and up to hundreds of meters
per second for Ti6Al4V [14]. The plume’s high momentum applies
a recoil pressure to the melt-pool, pushing the melt-pool deeper into
the material and creating the ‘‘keyhole’’ shape. When the ‘‘keyhole’’
collapses, gas becomes entrapped as a pore in the solidified material.

LOF, on the other hand, occurs when the laser cannot melt sufficient
material to join to the adjacent melt-tracks, leaving voids in the final
part [15]. This generally occurs when the laser power is too low for its
scanning speed, track spacing, and layer height. The causes of defects
from process parameters are well understood in AM, but even with cor-
rect process parameters, parts will only reach 99% density [16]—this
is likely because of spatter-induced porosity.

Spatter is a byproduct of the melt-pool’s internal flow, the vapor
plume, and the surrounding powder [13,17–19]. Ly et al. [13] found
through experiments and multiphysics simulations that the two main
causes of spatter are the recoil pressure on the melt-pool and the
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entrainment of surrounding particles, the latter of which is commonly
referred to as powder denudation. Spatter particles can be much larger
than the base powder [4,19–21], and if a spatter particle is too large to
be melted with the laser’s current settings, it can cause LOF porosity or
increase surface roughness [7,8,10,16,22]. These larger spatter parti-
cles are a concern throughout a build cycle, but they can be sieved out
of the powder once a build cycle is finished, preventing further LOF
defects from these particles.

However, even printing with the reused and sieved powder has been
linked to reduced ductility in parts made from some steel alloys [4,5].
Fedina et al. [20] found that reused powder is often contaminated with
spatter that is too small to be removed with a sieve. Fedina’s results also
show that the amount of oxygen in a set of powder increases with the
number of reuses, which could be a result of the increasing amount of
spatter contaminating the powder. Spatter particles have been shown
to develop a surface oxide layer despite the inert gas environment in
L-PBF, as shown by results in Laleh et al. [16] and Ohtsuki et al. [10].
Reusing powder contaminated with spatter could thus introduce oxygen
to the melt-pool.

There are several strategies for reducing spatter contamination dur-
ing a build cycle. The most direct approach is to use process parameters
to control the mechanisms that generate spatter: the vapor plume and
powder denudation. Several studies [13,23–26] have results which
suggest that changing laser power or scan speed will affect both the
quantity of ejected spatter particles and the diameters, ejection speeds,
and ejection angles of said spatter particles. Computational and ex-
perimental results from Ly et al. [13] suggest that changes in laser
parameters will change the speed and angle of the vapor plume, which
would likewise influence the ejection speeds and angles of any en-
trained spatter particles. A melt-pool in the desirable process window
will feature a vapor plume pointing backwards at some angle above
the powder bed, but as the melt-pool approaches keyholing, the vapor
depression deepens and the vapor plume becomes more vertical [27].
This vertical vapor plume would also likely cause spatter particles to
be ejected vertically.

Controlling laser parameters directly could be a method to con-
trol the spatter that is produced, but this approach is unlikely to
eliminate spatter contamination entirely. Flooding the build chamber
with helium [28] or pressurizing the build chamber [29–31] are both
approaches which seem promising to reduce the amount of entrained
spatter. Presintering the powder with a fast-scanning laser has also
been suggested in many instances to prevent powder denudation and
entrainment. The downside with these approaches is the lack of ap-
plicability to existing machines or the increased cost associated with
implementing the approach1 [31]. The final approach that many ma-
hine manufacturers take is to manipulate the inert gas flow within the
achine.

The inert gas flow aims to transport the vapor plume and spatter
articles away from the melt-pool without disturbing the powder bed.
xperiments from Reijonen et al. [32] showed how increasing the inert
as flow rate could reduce part porosity. This result was theorized to be
consequence of the higher flow rate removing more spatter particles

rom the build area. On the other hand, initial results from works like
adewig et al. [33] mention that the gas flow does not remove enough
patter to eliminate spatter contamination. More recent works from
now et al. [34] and Schwerz et al. [35] expand on this and show that
patter is actually just carried downstream to contaminate other regions
f the build area instead of being removed from the machine entirely.

Other researchers have also conducted computational studies
e.g., [36–43]) using computational fluid dynamics (CFD) to simulate
he inert gas flow within a computer model of the machine. Many of the
rior works focus on changing the design of the machine to improve

1 Helium is more expensive than argon, and presintering adds to the layer
ime, which thereby increases the part’s cost.
2
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the uniformity of the gas flow over the build area. Philo et al. [38],
Zhang et al. [36], Chen et al. [40], and Wirth et al. [37] each note
the importance of the gas nozzle’s design. In particular, if the nozzle
is not flush with the powder bed, the jet will create a low-pressure
recirculation zone beneath itself. This low-pressure zone disallows the
jet from attaching to the entire build plate via the Coanda effect [36],
causing a non-uniform flow profile over the build area. This non-
uniform flow can be detrimental to spatter transport because spatter
particles will be transported differently depending on their ejection
location.

In addition to CFD, many studies couple their flow predictions with
a discrete phase model (DPM). The DPM calculates the trajectories
of user-defined particles based on the CFD-model’s predicted flow.
Philo et al. [39], Anwar et al. [41], Zhang et al. [36], and Wirth
et al. [37] each used this approach to predict the transport of spatter
within the machines that they modeled. In general, they defined the
distributions for a spatter’s diameter, speed, and ejection angle based
on experiments of their own or those from literature (for example,
distributions reported in Gunenthiram et al. [24] or Ly et al. [13]).
Each CFD-DPM simulation showed, to some extent, that larger particles
landed closer to their ejection location than smaller particles, and faster
particles traveled further than slower particles. Chien et al. [43] worked
to replace the DPM with the discrete element method (DEM), which
could be used to additionally model the particles in the powder bed.
Their initial work did not model the powder bed as a collection of
particles, but their model did give similar results to those of Anwar
et al. [41].

A more recent CFD-DPM model from Altmeppen et al. [42] took
a different approach from the prior works by simulating the gas flow
in a transient manner with fewer modeling assumptions. Their model
included effects that many of the prior works had not, such as a moving
heat source, buoyancy-induced flows, and the effects of laser speed and
power on spatter production. Their model seemed to predict the trans-
port of spatter particles well for a user-specified laser path, allowing
them to closely match the conditions of a build cycle/experiment.

Each of the prior works have studied spatter particles, but no single
study has displayed how all different aspects of a spatter particle’s
characteristics will affect its flight. For example, Wirth et al. [37] exam-
ines how spatter diameter and ejection velocity will affect a particle’s
trajectory, but they only eject spatter particles in one direction at one
location on the build area. Contrast this with studies from Altmeppen
et al. [42] and Zhang et al. [36], which do eject particles in other
directions, but they do not discuss how the printing location on the
build area may affect spatter particle transport. Furthermore, none of
the prior works have examined how the material of a spatter particle
may impact its trajectory, which could have a significant impact given
the wide range of densities in AM materials. The current work aims
to address these gaps in literature and contribute to the existing un-
derstanding of spatter transport by examining how a spatter particle’s
diameter, ejection velocity, ejection direction, ejection position on the
build area, and material density affect its trajectory.

The current work is carried out using a CFD-DPM model of the
EOS M290 L-PBF machine,2 which, to the authors’ knowledge, no prior
computational works have investigated. This machine’s flow design is
also typical of most L-PBF machines, so findings from this work will
likely be transferable to different machines. The computational model
from the current work is validated by experimental measurements of
both the inert gas flow and spatter transport.

The current work uses these experiments and models to investigate
three topics: (1) how the flow develops within the EOS M290, and

2 Certain commercial equipment, instruments, or materials are identified
n this paper in order to specify the experimental procedure adequately. Such
dentification is not intended to imply recommendation or endorsement by
IST, nor is it intended to imply that the materials or equipment identified
re necessarily the best available for the purpose.
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Fig. 1. Pictures of the EOS M290 machine and the corresponding CAD model of it.
which design choices seem to alter the flow; (2) how a spatter particle’s
diameter, ejection speed, ejection angle, material density, and ejection
location each affect its movement within the build chamber; and (3)
how the gas flow rate of the machine affects spatter transport.

2. Computational methods

The model presented in this work relies on two sub-models: a flow
model and a spatter model. The flow model uses computational fluid
dynamics (CFD) in ANSYS Fluent 2021 R2 to predict the velocity, pres-
sure, and turbulence of the inert gas flow in the EOS M290 machine.
The flow model is one-way-coupled with the spatter model, which uses
ANSYS Fluent’s discrete phase model (DPM) to predict the transport of
ejected spatter particles.

2.1. Computational domain

The EOS M290, shown in Fig. 1(a), features an upper and a lower
nozzle, both of which supply gas to the build chamber. The upper
nozzle is thought to prevent recirculation of byproducts in the build
chamber [37,44]. The lower nozzle is thought to be responsible for
removing the vapor plume and spatter from the melt pool [32,33].
The nozzles are both centered above the build area, which is a square
measuring 250mm by 250mm. The gas flow exits the machine at the
outlet on the other end of the build area.

A computer-aided design (CAD) model was developed from pictures
and measurements of the machine. The computer model includes the
geometry of the build chamber (best seen in Fig. 1(b)), the nozzles,
the outlet, the recoater blade, the powder bed, the build area, and the
3

tubing behind the build chamber (best seen in Fig. 1(c)). The tubing
behind the machine connects the upper and lower nozzles to a single
inlet, which is connected to a blower pump that is external to the
machine. The blower pump is not included in the CAD model.

The model is meshed with about 15 million cells. Hexahedral cells
were used in the build chamber, tubing, and outlet where possible.
Tetrahedral cells were placed in other areas, and pyramidal cells were
used between these regions to keep the mesh conformal. An inflation
mesh is applied to the build area, chamber walls, outlet, and nozzles
where possible capture turbulence effects.

2.2. Flow model

The flow model calculates a numerical solution to the incompress-
ible3 steady-state4 Reynolds Averaged Navier–Stokes (RANS) equations
for momentum and mass conservation:

𝜌𝑓𝛁 ⋅ (𝒖𝒇 ) = 0 (1)

𝜌𝑓𝛁 ⋅ (𝒖𝒇 ⊗ 𝒖𝒇 ) = −𝛁𝑷 − 𝛁 ⋅
(

𝝉 (𝝂) + 𝝉 (𝒕)
)

+ 𝜌𝑓𝒈 (2)

𝑡 is time; 𝛁 = [ 𝜕
𝜕𝑥 ,

𝜕
𝜕𝑦 ,

𝜕
𝜕𝑧 ] is the gradient operator with respect to the

cartesian coordinates 𝑥, 𝑦, and 𝑧; 𝒖𝒇 is the fluid velocity vector; 𝑃 is
static pressure; 𝝉 (𝝂) is the viscous stress tensor, which is proportional

3 This is a reasonable assumption so long as no fluid speed surpasses a Mach
number of 0.1 [45, Chapter 1] (32.3m∕s in argon).

4 The machine flow must reach steady-state before printing can begin.
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to the dynamic viscosity of the fluid; 𝝉 (𝒕) is the Reynolds Stress tensor,
which is calculated by the turbulence model; 𝒈 is the acceleration due
to gravity. Note that the variables of interest, 𝒖𝒇 and 𝑃 , are their
ensemble-averaged quantities even though the overbar is omitted.

Turbulence effects are modeled with the Shear-Stress Transport
(SST) 𝑘-𝜔 model, based on recommendations from the Fluent User
Guide [46, Chapter 13]. This model is meant to act as a versatile
turbulence model for near-wall and far-field performance. 𝑘 is the
turbulent kinetic energy and 𝜔 is the specific dissipation rate of that
energy. These quantities are transported via the following equations:

𝜌𝑓𝛁 ⋅ (𝑘𝒖𝒇 ) = 𝛁 ⋅ (𝛤𝑘𝛁𝒌) + �̃�𝑘 − 𝑌𝑘 (3)

𝜌𝑓𝛁 ⋅ (𝜔𝒖𝒇 ) = 𝛁 ⋅ (𝛤𝜔𝛁𝝎) + 𝐺𝜔 − 𝑌𝜔 +𝐷𝜔 (4)

𝛤𝑘 and 𝛤𝜔 are the diffusivities of 𝑘 and 𝜔, respectively; 𝐺𝑘 and 𝐺𝜔
represent the generation terms for 𝑘 and 𝜔, respectively; 𝑌𝑘 and 𝑌𝜔
represent the dissipation terms of 𝑘 and 𝜔, respectively; 𝐷𝜔 represents
the cross-diffusion term, which blends the effects of the standard 𝑘-𝜖
model and the standard 𝑘-𝜔 model, improving performance away from
walls. More information regarding the turbulence model can be found
in the ANSYS Fluent Theory Guide [45, Chapter 4].

Eqs. (1), (2), (3), and (4) are solved numerically with Fluent’s
Pressure-based Coupled solver. Second-order-accurate upwind schemes
are used for first-derivative terms, and a second-order-accurate central
differencing scheme is used for all second-derivative terms.

2.2.1. Boundary conditions
A velocity boundary condition is applied perpendicular to the inlet

cross-section (visible in Fig. 1(c)), and a 0 Pa gauge pressure is applied
to the outlet (visible in Fig. 1(b)). All walls are treated with the no-slip
condition, such that velocity at those boundaries is zero. Gravity acts in
the negative 𝑦-direction with a magnitude of 9.81m∕s2. Turbulence at
the model’s inlet is prescribed with turbulent intensity, 𝐼 , according
to the following equation from the ANSYS Fluent User’s Guide [46,
Chapter 7]:

𝐼 = 0.16𝑅𝑒−1∕8 where 𝑅𝑒 =
𝜌𝑓𝐷ℎ|𝒖𝒇,𝒊𝒏𝒍𝒆𝒕|

𝜇
(5)

𝐷ℎ is the hydraulic diameter of the inlet: 66.6mm. At the no-slip walls in
the model, the turbulence model prescribes values of 𝑘 and 𝜔 depending
on 𝑦+, the non-dimensional height of the cell adjacent to that wall. 𝑦+ is
used in turbulence modeling to calculate boundary conditions at walls
in the computational mesh. It is defined as the following:

𝑦+ =
𝜌𝑓 𝑢𝜏𝑦
𝜇

, where 𝑢𝜏 =
√

𝜏𝑤
𝜌𝑓

(6)

𝜌𝑓 is the fluid density; 𝑢𝜏 is the friction velocity at the wall; 𝑦 is the
dimensional distance from the wall; 𝜇 is the dynamic viscosity of the
fluid, 𝜏𝑤 is the shear stress magnitude at the wall.

The SST 𝑘 − 𝜔 turbulence model calculates values for 𝑘 and 𝜔 at
walls in the model according to wall-functions that are considered 𝑦+

insensitive, which make them applicable for 𝑦+ ≲ 300 [45, Chapter 4].
The computational mesh in this work achieves a maximum 𝑦+ of 38
when the model’s inlet velocity is 20m∕s, meaning all cells will be
well within the applicable range of the turbulence model for the flow
rates tested in the current work. The equations for these functions are
omitted for sake of space, but they can be found in the ANSYS Fluent
Theory Guide [45, Chapter 4].

Finally, the current work presents results for the two gases that the
EOS M290 can accept: pure nitrogen and pure argon. Table 1 shows the
relevant material properties for each gas in the model. Results shown in
Sections 4.1 and 4.2 are generated with nitrogen gas; all other results
use argon.
4

t

Table 1
Material Parameters.
Material Density Viscosity

kg∕m3 kg∕(m s)

Argon [46,47] 1.62 2.13 × 10−5

Nitrogen [46,47] 1.14 1.66 × 10−5

AlSi10Mg [48] 2,670 –
Ti-6Al-4V [49] 4,430 –
Inconel 718 [50] 8,170 –
Woka 3502 [51] 13,800 –

Fig. 2. Relationship between typical machine setting (pressure) and CFD model setting
(inlet velocity magnitude). The lines represent the empirical correlation predicted by
measurements from Achenbach [52]. Squares/circles on the graph indicate the pitot
pressures measured within the flow model.

2.2.2. Flow model setting vs. machine setting
The velocity magnitude at the inlet must be linked to the ma-

chine’s pressure setting. The machine’s pressure setting is the relative
pressure between two pitot tubes: 𝛥𝑃 . The pitot tubes are located in
the machine’s inlet tubing; this is about 320mm downstream from the
model’s inlet (see Fig. 1(c)). The pitot tubes are oriented such that
one tube faces towards the flow and the other tube faces away from
it; essentially, one pitot tube measures the stagnation pressure, and
the other measures the pressure of its wake. According to experiments
from Achenbach [52], the pressure in the front of a cylinder in cross-
flow should remain constant with the Reynolds number of the fluid.
Conversely, the pressure at the rear of the cylinder should change
with the Reynolds number. This means that the difference in pressure
between the pitot tubes will vary with the Reynolds number, and hence
the pressure differential, 𝛥𝑃 , will be related to flow speed at the inlet
f the machine [52–54].

Results from Achenbach [52] give the local pressure at the front
nd rear of a cylinder for a variety of flows. Achenbach’s results report
nondimensional pressure coefficient, 𝐶𝑖, which is defined as follows:

𝑖 =
𝑃𝑖 − 𝑃∞

1
2𝜌𝑓 |𝒖𝒇,𝒊𝒏𝒍𝒆𝒕|

2
(7)

here 𝑃𝑖 is the local pressure on the cylinder’s surface (what the pitot
ube would measure), and 𝑃 is the pressure of the fluid far away from
∞
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the cylinder. The pressure differential can be written in terms of the
pressure coefficients according to Eq. (7) in such a way that 𝑃∞ does
not need to be known:

𝛥𝑃 = 𝑃1 − 𝑃2 =
1
2
𝜌𝑓 |𝒖𝒇,𝒊𝒏𝒍𝒆𝒕|2(𝐶1 − 𝐶2) (8)

where the subscript 1 refers to the value at the front of the tube and
the subscript 2 refers to the value at the back of the tube. These
values would correspond to the pressure in the flow-facing tube and
the wake-facing tube in the machine, respectively.

The pitot tubes have a diameter of about 7.62mm, so for most flow
peeds of the machine, the Reynolds number will be below 1 × 105.
rom Achenbach [52], the pressure coefficients at a Reynolds number
f 1 × 105 are 𝐶1 = 1 and 𝐶2 = −1.35. These pressure coefficients are
sed to calculate the differential pressure predicted by Eq. (8) for an
nlet velocity ranging from 0m∕s to 10m∕s, as shown in Fig. 2.

In the flow model, the pressure differential is retrieved directly
rom its pitot tubes. The pressure differential from the flow model is
alculated for inlet velocities from 0m∕s to 10m∕s and is plotted in
ig. 2.

Fig. 2 demonstrates several important features of the gas flow: (1)
he flow model’s inlet velocity magnitude is very close to what would
e predicted by Achenbach’s results [52], (2) the EOS M290’s machine
etting is not linearly related to the flow-speed in the machine, and
3) the type of gas used changes the flow speed for a given machine
etting. The similarity between the model and Achenbach’s results [52]
uggests that the correct inlet velocity is being applied to the flow
odel.

.3. Spatter model

The spatter model calculates the trajectories of ejected spatter parti-
les. The ejected particles’ trajectories are theoretically governed by the
orces that change their momenta, which is described by the following
ystem of differential equations [45, Chapter 12]:

𝜋
6
𝜌𝑝𝐷

3
𝑝

𝜕𝒖𝒑
𝜕𝑡

= 𝑭𝑮 + 𝑭𝑫 (9)

𝜕𝒙𝒑
𝜕𝑡

= 𝒖𝒑 (10)

𝜌𝑝 is the density of the particle’s material; 𝐷𝑝 is the diameter of the
particle; 𝒖𝒑 is the particle velocity; 𝑡 is time; 𝑭𝑮 is the combined force of
gravity and buoyancy acting on the particle; 𝑭𝑫 is the drag force acting
on the particle; 𝒙𝒑 is the particle’s position vector. Spatter particles
are assumed spherical, so the drag and gravity forces are defined as
follows [45, Chapter 12]:

𝑭𝑮 = 𝜋
6
𝐷3

𝑝(𝜌𝑝 − 𝜌𝑓 )𝒈 (11)

𝑭𝑫 =
𝜋𝜇𝐷𝑝

8
𝐶𝐷𝑅𝑒𝐷

(

𝒖𝒇 − 𝒖𝒑
)

where 𝑅𝑒𝐷 =
𝜌𝑓𝐷𝑝

|

|

|

𝒖𝒇 − 𝒖𝒑
|

|

|

𝜇
(12)

is the dynamic viscosity of the fluid; 𝐶𝐷 is the drag coefficient
alculated according to the particle’s Reynolds number, 𝑅𝑒𝐷. ANSYS
luent calculates the drag coefficient according to an equation reported
y Morsi and Alexander [55]5:

𝐷 =
𝑎1
𝑅𝑒𝐷

+
𝑎2
𝑅𝑒2𝐷

+ 𝑎3 (13)

he coefficients 𝑎1, 𝑎2, and 𝑎3 are reported in Morsi and Alexander [55],
nd they change depending on the Reynolds number of the particle.

5 A study from Barati et al. [56] shows that Morsi and Alexander’s correla-
ion is among the most accurate and is only surpassed by a machine-learning
pproach and a correlation from Cheng [57]. According to this study, the
orrelation from Haider and Levenspiel [58] yields drag coefficients of a
imilar accuracy to Morsi and Alexander [55].
5

Fig. 3. 25 × 25 grid of spatter sources for parameter investigation. The black borders
indicate the extent of the build area.

Eqs. (9) and (10) are numerically integrated in time with either a
high-order scheme or a low-order scheme. The high-order scheme is
automatically chosen when the particle travels through regions where
the drag force changes quickly and a higher degree of accuracy is
necessary. In regions where the drag force is less dynamic, the more
stable low-order scheme is chosen to allow for a larger time-step size.
This work uses the trapezoidal scheme for the high-order and the
implicit Euler scheme for the low-order, as they are described in the
ANSYS Fluent Theory Guide [45, Chapter 12].

The integration time step is calculated within Fluent such that the
particle will have at least five integration steps before it leaves a
computational cell in the mesh. Fluent will refine the time-step further
until the relative change of the particle’s values is less than a tolerance
of 1 × 10−5. Every particle is given a maximum of 50,000 time steps
to reach one of two possible end conditions: exit through the outlet
of the machine or land on the powder bed. After reaching an end
condition, the particle is removed from the model. Particles collide
perfectly elastically with other surfaces of the machine, do not collide
with one another during flight, and do not alter the flow variables of the
gas during their flight because the flow and spatter models are coupled
one-way.

2.3.1. Spatter initial conditions and parameters
For the sake of building the spatter model, this model simplifies the

process through which spatter is ejected. In the model, spatter particles
are ejected from point sources on the build area instead of from a melt-
pool/vapor plume. Works like Yin et al. [59] have shown how the vapor
plume can affect the initial trajectories of spatter particles. The current
work injects spatter particles with diameters, velocities, and directions
that are chosen based on experiments from literature, which would
include the local effects from the melt-pool and plume.

The position of a point source is the initial position of any particle
ejected from that source. This study places sources in two configura-
tions: (1) a 25 × 25 grid, shown in Fig. 3, and (2) a grid of square parts,
as shown in Fig. 4. A spatter particle’s diameter, speed, elevation angle,
and azimuth angle are each defined by distributions; these distributions
are identical for each spatter source.

Spatter particles are ejected with a random azimuth and elevation
angle. The azimuth angle of the velocity is measured relative to the flow
direction (Z-axis), and the elevation angle is the velocity’s angle above
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Fig. 4. Placement of square parts on EOS M290 Build Plate for Experiment. The source
placement for the corresponding setup in the spatter model are shown as black squares
over the parts. Numbers indicate exposure order for experiment. The black borders
indicate the extent of the build area.

the powder bed (XZ-plane). For example, a particle with an azimuth
angle of 0° is oriented towards the outlet and an azimuth angle of 180° is
towards the lower nozzle. The distribution of azimuth angles is defined
as uniform from 0° to 360°. The azimuth angle is defined as uniform
in all directions to mimic the effect of rotating the scan-direction by
67° each layer, which is a common setting on the EOS M290. While
spatter normally comes from the back or front of the melt-pool for a
single scan-line, the melt-pool will have traveled in many directions
over the course of several layers, thus ejecting spatter in every direction
a uniform amount.

An elevation angle of 90° would be straight upwards (the model’s
positive Y-direction). The distribution of elevation angles is defined
as uniform from 5° to 85°. The elevation angle range is chosen based
on the figures demonstrating vapor plume angles shown in several
sources [13,14,23,60].

The diameters and speeds of ejected spatter particles are also varied.
It is likely that speed and diameter are correlated, but their exact
relationship is yet to be revealed. From Gunenthiram et al. [24], it is
suggested that larger spatter particles (e.g., 100 μm) are ejected at lower
speeds than smaller spatter particles (e.g., 50 μm). This study chooses
to eject spatter at 25 discrete diameter-speed pairs. The diameters and
speeds chosen are shown in Table 2. There are 1000 spatter particles
ejected for each speed-diameter pair, so each spatter source ejects
25,000 spatter particles. The number 1000 is chosen to eject enough
particles to completely cover the ejection angle distributions.

The spatter ejected from all point sources is defined with the density
of Inconel 718, which is listed in Table 1. For the sake of demonstrating
the effect of particle density on spatter transport, spatter particles are
also defined as other materials only in Fig. 8(c) (in Section 4.4). These
other materials are AlSi10Mg, Ti-6Al-4V, and Woka 3502,6 and their
properties are also listed in Table 1. These materials are not meant
to be an exhaustive study of all AM materials. Furthermore, while it
is likely true that the material choice in an experiment would affect

6 Woka 3502 is a tungsten carbide material with nickel added as a binding
metal.
6

Table 2
Number of spatter particles ejected for each diameter and speed that was used in the
spatter model.

Speed/Diameter 25 μm 50 μm 75 μm 100 μm 150 μm 200 μm Total

0.1m∕s 0 0 1,000 1,000 1,000 1,000 4,000
0.5m∕s 1,000 1,000 1,000 1,000 1,000 1,000 6,000
1.0m∕s 1,000 1,000 1,000 1,000 1,000 1,000 6,000
5.0m∕s 1,000 1,000 1,000 0 0 0 3,000
10.0m∕s 1,000 1,000 1,000 0 0 0 3,000
20.0m∕s 1,000 1,000 1,000 0 0 0 3,000

Total 5,000 5,000 6,000 3,000 3,000 3,000 25,000

process parameters and the sizes and speeds of spatter produced,7 the
same spatter particles are ejected for each material in the current work.

2.3.2. Spatter temperature prediction
Spatter temperature is not a major focus of this study, but it becomes

important when investigating the results from the spatter experiment.
In that case, the spatter model includes an additional equation to
calculate the heat balance between the particle and its surroundings.
The exchange of heat between the particle and the surrounding fluid is
governed by the following equation, which assumes that temperature
is uniform throughout the particle [45, Chapter 12]:

𝜌𝑝𝑐𝑝𝑉𝑝
𝑑𝑇𝑝
𝑑𝑡

= ℎ𝐴𝑝(𝑇𝑓 − 𝑇𝑝) (14)

𝑐𝑝 is the specific heat of the particle; 𝑡 is time; ℎ is the convective
heat transfer coefficient; 𝐴𝑝 is the surface area of the particle; 𝑇𝑓 is
the temperature of the fluid at the particle’s position. The temperature
of the fluid at the inlet and the walls is set to 300K in this case,
so the temperature of the fluid is 300K throughout the machine.
The convective heat transfer coefficient of the particle is calculated
by ANSYS Fluent using a Nusselt number correlation from Ranz and
Marshall [45,61,62]:

𝑁𝑢 =
ℎ𝐷𝑝

𝑘∞
= 2.0 + 0.6𝑅𝑒1∕2𝐷

( 𝑐𝑝𝜇
𝑘∞

)1∕3
(15)

𝑘∞ is the conductivity of the gas, which is assumed to be argon with a
value of 0.016W∕(m K) [46,47]. 𝑅𝑒𝐷 is the particle Reynolds number,
as defined in Eq. (12). Eq. (14) is numerically integrated according to
the same procedure described for Eqs. (9) and (10). Eq. (14) addition-
ally requires an initial temperature to initiate the algorithm; this is
assumed to be the fully-liquid melting temperature of Inconel 718 at
1,673K [50]. The specific heat capacity of Inconel 718 is also assumed
to be 435 J∕(kg K) [50]. Particle temperature, as described by Eq. (14),
is not investigated for the other materials discussed in this work.

3. Experimental methods

Measurements from Weaver et al. [44,63] are compared with the
flow model (described in Section 2.2). Infrared (IR) imaging is used
to detect hot spatter particles on the powder bed throughout a build
cycle, which gives data for comparison with the spatter model (de-
scribed in Section 2.3). These experimental methods are described in
the following sections.

7 For instance, Ly et al. [13] and Young et al. [18] tested SS316L and
AlSi10Mg, respectively. The way they report their results is different, but
it seems that Ly reports higher speeds than Young’s measurements. This is
possibly a difference of the material systems they tested. Both materials also
have different ranges of typical process parameters.
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Table 3
Laser power and velocity settings (informed by Scime & Beuth [64]).

Number of
Layers

Power (W) Speed
(mm∕s)

Regime

150 285 960 Nominal
25 200 670 Desirable
25 100 336 Desirable
25 285 670 Desirable
25 285 336 Keyholing
25 200 336 Keyholing
25 250 250 Keyholing
25 300 250 Keyholing
25 100 960 lack-of-fusion

3.1. Flow experiment

Weaver et al. [44] used a hot wire anemometer to measure the
flow speed at 30 locations across the build plate. At each location, they
measured the speed at 10 points along the height of the lower nozzle
from 4mm to 46mm above the build plate. The build plate was set to the
ppropriate height and no powder was used in the machine. Nitrogen
as at a flow setting of 58 Pa (6.6m∕s) was used. Weaver’s method was
imited to only measuring the combined speed generated by the Y- and
-components of the gas velocity, 𝑢𝑌 and 𝑢𝑍 , respectively. Thus, for
his comparison, the flow model’s predictions are combined in a similar
anner with the following equation:

𝐶𝐹𝐷 =
√

𝑢2𝑌 + 𝑢2𝑍 (16)

3.2. Spatter experiment

Sixteen 20mm × 20mm × 20mm cubes were arranged in a grid,
shown in Fig. 4. They were printed with Inconel 718 using argon gas
at a flow setting of 81 Pa (6.5m∕s). These cubes were printed using nine
different laser power-velocity combinations, which are listed in Table 3.
The process-map regimes were identified using charts from Scime &
Beuth [64].

The build cycle was continuously monitored with a FLIR A655sc
IR camera at a frame rate of 50 frames per second. It measured all
incident radiation between the wavelengths of 3 μm and 12 μm. This
radiation comes from the parts, powder bed, and spatter particles. A
viewing window made from Zinc-Selenide glass is placed between the
camera and the build chamber; this is necessary to block the EOS M290
laser’s specific wavelength of radiation (1.07 μm) in order to protect the
camera and any people outside of the machine.

The camera’s pixel size projected onto the build plate was 168 μm.
Although the camera can detect particles smaller than 168 μm, there is
not yet a correlation to determine the size of those particles with cer-
tainty. Particles detected by the IR camera in Uddin’s dissertation [65]
ranged in size from approximately 200 μm to 2,000 μm. The shape of
distribution of particle size was similar to size distributions shown in
Gasper et al. [22], even though the sizes were very different. This
infrared method has not yet been validated for measuring the sizes of
detected spatter particles. Because not many spatter particles have been
reported to have a size above 500 μm in literature, it is likely that some
other physical phenomenon is causing spatter particles to appear larger
through the IR camera than they actually are.

Temperature measurement from the IR camera is unreliable due
to the variable emissivity of each item in the view of the camera;
therefore, the IR camera is not used to directly quantify temperature.
Instead, the camera is used to produce images, through which hot
(emissive) spatter particles can be detected on the powder bed. The
algorithm starts by processing each frame of the IR video with FLIR’s
proprietary Digital Detail Enhancement (DDE) algorithm [66] using a
detail level of 5 out of 7. The DDE algorithm accentuates spatter landing
locations, making them appear with more intensity in the image.
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Next, the frames are processed with a color thresholding algo-
rithm. This algorithm identifies pixels with a high intensity (specifically
red/orange on a blue–green-red colorscale), which is assumed to cor-
relate to a spatter particle. Because the internal regions of parts are
also hot with a high intensity, the part contours must be excluded
from the image to avoid false positives. This makes spatter particles
undetectable on parts in the algorithm. Once the pixels with high
intensities have been identified, a blob-detector is used to record the
size (in pixels) and location of each blob, which are all assumed to be
spatter particles. Subsequent frames are compared with one another to
ensure that spatter is counted only when it first appears in the sequence
of frames. More details on this spatter detection algorithm can be found
in Uddin’s dissertation in Chapter 5 [65].

4. Results and discussion

4.1. Flow measurements and comparison with flow model

The flow model’s estimates of velocity compare well with experi-
mental measurements from Weaver et al. [44,63], as seen in Fig. 5. In
position A on the build area, the maximum speed occurs near 22mm
for both the CFD model and the experiment. The peak velocity for
the CFD model is about 0.2m∕s slower than the experiment’s measure-
ment, but the model’s speeds approach the experiments’ speeds in the
downstream positions.

In positions B and C, the maximum velocity shifts downwards to
18mm and 12mm, respectively. At position C, there is a difference
between the model and the measurement near the build plate. The mea-
surement at this position could be an outlier in the measurement data,
for the flow velocity should decrease monotonically as it approaches a
wall. Positions D and E show similar flow profiles to one another, which
suggests that the flow does not change significantly over this region of
the build area. Finally, position F reflects how the jet’s peak instead
begins to move upwards as it approaches the outlet.

The similarity between the flow model and the flow measurements
suggests that the flow model is accurately representing the geometry
and boundary conditions of the machine. The flow model used the same
machine setting as was used in the experiments from Weaver et al. [44].
The velocity, shape, and development of the jet all agree well with the
flow measurements across the build area. Because the spatter model
predicts spatter trajectories using the velocities from the flow model,
the spatter model will also predict the interactions between the gas and
spatter particles reasonably well.

4.2. Overview of salient flow features

The flow model shows that the upper and lower nozzles supply
about two-thirds and one-third of the total inert gas flow to the build
chamber, respectively. This finding is in agreement with experimental
results from Elkins et al. [67]. The flows from the upper and lower
nozzle jets interact, which can be seen in the velocity contours and
vectors from the flow model in Fig. 6(a). The flow from the upper
nozzle is generally oriented towards the outlet (situated in the front
door of the machine) and would likely be strong enough to push any
spatter particles away from the laser lens at the top of the machine.
The flow from the lower nozzle is also directed towards the front of
the machine and is mostly parallel to the build area.

Between the two jets, there is a large space occupied by a relatively
slow, large vortex. This vortex develops as a result of the two jets as
they transfer momentum to the surrounding ambient gas. The lower
nozzle jet and the upper nozzle jet pull ambient gas downwards and up-
wards, respectively. Without the upper nozzle, the lower nozzle would
likely generate a counter-clockwise vortex, but the relative strength of
the upper nozzle’s flow results in the large clockwise vortex near the
middle of the machine. This clockwise vortex would likely be beneficial
for spatter particles that can reach it; most of its flow is oriented
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Fig. 5. Comparison between CFD from this work and flow measurements from Weaver et al. [44,63]. Locations A, B, C, D, E, and F refer to the measurement locations in the
above diagram. These locations are also labeled in Fig. 6(a).

Fig. 6. Flow Model: Contours and vector fields of velocity at select planar slices.
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Fig. 6. (continued).
upwards, which would assist particles to stay airborne rather than land
on the build area. However, the vortex will likely not affect all particles;
particles ejected with a slower velocity in the vertical direction may
not reach this height in the machine, but all spatter particles will be
affected by the performance of the lower nozzle jet in some capacity.

Fig. 6(b) shows how the lower nozzle jet velocity changes as a
function of height above the build plate. The flow at 5mm above the
build plate, which a majority of spatter particles will experience, is
mostly uniform except for two low-speed zones and some regions where
the flow velocity points towards the lower nozzle. The low-speed zones
are regions where the drag force on a particle will be very low. These
low-speed zones will also not remove the vapor plume as effectively,
resulting in laser attenuation [68,69]. The low-speed zone near the
lower nozzle covers the first 50mm of the build area and is predicted
to be the largest near the upper left-hand corner of the build area. The
low-speed zone near the outlet covers the width of the build area as
well, but the effects of this zone on spatter particle transport may not
be as significant because it is near the outlet.
9

The contour 25mm above the build area shows a region where
the flow speed is more uniform, so most particles will experience the
same drag force no matter where they are above the build area. One
beneficial feature of note is how the flow from the right side of the build
chamber, above the recoat powder, is oriented towards the build area.
This may suggest that particles will be less likely to land in the recoat
powder. Finally, the flow speed at 50mm above the build area shows
the transition region where two flow fronts interact, labeled as ‘‘Flow
Front Clash’’ in Fig. 6(b). In this view, there is a region where the flow
from the left and right sides of the build chamber clash, forming a stripe
that travels down the upper right-hand side of the build area. This flow
feature is likely to transport some types of spatter to this region, as will
be discussed in Section 4.3.

The flow contours in Fig. 6(b) show how the lower nozzle jet
develops to form changing flow conditions across the build area. This
changing flow across the build area is also visible in the measurements
in Fig. 5. The change in flow conditions across the build area can be
attributed to three factors: (1) the entrainment of the slower ambient
gas in the build chamber, (2) the Coanda effect, and (3) the friction
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between the fluid and the build plate. As the jet enters the build
chamber, it has a high velocity compared to the surrounding ambient
gas. This difference in velocity forces the jet to transfer some of its
momentum to the surrounding gas, thereby widening and slowing
itself.

The Coanda effect, first discussed in Zhang et al. [36], is the ten-
dency of a jet-stream to follow the contours of a surface. In the context
of this machine, the Coanda effect is what forces the lower nozzle jet
to attach itself to the build plate in positions A through C, despite the
initial distance between the lower nozzle and the build plate. Once the
jet attaches to the build plate via the Coanda effect, the friction between
the build plate and the jet slows the gas as it travels towards the outlet,
which achieves the profiles seen in positions D and E. This change in
flow conditions across the build area is not ideal because this means
that spatter particles may not be transported as far as they could be if
they are ejected underneath the low speed zones near positions A or B.

4.3. Spatter experiment and corresponding model predictions

The IR camera detected about 14 million particles throughout the
350 layers of the experiment. To best show which areas were contami-
nated by spatter throughout the build cycle, this work plots normalized
spatter concentration. Spatter concentration is calculated by separating
the build area into a uniform grid of 10,000 square bins (2.5mm side
length). If a spatter particle lands in a bin, it adds 1 to that bin’s
count. The final spatter concentration is normalized by the bin with
the largest spatter count, such that the maximum value across the
build plate is 1. The concentration is normalized to compare with the
spatter model, which does not release the same number of particles
as the experiment due to modeling limitations. Spatter particles that
land within part boundaries are not visible from experimental data
because the algorithm masks parts from the image before detecting
spatter particles on the powder bed, as mentioned in Section 3.2.

When looking at all spatter particles detected in the experiment
in Fig. 7(a), it seems that spatter particles do not travel far from
their ejection point. There is a high concentration of spatter particles
immediately downstream from the parts. Most spatter particles land
within about 50mm downstream from the parts, with fewer landing to
the left and right of the part.

Parts closer to the outlet show a slightly higher spatter concen-
tration around them, which could suggest that either spatter particles
travel shorter distances in that region, or that spatter particles land
more often in that region. The velocity near the outlet in Fig. 6 is not
very different from the rest of the build area, so spatter particles will
not have shorter travel distances if they are ejected near the outlet.
Instead, results from Zhang et al. [36] suggest that a step height at the
outlet will make it more difficult for the flow to transport some spatter
particles out from the machine. There is a step height in the EOS M290
(seen best in Fig. 6(a)), so the increased bunching of particles near the
outlet is most likely a result of the outlet’s height.

The spatter model ejected 3.6 million particles, which is less than
what the IR camera detected. This will not affect the accuracy of
this comparison because the spatter concentrations are normalized for
the experiment and the model. Normalization scales the results to
lie between 0 and 1, preserving areas with high concentration and
allowing for a quantitative comparison. When calculating the spatter
concentration with the results from the spatter model, weights based on
particle diameter are applied. This is done to make the model’s ejected
size distribution mimic those shown in literature. This work specifically
follows the size distributions shown in Gasper et al. [22]. The method
through which these weighting factors are calculated is discussed in
detail in Appendix.

Fig. 7(b) shows how the concentration of spatter from the spatter
model has some trends similar to the experiment’s. For example, the
highest concentration of spatter occurs immediately downstream from
10
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the parts, and there is a relatively lower concentration between the
parts. The model also shows a bunching of spatter near the outlet.

Despite similar trends between the model and the experiment, the
model overall suggests more spatter contamination than what is shown
in the experiment. In addition to this difference, a stripe of high spatter
concentration appears on the right side of the build area, which is a
distinctive feature not seen in the experimental data.

To demonstrate the cause of these features, the spatter concen-
tration from the model was altered such that only spatter particles
above 310K were included in the spatter concentration. Removing
those particles mimics how the IR camera cannot detect particles that
are too close to the powder bed temperature.8 For reference, all spatter
particles are released at Inconel 718’s melt temperature of 1,673K [50],
and the gas temperature is 300K throughout.

After removing particles colder than 310K, the spatter concentra-
tion shown in Fig. 7(c) looks more similar to the experiment in Fig. 7(a).
The lower concentration of spatter between parts is captured more
accurately in the model, and no unexpected features exist. While the
concentration in the model is still higher than the experiment overall,
most spatter particles seem to travel about 75mm in the downstream
direction: similar to that seen in the experiment.

Spatter particles from the experiment are detected by the IR camera
because they are hotter (more emissive) compared to the powder bed
surrounding them. Therefore, the IR camera will be less likely to detect
particles that are too close to the powder bed’s temperature, and these
particles will not be included in the experiment’s spatter concentra-
tion. The spatter that landed in the stripe of high concentration from
Fig. 7(b) was comprised of these colder particles and would have been
too cold to be seen by the IR camera. This is a probable reason that
the experiment in Fig. 7(a) showed less spatter concentration than the
simulation’s heatmap in Fig. 7(b).

These colder particles landed in the stripe pattern in the simulation
because they probably had a longer flight time, a smaller diameter,
and/or a faster ejection speed than the particles that were hotter than
310K.9 Spatter particles with a higher velocity in the 𝑦-direction would
reach a higher height in the machine, making them more likely to be
affected by the clashing flow fronts identified in Fig. 6(b). As will be
discussed in Section 4.4, spatter particles with a smaller diameter will
follow the flow more closely than larger particles. Combining these two
ideas, the small, fast particles could thus be pushed towards the stripe
pattern, but large, fast particles would not. Smaller particles would also
cool faster than larger particles because of their difference in thermal
mass, which explains why the stripe pattern disappeared in Fig. 7(c),
where the coldest spatter particles were removed.

There is still some uncertainty in the spatter that is detected by the
IR camera, but the current extent of the comparison is sufficient to
demonstrate the performance of the spatter model as a tool that could
predict spatter contamination for a build cycle. Furthermore, due to the
accuracy of the flow model and the spatter model’s accuracy control
metrics, the spatter model is still likely accurate when predicting the
trajectory of a particle with a specific diameter, density, and velocity,
as will be done in Section 4.4.

4.4. Spatter transport according to diameter, velocity, and density

The forces vital to spatter transport are proportional to a spatter
particle’s diameter, velocity, and material density, as shown in Eq. (12)
(Section 2.3). This section investigates how these model parameters
affect the transport of spatter, with the intention that this will show

8 310K is chosen as an example and does not imply that 310K is the cutoff
emperature at which the experiment’s IR algorithm cannot detect a spatter
article.

9 This is deduced from looking at the terms that affect the temperature
alculation in Eq. (14).
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Fig. 7. Spatter concentration from spatter experiment and spatter model. Each graph shares the same colorscale, shown in Fig. 7(c). The black dashed line indicates the area that
was visible with the IR camera, as indicated in Fig. 7(a). For reference, the gas temperature was assumed to be constant at 300K in the simulation. The black borders indicate
the extent of the build area in each subfigure. These figures should all be viewed in color for best results.
which spatter particles are best removed by the gas flow. Spatter parti-
cles are ejected from the 25 × 25 source grid (see Fig. 3 in Section 2.3)
in a flow of argon with a setting of 81 Pa (6.5m∕s).

Particles with larger diameters are theorized to be an immediate
cause behind LOF defects in AM (as discussed in Section 1). The spatter
model predicts that fewer of the larger defect-causing spatter particles
are removed by the flow, as illustrated in Fig. 8(a). Nearly 75% of
200 μm particles landed in the build area, compared to only 50% of
25 μm particles. These larger particles also travel less than the smaller
particles. Nearly all 200 μm spatter particles land within 110mm of the
source, while most of the 25 μm spatter particles land farther away,
within 175mm of the source.

According to this work, larger particles travel less distance and are
less likely to exit the machine than smaller particles, which is an issue
considering that the larger particles are the ones that are linked to
immediate defects in parts. This relationship occurs because of the
tradeoff between drag and gravity forces as a function of particle di-
ameter. Gravity force is cubically proportional to a particle’s diameter,
while drag force is only quadratically proportional. Gravity force will
be more significant than drag force for larger particles. This tradeoff
can be represented by the Stokes number, 𝑆𝑡𝑘:

𝑆𝑡𝑘 =
𝜏𝑝
𝜏𝑓

where 𝜏𝑝 =
𝜌𝑝𝐷2

𝑝

18𝜇
and 𝜏𝑓 = 𝛥𝑧

|𝒖𝒇 |
(17)

where 𝜏𝑝 is the response time of the particle’s velocity, and 𝜏𝑓 is a char-
acteristic response time of the fluid’s velocity [70]. Crowe et al. [70]
interprets the Stokes number as a measure of how well a particle will
follow the velocity of the fluid surrounding it. When 𝑆𝑡𝑘 ≪ 1, the
11
response time of the particle is much smaller than the fluid, and the
particle is more likely to follow the streamlines of the flow and have a
velocity equal to the flow surrounding it. On the other side, 𝑆𝑡𝑘 ≫ 1
indicates that the difference in the particle and the flows response times
is too great for the particle to follow the flow precisely, so the particle
will deviate from the flow vectors and will not have a velocity equal
to the fluid surrounding it. The current work uses the Stokes number
for comparative purposes to show which type of particle will follow the
streamlines of the flow more closely.

Fig. 6(a) shows that the flow generally points towards the outlet,
so a particle with a Stokes number larger than 1 would not follow the
flow vectors and would not be pushed as far as a particle with a smaller
Stokes number (so long as ejection speed and angle are identical). A
25 μm and a 200 μm particle have approximate Stokes numbers of 0.1
and 6.8, respectively,10 which explains why the two particle sizes differ
so greatly in their travel distance and removal rate.

This trend is demonstrated in Fig. 8(b), which plots the landing
locations of spatter particles ejected from the center of the build area. It
is apparent that the smaller particles travel further in the downstream
direction and travel less in the transverse direction. Conversely, the
larger particles do not follow the flow’s streamlines as closely, so they
land in a more circular shape. In other words, the effect of drag force on

10 The response time of the fluid is not well-defined by Crowe et al. [70],
so this work approximates it by the time it would take for fluid to traverse
the build area; the characteristic flow speed is assumed to be |𝒖𝒇 | =2m∕s (see
Fig. 6(a)), and the build area is 𝛥𝑧 =250mm long.
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Fig. 8. Travel distance from ejection source by different characteristics of spatter particles. Please note that these plots are cumulative, meaning they represent the amount of
spatter particles that reached that distance or less.
larger particles is less than the effect of drag force on smaller particles
because larger particles are less responsive.

The Stokes number also explains how changing particle density
will affect its travel distance. A 75 μm particle with the density of
AlSi10Mg versus the density of Woka 3502 will have Stokes numbers
of 0.3 and 1.6, respectively. Spatter particles with a density of Woka
3502 will be less affected by the drag force than particles with that
of AlSi10Mg, albeit the difference is smaller than that shown for a
difference in diameter. This trend is demonstrated by the model’s
results in Fig. 8(c). Comparing the particles with densities of AlSi10Mg
and Woka 3502, the total amount of spatter landing on the build area
only goes from about 55% to 70%, respectively. In other words, an
increase in density by about six times (from AlSi10Mg to Woka 3502)
only results in 15% more spatter left behind by the flow. Compare this
with trends from Fig. 8(a), where an increase in diameter from 25 μm
to 200 μm (an increase of eight times), results in 25% more spatter
being left behind in the machine. The distance traveled by a spatter
particle similarly only decreases marginally with density: the densest
spatter lands within 125mm of its source, versus 160mm for the lightest.
Essentially, changing a particle’s density would affect the trajectory of
the particle, but it would not affect it as significantly as the particle’s
diameter.
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The trajectory of a particle is also affected by its initial velocity.
Fig. 9 shows how a particle’s speed and elevation angle affect travel
distance. This plot shows the landing locations of particles from just
a single source. Travel distance is obtained by the rings surrounding
the central source. Particles ejected at 0.5m∕s (these are the particles
forming the tightly-packed elliptical shape in Fig. 9(b)) all land within
about 90mm of their source. Out of the particles ejected at 0.5m∕s,
Fig. 9(a) shows that the particles that travel the farthest are those with
a high elevation angle, likely because this gives them the most time in
the lower nozzle’s flow.11

Particles ejected at 1m∕s (these are the particles that form the larger
elliptical shape in Fig. 9(b)) travel further than the 0.5m∕s particles, but
they begin to bunch up at the foot of the outlet. Particles with a higher
speed will travel further than those with a lower speed due to having
higher initial momentum, but this will only be true up to a certain
point. After a certain ejection speed, spatter particles will break through
the lower nozzle’s jet and be affected by the large vortex in Fig. 6. This

11 This is a fact that can be demonstrated with the equations of projectile
motion; a particle ejected straight upwards will have the longest flight time
compared with any other ejection angle.
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Fig. 9. Landing locations of 75 μm spatter particles ejected for different speeds and elevation angles. Spatter is only ejected from the black source in the center of the plot. The
rings in the plot identify the distance from that central source. The black borders indicate the extent of the build area in both subfigures.
is illustrated in the particles ejected at 5m∕s, which scatter over the
build area in a chaotic pattern instead of landing in an elliptical shape.
This would mean that particles ejected with a speed between 1m∕s and
5m∕s will break out of the lower nozzle jet, and they will travel in a less
predictable pattern. Spatter particles ejected at these higher speeds are
likely too small to be captured by a sieve, and as discussed in Section 1,
they could cause LOF or reduced material properties if they end up in
the reused powder.

Initial research has shown that a spatter particle’s diameter, initial
speed, and elevation angle may be affected by laser parameters. For
example, results from Bidare et al. [25] demonstrate that a higher laser
power will create a stronger plume, which might cause larger particles
to be ejected from the melt-pool as entrainment spatter. The direction
of the vapor plume is shown to change with laser power and speed by
results in Ly et al. [13], which could mean that the elevation angle
of particles would also change with laser settings. Finally, results from
Yin et al. [23] and Gunenthiram et al. [24] both show some results
regarding the general change in the diameter, initial speed, and ejection
angle of spatter particles as a function of laser settings as well.

The research on the relationship between laser settings and spatter
production does not seem to be conclusive, but the results from this
current work would suggest that controlling laser parameters could be
another effective strategy in reducing spatter contamination. Producing
smaller particles will allow them to follow the streamlines of the flow
more closely and to travel towards the outlet. This may result in more
spatter removal and fewer immediate LOF defects caused by large
spatter particles. The ejection velocity of a spatter particle will also
affect how well the particle is transported by the flow, so choosing a
laser speed that produces fewer slow particles would be advantageous.
Because the difference between the spatter left behind for the lightest
and heaviest AM alloys was not significant, it is predicted that these
suggested approaches would apply to each of the AM alloys discussed
in this work.

4.5. Effects of ejection location and gas flow rate on spatter transport

The results in this section were obtained for Inconel 718 spatter,
which is ejected from the 25 × 25 grid of sources (see Fig. 3 in
Section 2.3) in a flow of argon gas with a setting of 81 Pa (6.5m∕s).

Spatter ejected near the lower nozzle is less likely to be transported
out of the machine. This is demonstrated by the result in Fig. 10(a),
which displays the percent of spatter that landed back on the build
plate for each ejection source. Nearly 40% of spatter particles ejected
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near the outlet land back on the build area versus 80% of the spatter
particles ejected from near the nozzle. This occurs in tandem with the
results from Section 4.4, which show that most spatter particles in the
model travel only up 150mm from its ejection source.

A factor that may also contribute to the low removal rate of spatter
near the lower nozzle is related to the flow itself. As discussed in
Section 4.2, there is a low-speed zone directly beneath the lower nozzle;
spatter particles that are ejected within this zone will experience a
low drag force and will thus not be transported as far as other spatter
particles. The effect of the low-speed zone on spatter transport is
demonstrated in Fig. 10(b), which plots the landing locations of spatter
particles ejected from three locations: one in the top-left, one in the
top-center, and one in the center of the build area. The dense region
of spatter particles near the central source exhibits a shape similar to
Fig. 9 from Section 4.4. The elongated shape is attributable to the flow
speed in that area, which transports spatter towards the outlet. Most
of the spatter ejected from the top row of sources lands in a circular
pattern with no significant downstream movement. Compared with the
central source’s spatter, these results suggest that the low-speed zone
impedes spatter transport.

Alternatively, the transverse movement of spatter (to the left and
right) is not affected by the low speed zone. Fig. 10(b) shows that the
width of the contaminated area near the central source is identical to
the other sources shown in the top row. This suggests that most of
the spatter particles in the spatter model do not travel transverse to
the flow more than 50mm, even if they travel closer to 150mm in the
downstream direction.

Intelligent part placement could be a strategy to avoid spatter
contamination. Spatter particles are more likely to contaminate parts
that are downstream from their ejection source rather than to the
source’s left or right, so avoiding placing parts upstream or downstream
from one another could reduce inter-part spatter contamination. This
suggested strategy can also be gathered from our own experiment,
where the regions of lowest contamination were seen between parts and
the highest contamination were downstream from parts (see Fig. 7(a)).
Similarly, Snow et al. [34] conducted an experiment that showed a
significant amount of spatter contamination for parts downstream from
a ‘‘Spatter Generator’’, but parts to the right of this ‘‘Spatter Generator’’
did not become contaminated significantly. Similar conclusions can be
drawn from the results in Schwerz et al. [35].

The spatter model seems to concur with the trends in this work’s
own experiment and other experiments in literature. Therefore, based
on the spatter model’s results, a good strategy to reduce spatter con-

tamination may also be to arrange parts in a staggered fashion, with at
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Fig. 10. Spatter particle landing locations on the build area. Black squares indicate the sources from which spatter particles in this figure were ejected. The black borders indicate
the extent of the build area in both subfigures.
Fig. 11. Travel distance from ejection source for different machine pressure differen-
tials. Please note that this plot is cumulative, meaning the values represent the amount
of spatter particles that reached that distance or less.

least 25mm between them in the transverse direction, while avoiding
placing any parts downstream from one another.12 Please note that
this approach will not eliminate the issue discussed in Section 1 re-
garding reusing powder. Small spatter may still land on the powder,
contaminating it if the powder is reused for later build cycles.

With the current nozzle design, the low-speed zone will always
exist. Parts underneath the nozzle will most likely always suffer from
less spatter removal, but changing the machine’s pressure differential
setting (i.e., changing the gas flow rate) can improve spatter transport
for parts located outside of this region. The following results track the
amount of spatter left behind in the build area for the following pres-
sure differentials: 0 Pa, 50 Pa, 100 Pa, 200 Pa, and 750 Pa. These settings
correspond to inlet velocities of 0m∕s, 5.1m∕s, 7.3m∕s, 10.3m∕s, and
20.0m∕s, respectively. The former three settings are within the range of

12 The inverse of this strategy would be to change the direction of the gas
flow such that no parts are being printed downstream from one another.
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the EOS M290 (the nominal for Inconel 718 is 81 Pa (6.5m∕s)), and the
latter two are outside of it. Only Inconel 718 spatter particles of 75 μm
diameter and 1.0m∕s ejection speed are ejected in this comparison. All
other conditions are kept the same.

Increasing differential pressure removes more spatter and carries
it further, as shown in Fig. 11. At 0 Pa, without any assistance from
the lower nozzle jet, 82% of the ejected spatter particles remain in
the build area. Increasing to half of the maximum flow setting at 50 Pa
reduces this to 70%. The increase in travel distance is also significant.
The furthest a particle travels in 0 Pa is 50mm; this increases to 125mm
at 50 Pa.

Despite these large gains from no flow to half of the maximum
setting, increasing to the maximum flow setting of 100 Pa only yields a
marginal increase over 50 Pa. Only 65% of spatter particles are removed
at the maximum setting, and they only travel an additional 25mm away
from their ejection source. Most AM machine users will likely use a
flow setting between 50 Pa and 100 Pa, so this suggests that there are
diminishing returns with increasing the differential pressure.

Future iterations may benefit from an increased flow speed, though.
Increasing the differential pressure to 750 Pa would only allow about
37% of spatter particles to land in the build area, with some of them
traveling the entire length of the build plate. This increased flow speed
would certainly assist in removing spatter particles from parts that are
printed near the lower nozzle.

While this increase to differential pressure is an intuitive strategy,
it will likely cause more issues by disturbing the powder bed. Shen
et al. [71] has shown how powder pickup varies with several AM
powder sizes and materials. Shen used a 30mm vane anemometer
to measure the flow speed above the powder bed in a different L-
PBF machine. They correlated this flow speed to powder pickup and
found that nickel-based powders, like Inconel 718, were picked up
between 5.2m∕s and 5.7m∕s. These vane anemometer measurements
are approximated in the model by calculating an average velocity at
location A (this is visible in Fig. 5 in Section 4.1). The average includes
only points from 0 to 30mm above the build area to mimic the 30mm
vane anemometer.

The resulting average speeds at this location for 100 Pa, 200 Pa, and
750 Pa are 1.9m∕s, 2.5m∕s, and 5.4m∕s, respectively. At 750 Pa, the
predicted flow speed enters the range of bulk powder pickup identified
in Shen et al. [71], showing that this machine setting may be just
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Fig. 12. Shear stress over build area for 100 Pa machine setting (velocity inlet of
7.3m∕s). The black borders indicate the extent of the build area.

over the safe powder pickup limit. However, this does not mean that a
machine setting of 200 Pa would be safe to use.

Powder pickup is initiated by the shear stress between the gas
and the powder bed [72], so local maxima of the fluid shear stress
on the powder bed may initiate powder denudation even when bulk
powder pickup is not expected. Many empirical relations use flow-
speed measurements (like in Shen et al. [71]) because shear stress is
difficult to measure directly in experiments, but Shao and Lu [73] have
developed an expression for the threshold friction velocity, 𝑢∗𝑡 , on a
mono-dispersed (single diameter) powder bed. The following equation
converts their expression into one for the critical powder pickup shear
stress, 𝜏𝑤,𝑡:

𝜏𝑤,𝑡 = 𝑢∗2𝑡 𝜌𝑝 = 𝐴𝑁

(

𝜌𝑝|𝒈|𝐷𝑝 +
𝛾
𝐷𝑝

)

(18)

𝐴𝑁 and 𝛾 are empirical constants, which are 1.23 × 10−2 and
3 × 10−4 kg∕s2, respectively [73]. This model incorporates the effects
of cohesive forces between the particles and the effect of a particle’s
mass. The major assumption of this model is the mono-dispersed nature
of the powder bed; most powders in AM are poly-dispersed, having a
continuous distribution of particle diameters. Anantharaman et al. [74]
showed that bi-dispersed powders are picked up at flow speeds closer to
the larger of the two particle sizes. Extrapolating from Anantharaman’s
results, Shao and Lu’s model can thus still be used, keeping in mind that
a powder of mixed diameters will have a critical shear stress closer to
the largest of the powder’s diameters.

According to Eq. (18), a powder bed of 75 μm Inconel 718 particles
will be disturbed once the shear stress reaches 0.123 Pa. Using the
conclusion from Anantharaman et al. [74], this analysis assumes that
the powder bed will be disturbed at approximately this shear stress.

The shear stress on the build plate for the 100 Pa flow setting is
shown in Fig. 12. The shear stress has a non-uniform distribution over
the build area. The limit of the colormap is chosen to be near the critical
powder pickup shear stress according to Shao and Lu’s model [73]. The
patterns that occur in this colormap are related to the flow contours
5mm above the build area in Fig. 6(b). Regions with a rapidly changing
flow speed would experience higher shear stress, which is why the shear
stress is higher where the velocity near the build plate is higher in
Fig. 6(b).

The high shear in the upper right and left corners occur because
of the higher speeds in those areas. The local high shear stresses will
likely move powder and disrupt the powder bed at higher pressure
differential settings, resulting in powder bed defects. While higher flow
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rates may remove more spatter, they will also remove the powder that
is required to print. Approaches to increase the powder pickup limit
could be useful, for they would enable higher flow rates and lead to
the removal of more spatter particles from the machine.

5. Summary and conclusions

In this work, a computational fluid dynamics (CFD) model was
coupled with the discrete phase model (DPM) in ANSYS Fluent 2021
R2 to predict the gas flow and spatter transport within an EOS M290
L-PBF machine. This machine is used as an example because it is similar
to many other L-PBF machines. Experimental measurements were used
to validate the model’s flow and spatter predictions. This model was
subsequently used to investigate (1) the development of the flow in the
machine, (2) the transport of spatter particles with varying diameters,
speeds, ejection angles, and material densities, (3) the effects of part
placement on spatter transport, and (4) the effects of gas flow rate on
spatter transport.

The machine’s design features tended to produce a nonuniform flow
over the build area. This is attributed to the height of the lower nozzle
and the height of the outlet, both of which caused low-speed zones in
the adjacent regions. The low-speed zone near the lower nozzle covered
the top 50mm of the build area. This low-speed zone was shown to not
transport spatter as effectively as the rest of the flow over the build
area, leaving most spatter landing within 50mm of where it was ejected.
The authors’ recommendation is to consider this region of the build
area as unique from the rest of the build area due to the difference in
flow conditions at this region. Parts printed in this region may have
different properties compared to parts from other regions of the build
area. Changing the design of the nozzle could remove this low-speed
region, although this option may not be accessible to all AM machine
users in a timely fashion.

Spatter diameter and velocity were found to be major factors in de-
termining a particle’s travel distance. Larger particles are less likely to
follow the flow and will travel shorter distances than smaller particles,
all other factors being equal. For velocity, faster particles will travel
farther than slower ones. The material density of spatter particles did
not have as drastic of an influence on spatter transport as diameter or
velocity, suggesting that even the lightest of AM materials is subject
to spatter contamination. Where spatter particle diameter and velocity
can be controlled via laser parameters, it is likely best to produce small,
fast particles, for those are predicted to travel the farthest and be most
likely to be removed from the build area, regardless of material.

In general, most spatter particles landed within 150mm downstream
from their ejection location at the nominal flow setting for Inconel 718
with argon of 81 Pa (6.5m∕s). Transverse to the flow, particles traveled
only about 50mm. These results demonstrate that parts can be placed
during build planning such that they do not contaminate one another
with spatter. For instance, placing parts next to one another rather than
downstream from one another will likely prevent a majority of spatter
contamination in the parts from that build cycle.

It is worth mentioning a couple caveats to this approach, however.
This approach will limit the build rate of the machine compared with
an approach that fits as many parts in the machine as possible. Fur-
thermore, larger parts (those with a wider coverage of the build area)
would not benefit as much from this strategy and may self-contaminate
throughout the build cycle. Finally, this approach does not eliminate
the issue of the unused powder being possibly contaminated by smaller
spatter particles. These are all issues that require further investigation.

Finally, increasing flow rate as an approach to removing spatter was
found to be promising, but only if powder pickup is not a limitation. A
flow rate of 750 Pa (20m∕s), which currently is not allowed, would re-
move 30% more spatter than the current max setting of 100 Pa (7.3m∕s).
These gains are substantial, but it was also predicted that local regions
of the powder bed would be disturbed by the flow, even at the max
setting. Increasing beyond the current max setting is limited by powder
pickup. Increasing the forces that keep powder on the powder bed
would allow for increases to the machine’s flow rate without disrupting
the powder bed.
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Appendix. Discussion of weighting factors for following spatter
size distributions

This is a continuation of the discussion started in Section 4.3. The di-
ameters of spatter particles ejected by the spatter model do not initially
follow those shown in literature (Gasper et al. is an example [22]).
This is remedied through weighting factors, which are applied to each
particle while calculating the spatter concentration.

First, the distribution for each diameter must normalized because
the model ejects more particles of some diameters than others. For
example in Table 2 (in Section 2.3), 6000 75 μm particles are ejected
versus 3000 100 μm particles. Without normalizing the distributions, the
spatter concentration would be biased towards 75 μm, which would pos-
sibly under-represent the amount of other particle sizes. Normalization
is accomplished by assigning each particle in the spatter model a weight
that is set equal to the reciprocal of the number of particles ejected per
diameter, per source (e.g., 1/6000 for 75 μm).

Once the first normalizing factor is applied, each particle must then
be weighted with an additional factor to account for the fact that some
diameters will statistically occur more often than others during the L-
PBF process. According to results from Gasper et al. [22], 75 μm spatter
ccounts for 5.1% to 7.4% of all spatter particles recovered across
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Table A.4
Weights for spatter model’s spatter concentration.

Diameter (μm) Weight 1 Weight 2 Final Weight (× 103)

25 1/5000 3.65 0.73
50 1/5000 10.85 2.17
75 1/6000 6.25 1.04
100 1/3000 3.35 1.12
150 1/3000 1.05 0.35
200 1/3000 0.40 0.13

several machines, so the additional weighting factor that would be
applied to all 75 μm particles would be the average of Gasper’s results:
6.25. The weighting factors for other diameters of spatter are similarly
informed by results from Gasper et al. [22].

The two weighting factors are multiplied together to achieve a final
weighting factor for each particle. Table A.4 summarizes each of the
weighting factors by diameter. When a spatter particle is counted in
the spatter concentration metric, it adds the weighting factor to that
bin’s value instead of 1. This weighting is done before the spatter
concentration is normalized by the maximum concentration, so only
the relative magnitudes of the weights will affect the final spatter con-
centration. Please note that this weighting approach is performed only
for the results presented in Section 4.3 to better mimic the conditions of
the experiment. The authors acknowledge that spatter velocities likely
have a distribution, but it is not known and is assumed to take on the
distribution as it is shown in Table 2 (in Section 2.3).
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