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A B S T R A C T   

Methods to determine the optimal neutron wavelength to maximize detector count rates on small angle neutron 
scattering (SANS) diffractometers at reactor sources is presented. Three experimental methods are used to 
determine the choice of optimal wavelength and collimation combination that maximizes the detector count rate. 
The wavelength optimization methods are applied to two different SANS diffractometers at the NCNR, and all 
methods are found to confirm the optimal wavelength of approximately 9.5 Å ± 0.5 Å for optically thin samples. 
The optimum wavelength is shifted by the wavelength-dependence of the sample transmission to 8.5 Å ± 0.5 Å 
for thicker absorbing samples or 6.5 Å ± 0.5 Å if the amount of multiple scattering needs to be minimized to limit 
scattering curve distortions. The same optimization methods can be applied to SANS diffractometers at other 
reactor facilities.   

1. Introduction 

Pinhole-type SANS diffractometers [1] measure the scattered radia-
tion intensity as a function of momentum transfer, q, to characterize the 
fluctuations in scattering density in samples. The range and resolution of 
q required for a measurement depends upon the shape of the scattering 
intensity profile for the sample under study. The materials studied range 
widely from fluctuations in soft matter, such as microemulsions, poly-
mer, and biological macromolecules, to features in hard materials such 
as alloys, ceramics, and magnetic systems. The typical diffractometer 
can measure a q-range that characterizes features from 1 nm to 100 nm 
in size, and it is key that high precision intensities are measured over this 
range. These intensities can vary by more than 10 orders in magnitude, 
with the lower bound limited by background scattering. Maximizing the 
incident intensity is important. 

At reactor neutron sources, there are a variety of optical elements 
used to tailor the scattering experiment. Helical neutron velocity se-
lectors (NVS) [2], by changing the rotation speed of the selector, are 
often used to choose a given mean neutron wavelength, λ, from the 
broad range of available values, typically 4 Å to 20 Å. The diffractom-
eters themselves change the measured scattering angle θ by varying the 
source-to-sample apertures distance, L1, by neutron guides insertion and 

by varying the sample-to-detector distance L2, achieved by moving a 
two-dimensional (2-D) detector continuously on rails. Thus, the same 
momentum transfer q-range with the same q-resolution can be measured 
using several different combinations of wavelength and diffractometer 
distances and aperture sizes, and exploring the optimized wavelength 
setting is the purpose of this paper. 

When compared to similar X-ray diffractometers, SANS diffractom-
eters typically produce much lower count rates due to a much weaker 
radiation source. To increase the neutron count rates, the q-resolution is 
often relaxed allowing much broader wavelength distributions and less 
tightly collimated beams than found on X-ray diffractometers. In addi-
tion, the SANS diffractometers are physically quite large with count 
rates scaling roughly with the illuminated sample area. This paper ex-
plores how the choice of mean wavelength can be optimized to further 
increase the detector count rate. The second paper in this series explores 
optimization involving diffractometer lengths and aperture sizes [3]. 

SANS diffractometers typically have circular source and sample ap-
ertures having diameters D1 and D2, respectively, and a collimation 
geometry as shown in Fig. 1 Typically, a single 2-D detector is placed on 
rails to allow for continuous adjustability of the distance L2 and the 
detection area is usually square with a pixel size ΔD. The beam is blocked 
by a circular beam stop slightly larger than the beam diameter DB placed 
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just before the detector. The collimation distance, L1, is changed in 
discrete steps by neutron guide element insertions downstream of the 
NVS. 

For scattering with azimuthal symmetry, the 2-D detector data are 
radially-averaged where all pixels having a radial distance R with 
respect to the beam center in the range Ri – ΔR/2 ≤ R ≤ Ri + ΔR/2 are 
binned together in the same ith bin. The momentum transfer corre-
sponding to this bin is 

qi =
4π
λ sin(θi / 2) ≅ 2πRi

λL2
[1]  

where θi is the scattering angle. For a sample of uniform thickness, the 
scattering probability and the intensity on the detector are proportional 
to the sample thickness and the detector count rate collected in the ith 
bin is 

CD(qi)= ϵDIBdsTsΔΩi
dΣ
dΩ (qi) [2]  

where εD is the detector efficiency, ds and Ts are the sample thickness and 
transmission, respectively, IB is the beam current incident on the sample, 
ΔΩi is the solid angle of the detector annulus, and dΣ/dΩ(q) is the 
macroscopic scattering cross-section of the sample. To minimize 
counting statistical errors, the goal is to maximize the detector count 
rate CD collected over the same q-range qi – Δq/2 ≤ q ≤ qi + Δq/2 for a 
given sample. The solid angle collected within the ith annulus is then ΔΩi 
≅ 2πRi ΔR/L22 = λ2Δqqi/2π. The same q-range can be covered by the 2-D 
detector by varying L1 and L2 (inversely proportional to the wavelength 
λ) as long as the source and sample aperture diameters, D1 and D2 remain 
unchanged. Thus, we can set up the diffractometer in multiple equiva-
lent configurations that cover an identical q-range with identical q-res-
olution simply by changing the wavelength λ and distances L1 and L2 in 
tandem. Falcao et al. [4] used similar measurements to optimize beam 
current under identical q-range and q-resolution conditions, but they 
studied optimizing both symmetric (L1 = L2) and asymmetric (L1 ∕= L2) 
flight path geometries by keeping the wavelength λ, sample-to-detector 
distance L2 and beam size DB constant and changing only the 
source-to-sample distance L1 and source and sample aperture sizes D1 
and D2 in tandem. 

The neutron source is relatively uniform in brightness across the area 
of the guide and divergence angle, so the beam current on the sample is 
given approximately by 

IB ≅ A1A2
L2

1
ΔλϵDTG(L1)P(λ) [3]  

where A1 and A2 are the source and sample aperture areas, Δλ is the 
wavelength bandwidth passed by the NVS, TG(L1) is a parameter that 
varies from 0 to 1 that accounts for guide transport losses caused by 
upstream gaps in the guide, and P is the moderator source brightness in 
units of cm−2s−1sr−1Å−1. TG can be calculated using acceptance dia-
grams [5] and has been measured using Eq. (3) and found to vary be-
tween 0.8 and 1 for the diffractometers used in this study. After 

eliminating factors that do not depend upon wavelength, the detector 
count rate CD can be related to both the beam current IB and the 
observed source brightness P [6,7] as 

CD(qi)
dSTS

∝ λ2ϵDIB∝λ5ϵDTG(L1)P(λ) [4] 

Consequently, we have three independent experimental measures, 
CD, IB and P(λ), to quantify wavelength dependence of the instrument 
performance. 

A typical SANS diffractometer views a moderator around a neutron 
reactor source, with the neutrons transported along a neutron guide to 
the instrument. Often a localized cryogenically cooled moderator is 
placed within the view of the neutron guide, which shifts the spectrum P 
(λ) to longer wavelengths producing a gain in brightness for cold neu-
trons. Ideally, the cryogenic moderator will shift the spectrum to follow 
a Maxwellian spectrum corresponding to the temperature of the 
moderator [8]. In practice the observed spectrum shape as seen by the 
instrument is distorted by the wavelength dependence of a number of 
factors: i) absorption cross-section proportional to wavelength within 
the moderator preferentially attenuating long wavelength neutrons, ii) 
neutrons leave the cold moderator without reaching thermal equilib-
rium, iii) instrument components, such as neutron windows and air 
paths, shift the wavelength spectrum by Bragg diffraction, absorption 
and other scattering processes, and iv) optical transmission losses from 
neutron guides produced by incomplete reflectivity or missing sections 
or cuts in the guide. 

2. Wavelength optimization measurements 

2.1. Beam brightness and guide losses 

By removing the neutron velocity selector (NVS) from the beam and 
placing a chopper at the sample position to pulse the beam, the 
wavelength-dependent beam brightness P(λ), as transmitted to the in-
strument’s detector, can be directly measured by time-of-flight (TOF). 
For the VSANS diffractometer [9], the NVS is easily translated out of the 
beam. However, the factor of 5–10 increase in flux in the collimation 
section of such measurements requires prior attention to radiation safety 
issues that may result. In prohibitive cases, and for other SANS diffrac-
tometers where the NVS is not so easily removed, the beam brightness 
curve may be measured from the beam current IB using Eq. (3) using a 
step-wise scan of the velocity selector wavelengths. 

The NIST reactor, first generation liquid hydrogen (LH2) cold source, 
and neutron guides are described in detail in Ref. [7], and for the second 
LH2 cold source in Refs. [10,11]. The optical component design is largely 
described for the VSANS diffractometer by Ref. [9] and the NG-Bu 
30m-SANS diffractometer by Refs. [7,11]. The main differences be-
tween the instruments are that the VSANS diffractometer uses a straight 
guide, NG-3, with a Be and Bi crystalline filter and the NG-Bu 30m-SANS 
diffractometer uses a curved guide, NG-Bu, for filtering. 

For the NG-Bu 30m-SANS diffractometer, the beam brightness was 
measured via neutron time-of-flight (TOF) measurements prior to the 
instrument’s installation [11]. The hydrogen cold source wavelength 
distribution was calculated from those same TOF measurements com-
bined with simulations of the NG-Bu guide transmission. A similar 
procedure was used to measure the brightness curve P(λ) on the VSANS 
instrument by placing a chopper at the sample position with signal 
recorded from the instrument’s 3He tube detectors 19.3 m downstream. 
This measurement was made with the cooled Be–Bi filter in the beam but 
with the NVS translated out of the beam. All nine guides were inserted. 
The pulse frequency was 16.67 s−1 with wavelength resolution 0.1 Å at 
full-width at half-maximum (fwhm). Fig. 2 shows the measured 
brightness, fit to the following expression, and scaled by λ5 to be pro-
portional to detector count rate, CD/TS, in Eq. (4). 

Fig. 1. Schematic of a pinhole SANS diffractometer’s beam collimation.  
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ϵDP(λ)∝F(λ) ≡
(
1 − e−ADλ)e−λAL

λ4
T

λ5e−λ2
T/λ2

[5]  

where the first term containing AD accounts for the detector efficiency, 
the second term containing AL represents attenuation processes and the 
third and fourth terms with λT represent a Maxwellian distribution with 
λT = (949.3 KÅ2/TC)1/2 = 6.84 Å, where TC = 20.3 K at pressure of 0.1 
MPa (1 bar) is the boiling temperature of liquid hydrogen. Note the 
potential long-wavelength (λ ≫ λT) gain, G, from a cold moderator 
having temperature TC over an ambient temperature moderator of 
temperature TM, is G ∝ TM2 /TC2. The idealized gain for the NCNR cold 
source having an operating cold moderator temperature TC = 20.3 K and 
heavy water moderator temperature TM = 320 has G ≅ 250, but the 
actual gain is somewhat less due to incomplete neutron moderation 
within the cold moderator and other attenuation losses. For example, at 
the Institut Laue-Langevin (ILL) in Grenoble, France, the measured cold 
moderator gain is 80–100 at λ ≥ 10 Å [12]. We estimate the gain with 
the current cold moderator at the NCNR at long wavelengths to be 
around 50 to 60. The VSANS and 30m-SANS instruments’ detector ef-
ficiencies have AD = 0.365 Å−1 and 0.370 Å−1, respectively. The VSANS 
data fit Eq. (5) best over the wavelength range 10 Å ≤ λ ≤ 14 Å with AL 
= 0.14 Å−1. The measured curve peaks at a wavelength λ ≈ 9.7 Å. The 
Be-filter removes most neutrons having wavelength λ < 4 Å by Bragg 
diffraction. Bragg scattering from large Bi grains a few cm in size also 
produce localized dips in the spectrum at λ < 7.9 Å, the Bragg cut-off for 
Bi. The guide transmission will be higher at longer wavelengths. 

During guide transport parts of phase space at large beam divergence 
are preferentially lost. Often the dominant loss is caused by gaps in the 
guide path located between the moderator source and the source aper-
ture and can be calculated using acceptance diagrams [5]. The largest 
gap is usually located at the velocity selector position. Losses caused by 
guide gaps are independent of wavelength but depend upon the beam 
divergence. Significant additional losses are often found to occur from 
guide section misalignment. Wavelength dependent losses can also 
occur whenever the beam divergence exceeds the critical angle of the 
mirror surface or from nonspecular scattering from supermirror 

surfaces. 
The guide lost parameter TG can be measured by taking the ratio of 

the beam current measured with instrument guides inserted and again 
without any guides where all possible ray paths collimated by the source 
and sample apertures avoid the guide gaps, and weighting both by the 
terms A1, A2, and L1 in Eq. (3). Fig. 3a shows both the calculated and 
measured TG for the VSANS diffractometer, with the lost limited to the 
range of 0.8–1.0. To check for possible guide misalignment, we routinely 
measure the guide loss parameter on all SANS diffractometers. Fig. 3b 
shows the variation in time. The combination of the translation motor 
vibrations and gravity is believed to drive the misalignment process of 
the vertical alignment screws with time. By adding a new locking 
mechanism to the alignment fixture in 2018, this recurring problem has 
now been resolved. 

2.2. Fixed q-range methods 

By choosing a series of instrument configurations that cover an 
identical q-range with the same q-resolution, we can compare both the 
beam current on the sample, IB, and the count rate on the detector, CD, 
obtained on test samples. The necessary choices made here are some-
what similar to what Falcao et al. [4] used to test beam optimization of 
collimation distances L1 and L2. For wavelength λ optimization, we fix 
the aperture diameters, D1 and D2, and the beam diameter, DB. The ratio 
L1/L2 is also kept constant. For constant q, we then keep the quantity L1λ 
constant. Table 1 lists the available choices for L1 for both diffractom-
eters. With one guide, NG = 1, inserted, the wavelength was set at λ =
4.8 Å on the VSANS diffractometer and λ = 3 Å and 5 Å on the NG-Bu 
30m-SANS diffractometer. The wavelengths were then scaled by η for 
each change in number of guides NG and associated L1 and L2 distances 
as listed in Table 1. The q-range for the λ = 5 Å is shifted by a factor of 
3/5 to smaller q than the λ = 3 Å data set, but the associated data set for 
either IB or CD can be rescaled vertically by a single value to place on a 
master curve. 

Both diffractometers utilize rotating helical NVSs, which provide a 
triangular neutron velocity distribution with mean wavelengths over a 
broad range that depend on the rotational speed, and a fixed fwhm 
wavelength spread, Δλ/λ. On the VSANS instrument the available 
wavelength range is 4.5 Å ≤ λ ≤ 9.2 Å and 12.7 Å ≤ λ ≤ 19.3 Å with a 
spread Δλ/λ = 12.5 %. On the NG-Bu 30m-SANS diffractometer with the 
selector axis tilted to lower the resolution, the wavelength range is 
extended lower to 3 Å ≤ λ ≤ 20 Å with a spread Δλ/λ = 25.6 %. Fig. 4a 
shows both the q-range and the standard deviation of the q-resolution σq 

Fig. 2. The measured neutron time-of-flight (TOF) spectrum P(λ) (line) 
rescaled by wavelength to the fifth power for the VSANS diffractometer. The 
data is smoothed with a 20-point moving average for clarity. The standard error 
in the wavelength determination is 0.1 Å. Dashed curve represents a fit to F(λ) 
defined in Eq. (5) with fit parameter AL = 0.14 Å−1 and fixed parameters λT =
6.84 Å and AD = 0.365 Å−1. 

Fig. 3a. Measurement of guide losses TG dependence with guide insertion on 
VSANS instrument as calculated from acceptance diagrams, and as measured at 
wavelengths of λ = 5 Å, 6 Å, and 8 Å. 
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calculated using section 2 from Ref. [13], for the 24 different instrument 
configurations where three groups of eight configurations have nearly 
equivalent range and resolution. 

The beam current, IB, was measured for each instrument configura-
tion directly using the 2-D detector by removing the beam stop and 
attenuating the beam with a variable thickness plastic attenuator. The 
count rates were then corrected for attenuation using a table of 
wavelength-dependent attenuation values. The scattering was measured 
from three strong scattering samples: poly tetrafluoroethylene (PTFE) 
that scatters primarily following a Porod law I(q) ∝ q−4, a porous silica 
sample having scattering that follows both a Porod law at smaller q 
which transitions to the Guinier law I(q)∝e−q2R2

G with a Guinier radius of 
RG = 33 Å ± 1 Å at larger q, and a glassy carbon sample that scatters 
following a Guinier law with RG = 10 Å ± 1 Å over the measured q- 
range. Fig. 4b plots the scattering results for the three samples for the 
eight instrument configurations taken on NG-Bu 30m-SANS starting at λ 
= 5 Å, which all overlap. The measured sample transmissions obtained 
by summing over the entire detector or over the area of the direct beam 
are plotted in Fig. 4c. The sample transmission using whole detector area 
was used in the data analysis since it mitigates multiple scattering 
scaling corrections [15], resulting in somewhat better overlap of the 
data sets in Fig. 4b. The glassy carbon sample showed the strongest 
wavelength dependence of TS, which is dominated by multiple 
small-angle neutron scattering (MSANS). Multiple scattering can cause a 
change in the measured scattering curves, both in shape and vertical 
scale, as plotted in Fig. 4b. The change in scattering will also affect the 
measured detector count rate CD in Eq. (2). If the measured sample 
transmission excludes the scattered signal, the measured scattering 
curves dΣ/dΩ(q) will be increased, sometimes quite significantly, over 
all values of q while if the transmission includes all the scattering signal 
the scattering curves will be decreased over all q [14,15]. By choosing to 
determine the sample transmission by summing over the entire detector, 
changes in the vertical scale of the scattering curves caused by multiple 
scattering are mitigated, but distortion in the shape of the curve remains. 
Samples that produce excessive multiple scattering should be avoided. 

By choosing samples with very different scattering pattern shapes 
and strength of scattering, we tested whether the differences would 
affect the optimization results. Fig. 5a and Fig. 5b show the measure-
ment results for the VSANS and NG-Bu 30m-SANS diffractometers, 
respectively. The detector count rate CD is obtained by summing over the 
entire 2-D detector. Table 2 lists the parameters used to rescale the 
vertical scale to produce the best overlap of the data from the different 

Fig. 3b. Variation with time of the guide losses TG caused by guide misalign-
ment. Measurements were made at λ = 6 Å for both 30 m SANS and the VSANS 
diffractometers with all guides inserted compared to with none inserted. Ver-
tical lines indicate when the instrument’s guides were realigned, restoring in-
strument performance. Ray tracing calculations predict TG = 0.64 on guide NG- 
7 and 0.79 on guide NG-Bu for the 30 m SANS diffractometers. 

Table 1 
List of distances from source-to-sample apertures L1 and sample-to-detector L2 
and ratio of wavelengths η depending upon number of guides NG inserted (value 
of L1) for both VSANS and NG-Bu 30m-SANS diffractometers measurements.  

Diffractometer VSANS VSANS VSANS NG-Bu NG-Bu NG-Bu 

NG L1 (m) L2 (m) η=λN/λ1 L1 (m) L2 (m) η=λN/λ1 
1 21.37 20.06 1 14.72 13.17 1 
2 19.56 18.36 1.09 13.17 11.78 1.12 
3 17.62 16.53 1.21 11.62 10.40 1.27 
4 15.62 14.65 1.37 10.07 9.01 1.46 
5 13.61 12.77 1.57 8.52 7.02 1.73 
6 11.61 10.89 1.84 6.97 6.24 2.11 
7 9.60 9.00 2.20 5.42 4.85 2.72 
8 7.60 7.12 2.82 3.87 3.46 3.80 
9 5.59 5.23 3.83     

Fig. 4a. Plot of the q-resolution σq for all 24 instrument configurations listed in 
Table 1. Note that the q-resolution is nearly identical for each group of eight 
scaled configurations using the same color symbols, where L1 ∝ L2 ∝ 1/λ is used 
to keep q-resolution nearly constant. 

Fig. 4b. Plot of the scattering obtained on an absolute scale for the three 
samples measured. Plot contains eight separate measurements of each sample 
using eight different instrument configurations using NG-Bu 30m-SANS 
diffractometer with wavelength range 5.0 Å ≤ λ ≤ 19.03 Å as listed in Table 1. 
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samples and methods to produce a separate master curve for each in-
strument. The parameters account both for differences in the pro-
portionalities found in Eq. (4), and to combine two different q-ranges in 
a single figure for instrument NG-Bu for Fig. 5b. The VSANS diffrac-
tometer’s brightness curve appears to be shifted to slightly higher 
wavelength, by possibly 1 Å, but otherwise has the same general shape 
as the other methods. To double the number of points for the NG-Bu 
30m-SANS diffractometer shown in Fig. 5b, the measurements were 
made at two different wavelengths in each instrument configuration 
requiring a separate vertical rescaling for each data set having equiva-
lent q-range and as listed in Table 2. The data sets all overlap acceptably 
well with a peak performance near λ = 9.0 Å ± 0.5 Å. 

3. Sample thickness and transmission considerations 

To maximize the detector count rate CD as shown in Fig. 5 we need to 
multiply by the sample thickness and transmission dSTS, which can alter 
the wavelength dependence. The transmission follows TS(λ) = e−dSΣtot(λ), 
where Σtot is the total macroscopic cross-section of sample. The quantity 
dSTS is maximized when dS = 1/Σtot. When the sample thickness chosen 
is much thinner than the ideal case such that dS ≪ 1/Σtot, or if the total 
cross-section Σtot is independent of wavelength, the optimization re-
mains as represented in Fig. 5. But the neutron absorption cross-section 
varies as Σa = Baλ, which dominates the total cross section in many 
magnetic or metallurgical materials. In soft matter studies, the solution 
is often composed primarily of either D2O, H2O, or other deuterated or 
hydrogenated organic solvents. To show the effect of the total cross- 
section Σtot on the optimization procedure, the measured brightness 
spectrum εDP(λ) is multiplied by 1/(eΣtot) for four representative ma-
terials: Fe, D2O, H2O and a sample exhibiting MSANS and is plotted in 
Fig. 6. The total cross section for Fe and H2O can be approximated by 
linear terms: for Fe: Σtot ≅ Σa = Baλ = 9.13 × 10−3 Å−1mm−1 × λ, and 
for H2O: Σtot ≅ 0.412 mm−1 + 0.039 Å−1mm−1 × λ. For MSANS, the 
scattering follows Σtot ∝ λ2. The D2O cross-section has a more compli-
cated wavelength dependence and tabulated experimental values from 
Ref. [16] are used. For D2O the peak position at λ = 9.5 Å ± 0.5 Å is not 
shifted noticeably since the minimum in the total cross-section, Σtot, 

Fig. 4c. Plot of the measured sample transmission versus wavelength. Trans-
missions used in data reduction were determined by summing over the whole 
detector (solid symbols). For comparison purposes, transmissions determined 
by summing over a small area including only the direct beam are shown as 
open symbols. 

Fig. 5a. Plot combining the data from the three methods used to estimate the 
wavelength dependence of the detector CD/TS for a fixed q-range and q-reso-
lution for the VSANS diffractometer: i) TOF spectrum (curve) λ5εD P(λ), ii) beam 
current λ2εDIB (circles) and iii) 2-D detector count rates CD/TS summed over 
entire detector for PTFE (squares), 35 × glassy carbon (triangles) and 7 ×
porous silica (diamonds). After vertical rescaling, all three types of measure-
ments show similar wavelength dependence. 

Fig. 5b. Plot of data taken on the NG-Bu 30m-SANS diffractometer combining 
two ways of estimating the wavelength dependence of the detector count rate: 
i) wavelength weighted beam current λ2IB (circles) and ii) detector count rates 
CD/T summed over entire detector for PTFE (squares), glassy carbon (triangles) 
and porous silica (diamonds) samples. Closed and open symbols correspond to 
wavelengths scaled to one guide at 3 Å and 5 Å, respectively. After vertical 
rescaling, both types of measurements at two independent wavelengths show 
similar wavelength-dependence. 

Table 2 
List of parameters used to rescale data in Fig. 5a (VSANS) and Fig. 5b (NG-Bu) to 
overlay curves. The parameters account for both different scattering strength 
from the three different samples and for the two different sets of eight config-
urations covering different q-range on NG-Bu. The wavelength used with one 
guide inserted is labeled λ1.  

Instrument λ1 IB CD (PTFE) CD (glassy 
carbon) 

CD porous carbon 

VSANS 4.8 Å 1 1 35 7 
NG-Bu 3.0 Å 1 1 0.31 0.21 
NG-Bu 5.0 Å 2.6 1.15 1.92 0.74  
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occurs near λ = 9 Å and the total cross section is relatively flat in the 
nearby region. The somewhat stronger wavelength-dependence in the 
H2O cross-section shifts the peak to near λ = 9.0 Å ± 0.5 Å. Materials 
with substantial absorption cross sections, such as Fe, shift the peak to λ 
= 8.5 Å ± 0.5 Å. Materials that scatter strongly by MSANS, creates the 
largest shift of the peak to λ = 6.5 Å ± 0.5 Å 

The effect of choosing both sample thickness, dS, and wavelength, λ, 
away from the optimal conditions can be visualized in Fig. 7 for D2O. 
The sample thickness is often chosen to be thinner than the optimal 
value: dS < 1/Σtot to either reduce the amount material needed if 
expensive or difficult to obtain, to minimize multiple scattering artefacts 
in the data, or to slightly improve the strength of the scattering signal 
above the flat incoherent background found in hydrogenated solvents. 

The fraction of the scattering that scatters multiple times is propor-
tional to the scattering power τ ∝ dSλ2. For introductory descriptions of 
the MSANS process see for example [14,15]. To minimize the amount of 
multiple scattering the sample thickness or wavelength can both be 
reduced. The dashed curves in Fig. 7 all represent conditions of constant 
scattering power τ with relative power labeled by factors of 2. The “X” 
symbols mark the position on the dashed curves where detector count 
rate is maximized. Note that the optimized path for reducing multiple 
scattering primarily proceeds by reducing the sample thickness first, and 
secondly by reducing the wavelength. 

For samples where the SANS signal is weak when compared to the 
incoherent flat background, increasing the signal-to-noise (S/N) ratio 
often has a stronger improvement on data accuracy then the count rate. 
The background scattering obtained from liquid samples can sometimes 
be lowered by using samples thinner than the ideal dS = 1/Σtot, where TS 
= 1/e. For samples where the dominant background is from incoherent 
scattering, the thickness dependence of the background, or noise, can be 
estimated to follow [17]. 

dΣinc

dΩ (q) ≅
1

4π
(1 − Tinc)

dsTinc
[6]  

where Tinc is the sample transmission dominated by incoherent scat-
tering. By using a thinner sample, the background dΣinc/dΩ can be 
reduced somewhat. Multiple incoherent scattering also enhances the 
forward scattering by a further factor described in Ref. [18]. For 
example, by reducing the D2O sample thickness dS from the optimal 17 
mm–5 mm, the background is reduced by a combined factor of 0.68 ×
0.82 = 0.56. A similar improvement in the background can be made by 
reducing the H2O sample thickness from the optimal 1.33 mm–0.4 mm. 

Another consideration is the wavelength dependence of the back-
ground. Using Eq. (6), the wavelength dependence of the incoherent 
cross-section can also be estimated for both H2O and D2O. By changing 
the wavelength from 6 Å to 9 Å, the background for H2O is calculated to 
increase by 24 %. But for D2O is found to decrease by −26 %. Fortu-
itously, the local minima to the total cross-section for D2O is near λ =
9.5 Å. Thus, considering both the wavelength and sample thickness 
dependence of the background, a higher S/N ratio will be achieved for 
H2O using both a thickness of 0.5 mm and wavelength λ = 6 Å. After 
considering the wavelength dependence, the highest S/N is still ob-
tained with D2O at λ = 9.5 Å with sample thickness of 5 mm. For 
polycrystalline samples, double Bragg scattering background can be 
avoided by choosing a wavelength large enough to avoid Bragg scat-
tering [18]. 

4. Conclusions 

Three methods for determining the optimal wavelength to maximize 
detector count rates are presented. Instrument configurations are chosen 
such that the q-range covered by the 2-D detector is kept constant by 
having wavelength inversely proportional to instrument length: λ ∝ 1/ 
L1 ∝ 1/L2. The three measures are i) measure detector count rate inte-
grated over the entire 2-D detector, ii) measure the beam current IB on 
sample weighted by λ2, iii) measure beam brightness εDP for all wave-
lengths simultaneously via TOF by removing the NVS weighted by λ5. 
The chosen samples for the measurement should not scatter too strongly 
to avoid excessive multiple scattering, particularly at the longest 
wavelengths. 

The observed optimal wavelength for both the VSANS and NG-Bu 

Fig. 6. The vertical scale is proportional to the predicted detector count rate CD 
on the VSANS diffractometer for three representative materials: D2O, H2O, Fe 
(Ba = 9.13 × 10−3 Å−1mm−1), and samples whose scattering is dominated by 
MSANS. The sample thickness is chosen such that dS = 1/Σtot. Note that for Fe, 
Σtot ≅ Σabs ∝ λ and for MSANS Σtot ≅ ΣSAS ∝ λ2. 

Fig. 7. Contour plots on the VSANS diffractometer of relative detector count 
rate versus wavelength, λ, and sample thickness, ds, for samples containing D2O 
solvent. Contour intensities are normalized to unity at the maximum repre-
sented by large circle. Short dash line corresponds to ideal sample transmission 
TS = 1/e. Long-dash lines corresponds to constant scattering power ~ dsλ2. To 
reduce the amount of multiple scattering, follow a dashed curve having a lower 
fraction label (1/2, 1/4 or 1/8) to highest intensity contour which is marked 
with a X. 
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30m-SANS diffractometers at the NCNR is found to be 9.5 Å ± 0.5 Å for 
thin samples, which is shifted to 8.5 Å ± 0.5 Å for thick absorbing 
samples having an ideal sample transmission TS = 1/e. To mitigate 
scattering curve distortions caused by multiple scattering, the optimum 
wavelength is further shifted to 6.5 Å ± 0.5 Å for strong scattering 
samples. Differences in moderator, guide and detector designs at other 
SANS facilities will likely alter the shape of Fig. 5, and 6 and will require 
independent measurements. Most commonly SANS measurements at the 
NCNR have been done at a wavelength of 6 Å. By increasing the 
wavelength to the optimal choice, the count rate can be more than 
doubled for samples containing primarily D2O solvent, increased by 50 
% for H2O solvent and by 25 % for samples dominated by absorption. 

In cases where the scattering is weak when compared to the inco-
herent or other background sources, improving S/N can have a bigger 
impact on data accuracy then improving detector count rate. The opti-
mum wavelength choice then may instead rely on background 
minimization. 
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