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Abstract 
Organizations use simulated phishing awareness training 
exercises to help users identify, detect, and defend against 
the ever-changing phishing threat landscape. Realistic 
phishing emails are used to test users’ ability to spot a phish 
from observable cues. However, much of the prior research 
does not focus on metrics for classifying the saliency of 
these cues. In this research, we analyzed different types of 
cues present in real-world phishing emails. The most com-
mon cues and cue types are presented, along with the fre-
quency of their use in real-world phishing emails. 

1. Introduction 
Organizations within the public and private sectors imple-
ment embedded phishing awareness programs to prepare 
their employees for real-world phishing attacks. As a part 
of these programs, organizations send a simulated phishing 
email to employees to train them to spot a phish during 
low-risk exercises. The NIST Phish Scale (NPS) was cre-
ated for these organizations to provide appropriate user 
context to their phishing awareness training data, typically 
click rates [1,2,3]. The NPS is a method for determining 
how difficult or easy a phishing email is to detect by con-
sidering both the observable characteristics of the email it-
self (cues) and the user context of the email’s recipient 
(premise alignment). The research described here focuses 
on the first component, the cues. 

The NPS identifies 23 cues that are categorized into five 
cue types. While the NPS helps cybersecurity practitioners 
identify which types of phishing emails are harder to de-
tect within their organization, there appears to be a lack of 
research that creates a metric that not only aims at classi-
fying the level of difficulty or identification of detecting 
phishing cues, but also that determines which cues are 
most salient (i.e., which cues are more identifiable and 

which are harder to detect than other cues). Prior work 
related to phishing cues focuses mostly on user detection 
towards specific types of cues or phish campaigns 
[4,5,6,7,8,9] while not addressing the saliency for multiple 
types of cues. Without such a classification, organizations 
face difficulties in assessing which cues impact their em-
ployees the most.  

To this end, a research study was designed to investigate 
whether certain cues are more identifiable than others, and 
if certain cues are more likely to be ignored or not easily 
detected. To conduct this study, researchers first must de-
termine the prevalence and frequency of cues in real-
world phishing emails. Results of this initial examination 
by analyzing a compilation of real-world phishing emails 
are presented in this poster.  

The findings from this work will inform a larger study to 
examine people’s ability to identify different types of cues. 
Ultimately, this research will help organizations better tai-
lor their phishing awareness training and help reduce an 
organization’s security risk while still meeting their organ-
ization’s mission and risk tolerance. 

2. Method 
Several collections of publicly available phishing emails 
(phish bowls) were researched for this investigation. The 
phishing emails contained in the phish bowls were actual 
emails reported to an organization’s information technol-
ogy office as suspicious and verified to be phishing at-
tempts. One of the purposes of phish bowls is to assist end-
users and help community members correctly identify sus-
picious versus safe and secure emails. Three phish bowls 
that included screenshots of the reported phishing emails 
were selected for this study (see Appendix section 7.2 for 
phish bowl considerations). These three phish bowls were 
from Taft College [10], the University of California, Santa 
Cruz [11], and the University of Vermont [12].  

In this analysis, the NPS was applied to emails from the 
phish bowls. Certain properties of an email are required for 
this analysis; however, the screenshots from the phish 
bowls varied in consistency of providing the necessary in-
formation (e.g., missing email headers with sender and 
subject lines). Therefore, we used inclusion criteria to se-
lect a subset of the phishing emails for this study.  
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In our phishing email dataset, 45 out of 82 total possible 
emails met our inclusion criteria, which required the 
screenshots to have email headers, subjects, sender display 
names, sender display addresses, and bodies of text. There 
were an additional 14 emails with these features redacted 
from the image by the phish bowl’s organization. These 
emails were analyzed given the assumption that the inclu-
sion criteria features were present in the original email. As-
sumptions made in analyzing these additional 14 emails 
were: 

• All email and URL hyperlinks were not spoofed and 
directed users to the actual domain name or email ad-
dress depicted in the email. 

• Words in a text box denoting “Click here for file” are 
click-able and allow the end-user to download files. 

• Attachments were present for phishing emails that 
referenced an attachment in the message body. 

• Emails are customized to the targeted recipient’s name 
and reference valid members of the organization. 

Our total dataset from the phish bowls included 59 phish-
ing emails, consisting of the 45 phishing emails that met 
the inclusion criteria, and the 14 emails where assumptions 
were made (see Appendix). 

Three researchers independently rated the 59 emails with 
the NPS. Each email was then designated for two of the 
three researchers to compare individual NPS scores and 
come to a consensus NPS score for that email. The prelim-
inary results for the cue analysis of phishing emails while 
applying the NPS reflect these consensus ratings for the 
phishing email dataset.  

3. Results 
This section provides a summary of the types of cues and 
the most common cues found in the phishing emails 
within our dataset. The five types of cues and their 23 as-
sociated cues from the NPS are listed in Table 1 in the Ap-
pendix. 

3.1 Prevalence of Cues 
The average number of cues in an email was 12.78 cues 
(n=59). The top two cues among phishing emails in our da-
taset were Mimics a work or business process (91.53%) and 
Poses as a friend, colleague, supervisor, authority figure 
(86.44%), both of which are Common Tactic cue types. Six 
of the top ten rated cues were either Language and Content 
(Generic Greeting – 79.66%, Lack of Signer Details - 
61.02%, Sense of Urgency – 47.46%) or Technical Indica-
tor (Domain Spoofing – 72.88%, Sender Display Name and 
Email Address - 47.46%, URL Hyperlinking - 42.37%) cue 
types.  

We also calculated the total number of instances a single 
cue appeared in the 59 emails we studied. This calculation 

includes all instances a cue appears and not just the pres-
ence/absence count of a cue in each of the emails presented 
above. In total, we found 754 instances of cues present in 
the dataset. The total instance count for spelling and gram-
mar irregularities topped the list of cues at 204 (27.06%). 
Five cues accounted for between five and ten percent of 
the total cues in the dataset (Generic Greeting, Domain 
Spoofing, Mimics a work or business process, Poses as a 
friend, colleague, supervisor, authority figure, and Re-
quests for sensitive information). Fifteen cues accounted 
for less than five percent (see Appendix). Two cues were 
not present in the data (Humanitarian appeals and Too 
good to be true offers). 

3.2 Cue Types 
We find that of the five types of cues, four were present in 
at least 90% of the emails we analyzed (n=59): Language 
and Content (100%), Common Tactic (98.31%), Technical 
Indicator (94.92%), and Errors (93.22%). Visual Presenta-
tion Indicator (55.93%) was the least present cue type, ap-
pearing in just over half of the phishing emails. 

Continuing the analysis of the total number cues present 
in the dataset (n=754), we examined these data by cue type. 
The Language and Content cue type had the highest total 
instance of cues in the dataset (30.77%). This was followed 
by Errors (30.11%), Technical Indicator (16.98%), Com-
mon Tactic (14.59%), and Visual Presentation Indicator 
(7.56%) cue types.  

4. Conclusion 
This work presents the first step towards investigating 
whether certain cues are more identifiable than others, and if 
certain cues are more likely to be ignored or not easily de-
tected in phish training exercises. It is important to under-
stand which cues are harder to identify by employees so or-
ganizations can properly perform and assess phishing aware-
ness programs. To accomplish this, there needs to be a metric 
that classifies the level of detection difficulty in identifying 
cues, as well as determining the saliency of cues. Our find-
ings from this retrospective observational study provide a de-
piction of the prevalence and frequencies of cues within real-
world phishing emails from three publicly available phish 
bowls. The collected emails may not be representative of all 
phishing emails, rather are inherently the ones that have been 
detected. Yet, the sample of 59 emails is sufficient to inform 
our larger study in investigating people's ability to identify 
different types of cues.  

5. Disclaimer 
Any mention of commercial products or companies is for 
information only and does not imply recommendation or 
endorsement by the National Institute of Standards and 
Technology, nor does it imply that the products are neces-
sarily the best available for the purpose. 
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7. Appendix 

7.1 Cues and Cue Types 
Table 1 lists the five cue types and 23 cues that are compo-
nents of the NIST Phish Scale [1,2,3]. 

Table 1: NIST Phish Scale cues 

Cue Type Cue 

Error  
Spelling and grammar irregularities  

Inconsistency  

Technical  
indicator  

Attachment type  

Sender display name and email address  

URL hyperlinking  

Domain spoofing  

Visual  
presentation  

indicator  

No/minimal branding and logos  

Logo imitation or out-of-date branding/logos  

Unprofessional looking design or formatting  

Security indicators and icons  

Language and 
content  

Legal language/copyright info/disclaimers  

Distracting detail  

Requests for sensitive information  

Sense of urgency  

Threatening language  

Generic greeting  

Lack of signer details  

Common  
tactic  

Humanitarian appeals  

Too good to be true offers  

You’re special  

Limited time offer  

Mimics a work or business process  

Poses as friend, colleague, supervisor, authority 
figure  

 
7.2 Phish Bowl Emails 
There were multiple considerations that were involved in 
selecting the phish bowls for our phishing email analysis.  
These considerations included: 

• Publicly accessible screenshots of phishing emails 
and not just descriptions or plain text renderings 
of the email’s content.  

• Visible headers (e.g., To:, From:, Subject:).   

• Actual domain where embedded URLs are redi-
rected (i.e., tooltips).  

• Clear and concise embedded images and attach-
ments. 



The three phish bowls used were Taft College (Taft), Uni-
versity of California, Santa Cruz (UCSC), and University of 
Vermont (UV). Table 2 depicts the breakdown of the 59 
emails from these phish bowls, including which emails met 
our inclusion criteria and which emails required specific 
assumptions to be made.  

Table 2: Number of phish bowl emails included in the analysis 

 
Taft UCSC UV Total 

Number of emails 
that met inclusion 
criteria 

22 23 0 45 

Number of emails 
that required as-
sumptions to be 
made 

0 4 10 14 

Total 22 27 10 59 
 
Figures Error! Reference source not found. through Error! Re
ference source not found. are samples of the phishing 
emails that were used in our dataset. 

 

 
 
 
 
 

 
 
 
 
 
 
 

Figure 2. Sample file sharing phish type (UCSC phish 
bowl) 

Figure 1. Sample password reset phish type (Taft phish 
bowl) 



 

 
 

 
 
 
 
 
 
 
 
 
 

 
7.3 Data Tables 
This section presents our results from investigating the 
prevalence of cue types and cues within real-world phish-
ing emails. Tables 3 and 4 list the counts and percentages 
of phishing emails with each cue and cue type present 
(n=59 emails). Tables 5 and 6 list the counts and percent-
ages of the prevalence of cues and cue types in emails 
across the dataset (n=754 cues). 

Table 3: Presence of cue types in phishing emails, ordered from 
cue type in the most emails to cue type in the least emails 

Cue Type 

Number of 
emails in which 
the cue type was 

present 

% of emails in 
which the cue 

type was present 

Language and Con-
tent 

59 100.00% 

Common tactic 58 98.31% 
Technical indicator  56 94.92% 
Errors 55 93.22% 
Visual presentation 
indicator 

33 55.93% 

 

Table 4: Presence of cues in phishing emails, ordered from cues 
in the most emails to cues in the least emails 

Cue Cue Type 

Number of 
emails in 
which the 
cue was 
present 

% of 
emails in 
which the 
cue was 
present 

Mimics a work 
or business pro-
cess 

Common 
tactic  54 91.53% 

Poses as a friend, 
colleague, super-
visor, authority 
figure 

Common 
tactic  

51 86.44% 

Spelling and 
grammar irregu-
larities  

Errors  
50 84.75% 

Generic greeting Language 
and con-

tent 
47 79.66% 

Domain spoofing Technical 
indicator 

43 72.88% 

Figure 3. Sample job announcement phish type (UCSC phish 
bowl) 

Figure 4. Sample direct deposit phish type (Taft phish 
bowl) 

Figure 5. Sample account termination phish type (UV phish 
bowl) 



Cue Cue Type 

Number of 
emails in 
which the 
cue was 
present 

% of 
emails in 
which the 
cue was 
present 

Lack of signer 
details 

Language 
and con-

tent 
36 61.02% 

Sender display 
name and email 
address 

Technical 
indicator 28 47.46% 

Sense of urgency  Language 
and con-

tent  
28 47.46% 

URL hyperlink-
ing 

Technical 
indicator 

25 42.37% 

Unprofessional 
looking or design 

Visual 
presenta-
tion indi-

cator  

25 42.37% 

Request for sen-
sitive infor-
mation 

Language 
and con-

tent 
20 33.90% 

Inconsistency  Errors 17 28.81% 
Legal lan-
guage/copyright 
info/disclaimers 

Language 
and con-

tent 
13 22.03% 

Threatening lan-
guage 

Language 
and con-

tent 
13 22.03% 

Attachment type Technical 
indicator 

9 15.25% 

Distracting De-
tail 

Language 
and con-

tent   
8 13.56% 

Logo imitation or 
out-of-date 
branding logos 

Visual 
presenta-
tion indi-

cator 

7 11.86% 

No/minimal 
branding and 
logos 

Visual 
presenta-
tion indi-

cator   

5 8.47% 

Security indica-
tions and icons 

Visual 
presenta-
tion indi-

cator 

3 5.08% 

Cue Cue Type 

Number of 
emails in 
which the 
cue was 
present 

% of 
emails in 
which the 
cue was 
present 

Limited time of-
fer  

Common 
tactic 

3 5.08% 

You're special  Common 
tactic 

2 3.39% 

Humanitarian 
appeals  

Common 
tactic 

0 0.00% 

Too good to be 
true offers 

Common 
tactic 

0 0.00% 

 

Table 5: Prevalence of cue types in phishing emails, ordered 
from the most cue types across emails to least cue types across 
emails 

Cue Type 

Number of in-
stances of each 
cue type across 

emails 

% of instances of 
each cue type 
across emails 

Language and Content 232 30.77% 

Errors 227 30.11% 

Technical indicator  128 16.98% 

Common tactic 110 14.59% 
Visual presentation in-
dicator 

57 7.56% 

Table 6: Prevalence of cues in phishing emails, ordered from the 
most cues across emails to least cues across emails 

Cue Cue Type 

Number of 
instances of 

each cue 
across 
emails 

% of in-
stances of 
each cue 

across 
emails 

Spelling and 
grammar irregu-
larities  

Errors 
204 27.06% 

Generic greeting Language 
and content 

71 9.42% 

Domain Spoof-
ing 

Technical 
indicator  

57 7.56% 

Mimics a work 
or business pro-
cess  

Common 
tactic  54 7.16% 



Cue Cue Type 

Number of 
instances of 

each cue 
across 
emails 

% of in-
stances of 
each cue 

across 
emails 

Poses as a friend, 
colleague, super-
visor, authority 
figure  

Common 
tactic  

51 6.76% 

Requests for sen-
sitive infor-
mation 

Language 
and content 47 6.23% 

Unprofessional 
looking design 
or formatting  

Visual 
presentation 

indicator 
36 4.77% 

Lack of signer 
details  

Language 
and content  

36 4.77% 

Sense of urgency  Language 
and content 

35 4.64% 

URL hyperlink-
ing  

Technical 
indicator  

34 4.51% 

Sender display 
name and email 
address  

Technical 
indicator   28 3.71% 

Inconsistency  Errors 23 3.05% 
Threatening lan-
guage  

Language 
and content 

18 2.39% 

Legal lan-
guage/copyright 
info/disclaimers  

Language 
and content 16 2.12% 

Logo imitation 
or out-of-date 
branding/logos  

Visual 
presentation 

indicator 
12 1.59% 

Attachment type  Technical 
indicator   

9 1.19% 

Distracting detail Language 
and content 

9 1.19% 

No/minimal 
branding and 
logos  

Visual 
presentation 

indicator  
5 0.66% 

Security indica-
tions and icons 

Visual 
presentation 

indicator 
4 0.53% 

Limited time of-
fer  

Common 
tactic 

3 0.40% 

You're special Common 
tactic 

2 0.27% 

Humanitarian 
appeals  

Common 
tactic 

0 0.00% 

Cue Cue Type 

Number of 
instances of 

each cue 
across 
emails 

% of in-
stances of 
each cue 

across 
emails 

Too good to be 
true offers  

Common 
tactic 

0 0.00% 

 


