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Toward Opportunistic Radar Sensing
Using Millimeter-Wave Wi-Fi

Jian Wang , Jack Chuang , Samuel Berweger , Camillo Gentile , and Nada Golmie

Abstract—Sensing with communication waveforms has drawn
growing interest thanks to the ubiquitous availability of wire-
less networks. However, the required sensing resources may not
always be available in a communication system. In addition, the
communication system may have limited bandwidth, beamwidth,
and transmit power, which could limit the sensing accuracy. To
investigate such challenges, in this article, we study the feasibil-
ity of using the sector-level sweeping (SLS) procedure of IEEE
802.11ad to provide opportunistic indoor radar sensing service,
which is vital to smart Internet of Things (IoT) applications.
In particular, we design a framework to estimate the target’s
spatial position with respect to delay and angle by employ-
ing the multiple signal classification (MUSIC) super-resolution
algorithms. We conduct an extensive performance evaluation to
understand the tradeoffs between sensing accuracy and required
sensing resources in terms of system configurations (e.g., antenna
array size and the overlapping of neighboring beams) and the
impact of signal-to-noise ratio (SNR). Furthermore, based on
the human multipath reflections captured from a real-world
measurement campaign, we reconstruct the sensing channel,
investigate the feasibility of monitoring the gesture behavior in a
smart home environment, and discuss some findings and insights.

Index Terms—Edge processing, Internet of Things (IoT) appli-
cations, mmWave, opportunistic radar sensing, Wi-Fi sensing.

I. INTRODUCTION

PERFORMING sensing using communication waveforms
has drawn growing interest recently, as sensing and

communication can share common hardware modules, sig-
nal processing modules, as well as achieve efficient spectrum
usage by using the same waveform for both purposes [1]. The
same waveform used to deliver information to the intended
receiver could also be used to illuminate the target to carry out
sensing tasks by collecting and analyzing the scatterings from
the target. To this end, channel estimation is essential to both
sensing and communication components. In a communication
system, channel estimation is the key to mitigating the impact
of the frequency selective fading and Doppler effect to enable
reliable communication. Meanwhile, channel estimation can
be a viable method to detect and track sensing targets. With
the ubiquitous availability of wireless networks, various smart-
world Internet of Things (IoT) applications (smart cities, smart
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homes, smart manufacturing, smart transportation, etc.) could
be supported by the omnipresent sensing capability [1], [2],
[3], [4], [5], [6], [7], [8].

Some existing research efforts have been conducted to
investigate using commercial wireless standards to support
various real-world IoT applications, such as vehicular range
and speed detection [9], human activity recognition [10], [11],
and environment monitoring [12], among others. These stud-
ies mainly focused on accomplishing a given sensing task,
assuming the required sensing resource is always available
without taking the communication performance into consid-
eration. On the other hand, opportunistic sensing is a viable
approach to enable simultaneous sensing and communication
and have minimum impact on the performance of the existing
communication system. The key idea of opportunistic sensing
is to discover sensing possibilities with the existing communi-
cation protocols and procedures, aiming to obtain the sensing
service “free” or at a very low cost in terms of resource usage.

However, designing effective opportunistic sensing needs
to address several challenges. First, since the waveforms are
designed with only communication performance in mind, the
signal may have limited bandwidth, low signal power at the
sensing receiver, and the nonideal range–Doppler ambiguity
function [1], which could affect sensing performance. Second,
to fulfill certain communication tasks, the sensing resources
could be limited by availability, for example, the data flow is
scheduled in an on-demand fashion. Thus, it is critical to not
only consider the minimum sensing requirements to support
a given application but also to design efficient and effective
sensing algorithms to maximize sensing performance.

One essential sensing task is target localization, i.e., tar-
get range and angle estimation. The conventional approach
to estimate range is to detect peaks in the delay profile
of the matched filter output, each corresponding to paths
scattered from distinct ambient objects. However, the delay
resolution can be limited by the signal bandwidth B with
�t ≥ 1

B . Similarly, when identifying the signal direction, the
angle resolution will be limited by the beamwidth if using
the direction information of the highest power beam. Using
IEEE 802.11ad single carrier (SC) signal (1.76-GHz band-
width) as an example, the achievable 2-way delay resolution
is 0.57 ns, corresponding to 8.5-cm range resolution. Also,
with a 16-element uniform linear array (ULA), the achievable
angle resolution is 6.4◦, which may not be sufficient for some
medium range (> 0.5 m) or large range ( > 2 m) applications,
such as gesture recognition in smart environments [1].

In this article, we have made the following contributions.
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1) To extend the detection resolution beyond the limi-
tation of the system bandwidth and beamwidth, we
design a framework to estimate the target’s spatial posi-
tion with respect to delay and angle by employing the
multiple signal classification (MUSIC) super-resolution
algorithms. Using IEEE 802.11ad beamforming training
as a representative scenario, we leverage its pilot signal,
including the synchronization and channel estimation
fields (CEFs), to estimate the channel impulse response
(CIR) for each beamforming direction. Considering one
round of the sequentially switched beams as one obser-
vation, we estimate the target delay and angle by
combining all the CIRs from each direction and then
applying MUSIC super-resolution algorithms accord-
ingly. To our best knowledge, our design is a new way of
using the MUSIC algorithm on estimated CIRs to extract
targets’ delays and angles, providing the intelligent edge
service for Wi-Fi sensing-based IoT applications.

2) We conduct an extensive performance evaluation to
investigate performance tradeoffs by considering differ-
ent beam widths (i.e., antenna array sizes), the level of
overlapping of the neighboring beams, as well as the
impact of the signal-to-noise ratio (SNR). Furthermore,
we evaluate the efficacy of our approach in a gesture
recognition application. Based on the target reflections
captured from a real-world measurement campaign, we
reconstruct the target propagation channel and evaluate
the feasibility of monitoring and recognizing the gesture
motion using the existing communication procedures
and protocols.

The remainder of this article is organized as follows. In
Section II, we provide the preliminary of opportunistic radar
sensing. In Section III, we introduce our system model. In
Section IV, we present our detection approach in detail. In
Section V, we present the performance evaluation and results.
In Section VI, we give the literature review. Finally, we
conclude this article in Section VII.

Notations: A matrix, a vector, and a scalar are denoted as
A, a, and a, respectively. (·)∗, (·)T, and (·)H denote conju-
gate, transpose, and conjugate transpose, respectively. diag(a)

is a diagonal matrix with the elements of a as its diagonal
elements. A[:, k] is the kth column of A. ||a|| denotes the
Forbenius norm. A ◦ B and A

⊗
B are Hadamard product and

Kronecker product of matrices A and B, respectively. vec(A)

is the vectorization operation that stacks the columns of A
together to form a single column.

II. OPPORTUNISTIC RADAR SENSING

In this study, we consider opportunistic radar sensing that
utilizes the IEEE 802.11-ad/ay (i.e., directional multigigabit
(DMG) and enhanced DMG (EDMG) standards), operating
at 60-GHz mmWave frequency. In order to meet the link
budget requirement, beamforming, which applies an antenna
weight vector (AWV) on the elements of a phased array
antenna to concentrate the energy to a desired direction to
boost the antenna gain, is necessary for achieving reliable com-
munication at mmWave band. However, the communication

Fig. 1. SLS frame structure in IEEE 802.11ad. (The STF and CEF consist
of 59 Golay sequences, with a total of 7552 symbols.)

performance can be greatly deteriorated due to the misalign-
ment between the transmitting and receiving beams. Thus,
beamforming training and beam refinement, as well as a peri-
odic procedure to realign the transmitter and receiver beams,
are required to maintain directional communication.

In an IEEE 802.11-ad/ay system, beamforming training and
beam refinement are two typical procedures for beam align-
ment. The basic idea of these procedures is to sequentially
transmit or receive a directional beamformed signal to find
the best communication direction. In particular, sector-level
sweeping (SLS) is an essential procedure in beamforming
training. In SLS, to accommodate the unknown location of
the receiver, the coverage area is divided into multiple sec-
tors; access point (AP) or station (STA) sweeps from sector to
sector sequentially, exchanging control PHY (CPHY) frames
and identifying the sector that provides the best channel con-
dition such as the highest receiving power. Suppose an object
is located within the SLS-covered area. In that case, the reflec-
tions from the target could be exploited at the transmitter as a
monostatic radar deployment, which can be further analyzed
to estimate the target’s position. In addition, with the periodic
SLS procedure, the time evolving of the target reflection can
be monitored to track the trajectory of the target movement
and the Doppler shift caused by the motion.

Beacon interval (BI) is the super frame in the IEEE
802.11ad, defined as the time interval between the two con-
secutive beacon frames transmitted by the AP. Each BI starts
with a beam transmission interval (BTI), during which, SLS is
performed to send network announcements and perform beam-
forming training. The maximum value of BI is 1000 ms [13],
and it is in the increment of one unit, with one unit equals
1/1024 s [14]. Thus, SLS is a periodic procedure at the AP,
and the interval of the SLS can be configurable depending on
system requirements. Shorter BI could incur more considerable
overhead due to frequent beamforming training, while longer
BI may increase the device initial attach time or even lead to
connection loss. A typical BI value is set to 100 ms [13].

During SLS, the transmitter and receiver exchange a CPHY
packet at each sector. The frame structure of the SLS frame is
illustrated in Fig. 1. The SLS frame consists of the preamble
and the payload. The preamble, composed of a short training
field (STF) and a CEF, 59 length-128 Golay sequence in total,
can be used for frame start detection and channel estimation.
In this study, we use the preamble field to estimate the channel
in each sector direction.

Beam refinement is another potential opportunity to be
exploited to enable target sensing during the beam refinement
phase. An optional training field (TRN) can be appended to
the DMG data packet to perform additional beamform train-
ing to improve the SNR of the communication link. Each TRN
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field consists of a number of TRN subfields. Up to 64 TRN
subfields can be appended to a packet to refine a transmitter
beam, with each TRN subfield transmitting to a distinct direc-
tion by applying a different AWV configuration. Compared to
SLS, the TRN sequential beam sweeping can be completed in
a single physical layer protocol data unit (PPDU), which can
accommodate rapid changes in the environment. Similarly, a
single PPDU could be used to extract the spatial position of
the target, and multiple PPDUs transmitting over time can be
leveraged for target tracking and velocity estimation.

In this study, we demonstrate the performance and feasi-
bility of leveraging AP SLS at the beginning of each BI for
opportunistic sensing. Since the TRN subfield also contains
complementary Golay sequences, which can be used for chan-
nel estimation, the same target estimation techniques can be
easily extended to the beam refinement phase.

III. SYSTEM MODEL

Our system model assumes that the AP operates in a full-
duplex mode that incorporates both transmitter and receiver
functionalities and can transmit and receive simultaneously.
In order to perform monostatic sensing, the transmitter and
receiver are both co-located at the AP. In particular, the
transmitter (i.e., AP) sends out CPHY at each sector. In the
meantime, the sensing receiver performs radar functionality by
monitoring the reflection signals from the environment.

A. Channel Model

Generally speaking, the channel model that describes the
reflection paths from the environment is

H(t, τ, θ, φ) =
L∑

l=1

gle
j2πν(l)tδ(t − τl)ar

(
θ r

l , φ
r
l

)
at
(
θ t

l , φ
t
l

)∗ (1)

where L is the total number of multipath component (MPC), gl

is the complex path gain of the lth path due to the signal prop-
agation, and τl is the two-way path delay of the lth path. Also,
[θ r

l , φr
l ] and [θ t

l , φt
l ] are the Angle of Arrival (AoA) and the

Angle of Departure (AoD) of the lth MPC. Since the monos-
tatic configuration is used in our study, we assume the same
AoA and AoD angles. The symbols θ and φ represent the
angles in the azimuth and elevation planes, respectively, and
ν(l) is the Doppler shift of the lth path. Furthermore, ar(θ, φ)

and at(θ, φ) in (1) are the receive and transmit array response
function vectors.

In one SLS, the AP sequentially steers toward a set of
predefined directions to cover one area. Note that, in this
study, we assume the AP only sweeps in the azimuth direc-
tion and keep the elevation steer angle fixed at 0◦. Without
loss of generality, we consider a linear phased array antenna
with M elements at half-wavelength spacing, focusing on esti-
mating the azimuth of the MPCs. Note that the algorithm can
be extended to jointly estimate azimuth angle and elevation
angle, when the beam is configured to steer in the elevation
direction as well [15].

Denote M as the number of elements of the ULA. The array
response function a(θ) is given as

a(θ) = 1√
M

[
1, ejπsinθ , ej2πsinθ , . . . , ej(M−1)πsinθ

]
(2)

where θ is the azimuth angle of a propagation path.
In this study, we assume the phased array antenna at both

the transmitter and the receiver has M elements. The analog
beamforming matrices F and W are used at the transmitter
and receiver, respectively, to steer the transmitter and receiver
beams. The transmitter and receiver steer in the same direction,
i.e., F = W. At the kth steer direction, beam steering vectors
F[:, k] = at(θk) = ar(θk) = W[:, k] = a(θk) apply to the
channel matrix H(t, τ, θ, φ) and obtain a tap-delay channel
response as follows:

hθk(t, τ ) =
L∑

l=1

ar(θk)
∗H(t, τl, θl)at(θk) (3)

=
L∑

l=1

αl(θk, θl)e
j2πνltδ(t − τl) (4)

where beamformed path gain
αl(θk, θl) = glar(θk)

∗ar(θl)at(θl)
∗at(θk). We assume the

delay, AoA, AoD, and the path gain stay the same during a
single SLS.

B. Signal Model

The transmit signal consisting of the length Ls pilot
sequence in an SLS data frame can be described as

s(t) = √
Es

Ls−1∑

m=0

b(m)p(t − mTs) (5)

where p(·) is the transmit pulse, Es is the symbol energy, and
b(m) is the modulated symbols after (π/2)-BPSK modulation
with b(m) ∈ {1,−1, i,−i}.

At the receiver, with θk as the steering angle, when L copies
of the transmit signal received through the L propagation paths,
we have the received signal as follows:

r(t, θk) =
L−1∑

l=0

αl(θk, θl)e
j(2πνlt)s(t − τl) + w(n) (6)

where νl is the Doppler shift of path l, αl is the complex gain
of path l, τl is the propagation delay of the path l, and w(n)

is a complex circularly symmetric Gaussian random variable
CN(0, 2σ 2

w).
After the transmitter completes transmitting one CPHY data

packet, it will switch to send a new CPHY data packet in the
next direction. The same waveform as (6) will be received, but
for a different steering angle θk. With the periodic SLS pro-
cedure, the AP could continuously monitor the environmental
changes or the target’s motion. In this study, we assume a slow-
changing environment, i.e., very small νl, and αl(θk, θl), θl, and
τl are unchanged during one round of the SLS sweeping.

IV. ANGLE AND DELAY ESTIMATION

When SLS takes place, AP will scan through its coverage
area using a directional beam formed through analog beam-
forming. A CPHY data frame is transmitted at each steering
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Fig. 2. Workflow for delay, angle, and path gain estimation.

angle, and the CIR will be estimated for each directional chan-
nel. The CIRs of each direction will be further combined to
accomplish the radar functionality.

Fig. 2 describes the workflow of our approach. As seen in
the figure, the SLS can be used to detect and track the target
changes. In Step 1: Frame Detection and Channel Estimation,
for each received CPHY data frame, our detection algorithm
takes the received packets and computes the CIR based on the
received pilot signal. Then, in Step 2: Angle–Delay–Path Gain
Estimation, with the K CIRs, corresponding to K switched
beams, the MUSIC algorithm is adopted to detect the num-
ber of propagation paths and their angles, delays, and path
gain values. In particular, in our proposed approach, we first
perform 1-D angle MUSIC estimation and 1-D delay MUSIC
estimation separately. We then use maximum likelihood to pair
the estimated angles and delays obtained from the 1-D MUSIC
estimations. Finally, with periodic SLS, the detected paths can
be tracked over time to detect the target motion pattern and
support various applications. Our designed approach can be
deployed at edge device to provide intelligent IoT applica-
tions based on Wi-Fi sensing. In the following, we describe
the steps mentioned above in detail.

A. Step 1: Frame Detection and Channel Estimation

Frame detection and channel estimation are performed on
each received beamformed waveform to obtain the CIR. Recall
that communication receivers have traditionally used CIR to
perform channel equalization to mitigate multipath effects such
as frequency selective fading. More specifically, we carry
out the following two key procedures in this step: 1) Frame
Detection Procedure: We first perform frame detection to
detect the frame and obtain a rough estimation of the start
of the frame and 2) CIR Estimation Procedure: We leverage
the Golay complementary sequences in the pilot to refine the
frame timing and extract CIR.

1) Frame Detection: To detect the start of the frame, the
cross correlation of the received waveform with the known
pilot is first computed. Using the entire CPHY preamble can
generate large peaks; however, it also introduces many high
side peaks separated at the distance of the multiple of the
Goaly length [16], [17] due to the 48 repetitive length-128
Golay sequences in the STF, which is nonideal when SNR is
low or for multitarget detection, as shown in Fig. 3. In addi-
tion, with Fig. 3(b), we can observe that cross correlation with

the last two Golay sequences in STF combined with the CEF
field results in higher peak to sidelobe ratio. Thus, in this study,
we choose the known correlation signal as the signal contain-
ing the 49th Golay sequence to the 59th Golay sequence in
the CPHY preamble for frame detection.

The received signal is first detected by searching the start
of the 49th Golay sequence l̂ that satisfies

l̂ = arg max
l:l∈Z

1

Lσ 2
w

|
L∑

i=0

r(l + i)b∗(i)|2 > γ (7)

where L is the symbol length of the correlation signal, Z is
the set of integer numbers, σw is the variance of the real and
imaginary components of the complex white Gaussian noise
CN(0, 2σ 2

w), and b(i) is the ith symbol of the correlation signal.
The γ value can be chosen to satisfy a given false alarm

rate. When the received signal only contains the complex white
Gaussian noise CN(0, 2σ 2

w), the auto-correlation γ (l) for a
frame start value l can be computed as

γ (l) = 1

Lσ 2
w

|
L−1∑

m=0

w(l + m)b∗(m)|2

= 1

Lσ 2
w

Re

[
L−1∑

m=0

w(l + m)b∗(m)

]2

+ 1

Lσ 2
w

Im

[
L−1∑

m=0

w(l + m)b∗(m)

]2

. (8)

Both real and imaginary of γ (l) follow a normal distribution
with zero mean and unit variance. Thus, γ (l) follows a central
Chi-square distribution (χ2(2)) with degree of freedom of two.

False alarm rate PFA = Pr(γ (l) > γ0) = 1−Fχ2(γ0, 2). For
example, to maintain a constant false positive rate of 0.1%, the
γ should be larger than 13.8. In our detection algorithm, we set
the threshold to be 13.8 for more reliable channel estimation.
Note that with this threshold setting, we can detect a frame
with SNR as low as −20 dB.

2) CIR Estimation: After detecting the frame, the next task
is to locate the CEF field in the preamble to estimate the chan-
nel and obtain its CIR. The CEF field consists of two sets of
256-sample Golay complementary sequence pair Gu and Gv,
where Gu = [a256,u b256,u] = [−b128 −a128 b128 −a128] and
Gv = [a256,v b256,v] = [−b128 a128 − b128 − a128]. The com-
plementary Golay sequence has good correlation properties,

Authorized licensed use limited to: Boulder Labs Library. Downloaded on January 16,2024 at 15:41:14 UTC from IEEE Xplore.  Restrictions apply. 



192 IEEE INTERNET OF THINGS JOURNAL, VOL. 11, NO. 1, 1 JANUARY 2024

Fig. 3. Frame detection using (a) entire preamble and (b) last two Golay sequences in the STF plus the CEF field.

i.e., the sum of the autocorrelation function of the comple-
mentary Golay sequence has a value of zero at all lags except
when lag equals zero, which can be mathematically expressed
as
∑L−1−l

i=0 a256(i)a∗
256(i + l) + ∑L−1−l

i=0 b256(i)b∗
256(i + l) =

2Lδ(l), where L = 256 is the length of the complementary
sequence.

To estimate the channel, the received symbols are correlated
with each Golay complementary sequence, and the correlations
are summed as follows:

g(i) = 1

4L

(
L−1∑

l=0

r(l + i)a∗
256,u(l) +

L−1∑

l=0

r(l + i + L)b∗
256,u(l)

+
L−1∑

l=0

r(l + i + 2L)a∗
256,v(l)

+
L−1∑

l=0

r(l + i + 3L)b∗
256,v(l)

)

. (9)

Within g(i), we search and locate a length 128 CIR that has
the maximum sum power and store it as the estimated CIR
for the steer direction k as ĥ(k, n), n ∈ [1, 128].

With CIR estimation for each steering angle, the delay
estimate resolution is limited by the signal bandwidth, and
the beamwidth of the switched analog beams. Cramer–Rao
lower bound (CRLB) provides a lower bound of the estimation
errors, which is a theoretical estimation limit [18]. Assuming
additive white Gaussian noise (AWGN), CRLB of the range
estimation can be computed as

σ 2
r̂ ≥ c2

2
3π2B2Ls(SNR)

(10)

where c is the speed of light, B is the channel bandwidth,
which is 1.76 GHz for IEEE 802.11ad CPHY, and Ls is
the number of symbols in the detection sequence. According
to (10), the detection error decreases with the increase of the
SNR and the length of the pilot used for estimation. With
SNR = −10 dB and 10 Golay sequence with Ls = 128 × 10,
the CRLB can be as low as 0.66 cm, which motivate us to
explore super-resolution estimators to improve the detection
resolution.

B. Step 2: Angle–Delay–Path Gain Estimation

Denote K as the number of sectors covering a given area.
After the beam sweeps through K sectors, with one data packet
transmitting in each direction, we have K estimated CIRs,
denoted as ĥ(1), ĥ(2), . . . , ĥ(K). In this step, we use the K
estimated CIRs to calculate the arrival azimuth, the delay of
the reflection paths, as well as their path gains. Note that the
underlying assumption is that the channel is relatively static
during each SLS. Thus, the channel parameters, including the
AoAs, path delays, and path gains, remain unchanged. In the
following, we describe the essential procedures: angle estima-
tion, delay estimation, and pairing path delay and path angle
with path gain estimation in detail.

1) Angle Estimation: For sector k, the transmit and receive
steering vectors are denoted as W[:, k] and F[:, k], respec-
tively. The estimated channel gain for the qth symbol can be
described as

ĥk(q) =
L∑

l=1

W[:, k]Hglar(θl)aH
t (θl)F[:, k]p(qTs − τl) + n(q)

= ((
W[:, k]HAR

) ◦ (F[:, k]TA∗
T

))
α(q) + n(q) (11)

where

α(q) = [
g1p(qTs − τ1), g2p(qTs − τ2), . . . , gLp(qTs − τL)

]T

= [
α1(q), α2(q), . . . , αL(q)

]T (12)

which is the path gain of the L MPCs at the qth tap,
with p(·) as the transmit baseband pulse. And, ◦ is the
Hadamard product, AT = [at(θ1), at(θ2), . . . , at(θL)] and
AR = [ar(θ1), ar(θ2), . . . , ar(θL)]. Note that n(q) is the
AWGN noise following CN(0, σ 2). Due to the monostatic con-
figuration, with the same phased array antenna configuration
adopted for both transmitter and receiver, (11) can be further
simplified as W[:, k] = F[:, k] and AT = AR = A.

The qth delay tap of the estimated CIRs at beams
1, 2, . . . , K can be expressed as

ĥ(q) =
[
ĥ1(q)ĥ2(q) · · · ĥK(q)

]T

= ((
WHAR

) ◦ (FTA∗
T

))
α(q) + n(q)

= ((
WHA

) ◦ (WTA∗))α(q) + n(q)

= Bα(q) + n(q) (13)
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where B = (WHA) ◦ (WTA∗). The estimated CIR at
each of the N delay taps can be used to estimate the
covariance matrix by computing R̂h = E(ĥ(q)ĥ(q)H) =
1
N

∑N
q=1 ĥ(q)ĥ(q)H and N is the length of the estimated

channel that consists of 128 samples as the 128 obser-
vations in our case. Then, we have K × K covariance
matrix R̂h = BE(α(q)α(q)T)BT + σ 2I = B�αBT + σ 2I,
where �α = diag{E(|α1(q)|2),E(|α2(q)|2), . . . ,E(|αL(q)|2)},
assuming path gain αl(q) following an independent distribution
with zero mean.

To perform the MUSIC algorithm, R̂hh is first separated into
the signal subspace and the noise subspace through eigende-
composition. The eigenvectors corresponding to the largest L
eigenvalues are the signal eigenvectors spanning the signal
space. The eigenvectors corresponding to the smallest K − L
eigenvalues are the noise eigenvectors that construct the noise
space EN. The angle spectrum can be computed as follows:

G(θ) = 1

b∗(θ)ENEN
Hb(θ)

(14)

where b(θ) = WHa(θ)a(θ)HW. Since the noise space is
orthogonal to the signal space, the θ values corresponding to
the L largest peaks of the angle spectrum are the estimated
azimuth angles of the L paths. Note that, in our approach, the
number of signals is estimated by sorting the eigenvalues after
covariance matrix eigendecomposition and locating the abrupt
value changes of the eigenvalues to separate the signal space
and noise space.

2) Delay Estimation: Similarly, the MUSIC algorithm can
be used to estimate path delays. We rewrite (11) as

ĥk(q) =
L∑

l=1

βk,lp(qTs − τl) + nk(q) (15)

where βk,l is the path gain at beam k for path l, and βk,l =
glW[:, k]Har(θl)aH

t (θl)F[:, k]. The CIR observed at beam k,
i.e., ĥk = Pβk, is a length-128 column vector, with P =
[p(τ1), p(τ2), . . . , p(τL)] and βk = [βk,1, βk,2, . . . , βk,L]T.
For the total K beams, we have K observations Ĥ =
[ĥ1, ĥ2, . . . , ĥK], represented by a size 128×K matrix, which
can be used to estimate path delays. To this end, we com-

pute the estimated covariance matrix R̂H = E(ĤĤ
H
) =

PE(ββH)PH + NNH, where β = [β1,β2, . . . ,βK]. Assume,
for a given beam k, βk,l follow the independent distribu-
tion with zero mean, we have R̂H = P�βPH + σ 2I, with
�β = diag{E(||β[:, 1]||2),E(||β[:, 2]||2), . . . ,E(||β[:, L]||2)},
where β[:, l] = [β1,l, β2,l, . . . , βK,l]T.

To estimate the delay, we take the eigenvalue decomposition
of R̂H . We partition the eigenvectors to have the eigenvectors
corresponding to the K − L smallest eigenvalues to form the
noise subspace. Finally, we compute the delay spectrum

G(τ ) = 1

pH(τ )UnUH
n p(τ )

. (16)

By leveraging the fact that the signal subspace Us and noise
subspace Un are orthogonal, the delay of the L path is esti-
mated by locating the L peaks in the computed MUSIC delay
spectrum.

3) Pair Delay With Angle and Path Gain Estimation: In
order to pair the path delays detected by the delay MUSIC
and the angles detected by the angle MUSIC, we perform the
maximum-likelihood detection and search through the com-
binations of the m detected angles and n path delays. For
example, if we have detected three AoAs, i.e., [θ̂1, θ̂2, θ̂3] and
two delays [τ̂1, τ̂2]. For a given detected angle θ̂l, l ∈ [1, 3],
we can select the τ̂i by computing the projection of vec(Ĥ)

on r(θ̂l, τ̂i) that satisfies

max
τ̂i

|rH
(
θ̂l, τ̂i

)
vec
(

Ĥ
)
|

||r
(
θ̂l, τ̂i

)
||2

(17)

and pair it with θ̂l. Here, r(θ̂l, τ̂l) = b(θ̂l)
⊗

p(τ̂l), which is
the Kronecker product of b(θ̂l) and p(τ̂l).

In particular, b(θ̂l) can be computed as

b
(
θ̂l

)
=

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎝

W[:, 1]HA
(
θ̂l

)
W[:, 1]

W[:, 2]HA
(
θ̂l

)
W[:, 2]

...

W[:, K]HA
(
θ̂l

)
W[:, K]

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎠

(18)

and delay vector p(τ̂l) = [p(Ts − τ̂l), p(2Ts − τ̂l), . . . ,

p(NTs − τ̂l)]T.
After obtaining the delay τ̂l and AOA angle θ̂l for each

path l ∈ [1, 2, . . . , L̂], we can apply the least-square method
to estimate the complex path gains. Thus, (11) can be rewritten
as

vec
(

Ĥ
)

=
[
r
(
θ̂1, τ̂1

)
, r
(
θ̂2, τ̂2

)
, . . . , r

(
θ̂L, τ̂L

)][
ĝ1, ĝ2, . . . , ĝL

]T
.

(19)

To this end, the path gain can be computed as ĝ =
(RHR)−1RHvec(Ĥ), where vec(·) is the vectorization function
and R = [r(θ̂1, τ̂1), r(θ̂2, τ̂2), . . . , r(θ̂L, τ̂L)].

The computational complexity depends on the number of
sectors, the number of taps of the estimated channel, and the
desired resolution for the parameter estimation (i.e., the grid
resolution) to compute the MUSIC spectrum. The major com-
putational complexity of estimation algorithms comes from the
eigenvalue decomposition and the grid search. The eigenvalue
decomposition of the angle and delay estimations are O(K3)

and O(N3), respectively, where N is the length of the esti-
mated channel, and K is the number of sweep sectors. The grid
search for the angle MUSIC and delay MUSIC are O(K2|θ |)
and O(N2|τ |), respectively, where |θ | and |τ | are the sizes of
the search spaces for angle and delay. Note that p(τ ) and b
can be precomputed in practice. The computational complex-
ity of the gain estimation is O(L2KN + LKN + L3) for matrix
multiplications and inversion, where L is the number of paths,
and the complexity of gain estimation can be simplified as
O(L2KN) to account for the dominant factor. In addition, the
computation cost to pair the delay and angle is relatively small
considering the mmWave channels’ sparsity, which is O(LKN).

In practice, several techniques can be adopted to reduce the
computational complexity. For example, if the target falls into
a specific range, we can truncate the estimate CIR accordingly
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to reduce N. Furthermore, some MUSIC variations, such as
root-MUSIC and ESPRIT [19], could be adopted to bypass the
grid search phase. Since this article focuses on the feasibility
of applying MUSIC to estimate angle and range/delay in an
SLS scenario, these variations will be investigated in our future
study.

V. PERFORMANCE EVALUATION

We design several simulations to illustrate and obtain the
performance benchmark of the proposed approach. In the fol-
lowing, we introduce the evaluation methodology and then
discuss the evaluation results.

A. Methodology

Our simulation assumes the system operates in a full duplex
mode. The same ULAs are closely located at the AP for
transmitting and receiving, with M elements spacing half
wavelength apart. We assume the transmitter and receiver
have sufficient isolation, and no direct propagation paths exist
between the transmitter and receiver. In order to reduce side-
lobe, a Kaiser window with a shape factor 3.4 is used as the
beamforming taper.

In our study, we intend to cover directions between
[−45◦45◦], the beam is sequentially steered with a fixed value
�θ as the gap of the center of the neighboring beams. In our
study, we introduce overlapped beams, as shown in Fig. 6(a),
to cover the 90◦ area to achieve finer angle detection res-
olution. Note that, in order to cover a larger angle area,
multiple phased-array antennas can be used. In this regard,
four phased-array antennas can be stacked together to cover
360◦ area.

To evaluate the sensing performance, the IEEE 802.11ad
compliant CPHY waveform, in particular the pilot signal, is
generated first and analog beamformed at the transmitter. The
IEEE 802.11ad CPHY operates in the SC mode, occupying
a bandwidth of 1.76 GHz. The beamformed waveform prop-
agates through the simulated channel and is received at the
receiver. A sequence of algorithms, i.e., frame start detection,
CIR estimation, and angle and delay estimation, are applied
to the received waveform as described in Section IV. Note
that both the angle estimation and delay estimation are 1-D
grid searches with grid size 0.5◦ and 1/10 sampling interval
(0.057 ns), respectively.

We first perform a controlled experiment to evaluate how
the transmission scheme and resource usage affect detection
performance. We randomly generate L paths with their delays
uniformly distributed between [0, 30] samples and angles
uniformly distributed between [−45, 45] degrees. We run
500 simulations, i.e., 500 times sequential beam steering, to
obtain average angle and delay detection performance for each
SNR value. Note that SNR is defined as SNR = [(EsM2)/σ 2],
where Es is the transmit symbol energy, M is the num-
ber of antenna elements of the phased-array antenna, and
σ 2 = 2σ 2

w is the noise energy of the complex Gaussian
noise. In the simulations, the multipath channel is normalized
to have unity gain. The metrics used for performance eval-
uation are the root-mean-square error (RMSE) between the

estimated delay, angle, and corresponding ground-truth val-
ues. The RMSE for angle and delay is computed separately

as RMSEθ =
√

E[(θl − θ̂l)2] and RMSEτ = √
E[(τl − τ̂l)2].

We further evaluate the detection performance based on
real-world measurement data. At NIST, we carried out a
human gesture measurement campaign with our mmWave
phased-array channel sounder [20]. Our channel sounder oper-
ates at a center frequency of 28.5 GHz. A repeated M-ary
pseudorandom-noise (PN) code of 2047 chips with 0.5-ns
chip duration is used for sensing. PN codes generally have
good ambiguity functions, such as sharp peaks and low side-
lobes, and are robust to Doppler shift, which can improve
sensing resolution. In addition, the 2047-chip PN code can
provide 33-dB processing gain, significantly improving the
receiver’s SNR and increasing the link budget. The system
samples at 16 Gsamples/s. The measurement campaign adopts
a monostatic deployment, and the transmitter has a phased-
array antenna with 64 elements, while the receiver employs a
phased-array antenna with 256 elements to achieve fine angle
resolution. In the measurement campaign, the channel was
measured at a time interval of 2.6 ms. The human target is
located at 2.5 m away from the transmitter and receiver, as
shown in Fig. 7, and the target reflection angles are in the
range of [−10◦, 11◦]. The MPCs were extracted from the
received waveform using the CLEAN algorithm combined
with least-square power estimation [21]. The average errors
of the complex power, delay, and AoA of resolvable paths
measured by the system are 0.48 dBm, 0.18 ns, and 0.47◦,
respectively [20]. We use the extracted MPCs as the ground
truth of the target reflections to model the channel and verify
the capability of gesture sensing using the mmWave WLAN
signal.

B. Results

1) Delay and Angle Estimation: In Fig. 4, a basic L =
3 three-path scenario is demonstrated. In this basic con-
figuration, the transmitter and receiver follow a monos-
tatic deployment. The phased-array antennas at both the
transmitter and the receiver consist of 16 antenna ele-
ments, and both beams sequentially steer at the 17
equally spaced directions. The azimuth angles of the
three echoes are set to [35.2864◦, 28.1517◦, 17.1803◦], with
delays set to [2.2532, 2.0707, 8.6339] ns, corresponding to
[3.96, 3.64, 15.20]Ts, where Ts = 0.5682 ns is the symbol
interval. The magnitudes of the three paths are set to roughly
the same level, i.e., [0.6285, 0.5500, 0.5500], with the over-
all power normalized to one unit and phases are randomly
generated with rotation angle following uniform distribution
between [0, 2π ] to focus on the capability of separating
spatially closely located paths.

Fig. 4(a) illustrates the magnitude contour of the CIR esti-
mation at the SNR level of 10 dB. In the figure, 17 rows
correspond to the estimated CIRs for the 17 steer directions,
and the color represents the relative power level. In this plot,
we can observe that three paths are closely spaced in the
upper left corner. Since path 1 and path 2 are very close in
terms of delay, and due to side lobes existing in both delay
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Fig. 4. Detected paths versus ground truth. The simulated three paths have delay at [2.2532, 2.0707, 8.5339] ns and angles at [35.2864, 28.1517, 17.1803]
degree, respectively. SNR = 10 dB. (a) Contour of estimated CIRs. (b) Delay MUSIC spectrum. (c) Angle MUSIC spectrum. (d) Detected paths versus ground
truth.

Fig. 5. 3-path detection performance. Three paths are randomly generated paths with their delays uniformly distributed between [0, 30] samples and angles
uniformly distributed between [−45, 45] degrees. The units of delay RMSE are samples and the units of angle RMSE are degrees. (a) RMSE of the 3-path
estimation. (b) Distribution of the number of detected paths (16-element phased array).

and beam directions, these two paths basically form a con-
nected region. With the MUSIC super-resolution algorithm,
in Fig. 4(b), two paths are detected using 1-D delay estima-
tion, while in Fig. 4(c), three paths are detected using 1-D
angle estimation. After pairing these two parameters, Fig. 4(d)
demonstrates that the three paths are successfully separated in
the angle–delay domain and are very close to the ground truth.

Next, we examine how the size of the phased array
antenna can affect the delay and angle estimation performance.
Fig. 5(a) compares the estimation RMSE versus SNR for
ULAs with 8 and 16 elements, respectively. The plot shows
the 16-element antenna outperforms the 8-element antenna in
terms of detection accuracy since the 16-element antenna can
generate narrower beams, resulting in more sweeps to cover
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Fig. 6. Impact of beam overlapping on the detection performance with 16-element phased arrays. Four paths are randomly generated with their delays
uniformly distributed between [0, 30] samples and angles uniformly distributed between [−45, 45] degrees. (a) Simplified beam overlapping (exclude the
sidelobes). (b) Angle RMSE versus beam overlapping. (c) Delay RMSE versus beam overlapping.

Fig. 7. Gesture measurement campaign. (a) Illustrate. (b) Measurement.

an area, improving the estimation performance. However, to
cover a given area, the beam sweeping time will be longer
for the 16-element ULA than for the 8-element ULA. In addi-
tion, the MUSIC angle RMSE decreases with the increase of
the SNR value. In particular, the angle detection performance
of the 8-element ULA degrades significantly for the low
SNR scenario when the estimated CIRs are noisy. Fig. 5(a)
also compares the performance of our approach with an
iterative signal decomposition approach. With the iterative
signal decomposition approach, the dominant signal is first
estimated, and its contribution is then subtracted from the esti-
mated CIRs for all sweep directions. The process is repeated
until the stopping criterion is met. We assume the number
of MPCs is known for the iterative signal decomposition
approach, and the iteration stops when all the MPCs are
identified. As seen in the figure, the detection performance
with the iterative signal decomposition approach is limited by
the system bandwidth and the beam width, demonstrating the
benefit of our approach.

Fig. 5(b) illustrates the number of estimated propagation
paths detected by our proposed estimation algorithm for
16-element ULA with different SNR conditions. When the
echoes are closely located in terms of AoA angle and delay,
they may not be reliably separated, and we observe fewer
reflections than the ground truth (i.e., 3 paths). In other scenar-
ios, the imperfect beam pattern and transmit pulse, introducing
sidelobes in both the angle and delay domain, could cause false
detection and lead to some extraneous reflections reported.
Underdetection and overdetection become more severe when
SNR is low and the beamwidth is wide.

Another factor that can affect angle–delay estimation is
the beam overlapping ratio. The impact of the beam overlap-
ping on the detection performance is demonstrated in Fig. 6.
We randomly generate L = 4 paths with delay uniformly

distributed between [0, 30] samples and angles distributed
between [−45, 45] degrees. Similarly, We run 500 simula-
tions to obtain the average performance. Using the �θ equals
3-dB beamwidth as the baseline, we increase the beam over-
lapping and reduce the gap of the steering angles of the
neighboring beams to a fraction of the 3-dB beamwidth. We
observe that in a general trend, the angle and delay detection
performance improves when the beam overlapping increases.
The figure shows angle RMSE and delay RMSE for four
overlapping configurations, i.e., �θ equals 3-dB beamwidth,
80%, 65%, and 50% of the 3-dB beamwidth, respectively. The
figure shows that the estimation performance improves signifi-
cantly when the beamwidth reduces from 100% to 80% of the
3-dB beamwidth. Also, from 80% to 65% and 50%, the trend
of improvement continues; however, the amount of improve-
ment decreases, especially for the high SNR situation. Note
that the estimation performance depends on the beam pattern,
including the main beam width and the main beam and side
beam gains, the number of targets to be detected, and others.
Although a smaller gap between steering angles can lead to
better detection accuracy, it requires more beams to cover a
given area.

2) Application: We now study the feasibility of leverag-
ing SLS procedures to perform gesture recognition based on
real-world human gesture measurement data. In our measure-
ment campaign, the channel was acquired at a time interval of
2.6 ms, which means that MPCs were captured every 2.6 ms.
The captured target-related MPCs (i.e., echoes from the human
subject) are used to simulate the target-related signal propa-
gation and reconstruct the channel model using (1). Note that
nontarget-related echoes can be removed using clutter removal
techniques such as background subtraction or delay-line can-
celler algorithms, among others [1]; therefore, we focus on
target-related MPCs in this study. We first configure the SLS
procedure to occur every 2.6 ms. With a 16-element ULA
employed at the transmitter and the receiver, the angular spac-
ing between adjacent sectors is set to be 0.65θ3, i.e., 65%
of the 3-dB beamwidth. We assume that the channel remains
unchanged during each SLS, corresponding to a few tenths
of 1 ms. For each beam direction, the minimum package
length is 23 168 symbols [16], including 7552 pilot symbols.
To cover an area spanning [−45◦, 45◦] azimuth angle, the SLS
accounts for at least 8.6% of the overall throughput. As the
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Fig. 8. Estimated MPCs versus ground-truth MPCs for a gesture case. (a)–(c) ground-truth MPCs over time (File Index), and (d)–(f) detected MPCs.
SNR = 10 dB. (a) 3D View of the GT Multipath. (b) GT Delay versus Frame Idx. (c) GT Angle versus Frame Idx. (d) 3D View of the Detected Multipath.
(e) Estimated Delay versus Frame Idx. (f) Estimated Angle versus Frame Idx.

beam sweeping interval increases, the SLS overhead decreases
accordingly. In this section, we will examine the effect of the
beam sweeping interval on the sensing results.

With the reconstructed propagation channel, we simulate the
IEEE 802.11ad SLS procedure and estimate the target echoes
using the approach described in Section IV. Fig. 8 displays
the ground truth, i.e., the MPCs obtained through measure-
ment campaigns versus the estimated MPCs, demonstrating
the gesture motion seen through the RF signal. The scenario
here is a person sitting on a table, facing the transmitter and
receiver, with both hands moving outward away from the body
in parallel to the ground, as illustrated in Fig. 7. The MPCs are
displayed over time through the 1500 files indexed along the
z-axis. Fig. 8(a)–(c) shows the ground-truth MPCs over time
(File Index), and Fig. 8(d)–(f) shows the estimated MPCs. In
particular, Fig. 8(a) and (d) are 3-D views in terms of angle,
delay, and time; Fig. 8(b) and (e) displays the 2-D view of
delay versus time; Fig. 8(c) and (f) illustrates the 2-D view
of angle versus time. Comparing the ground-truth MPCs and
the estimated MPCs, we observe that, in general, they closely
follow the same pattern, except that some missdetection and
false-alarm detection can be observed in the detected MPCs
due to the spatial closeness of the reflections from the human
body. Nevertheless, we can still clearly observe two trajec-
tories of MPCs with increased azimuth angles over time in
Fig. 8(f), representing the moving left and right hands. These
patterns can provide unique signatures for gestures, facilitating
gesture recognition applications. Note that the gesture pat-
tern cannot be observed over time with the iterative signal
decomposition approach, as shown in Fig. 9, demonstrating

Fig. 9. Estimated MPCs using the iterative signal decomposition method for
a gesture case. SNR = 10 dB. (a) 3-D view. (b) Angle versus frame Idx.

the benefits of our approach that apply the MUSIC algorithm
to achieve super-resolution performance.

Next, we investigate the feasibility of gesture recognition by
increasing the beam sweeping interval. To this end, we employ
dynamic time warping (DTW) [22] as a metric to quantify the
similarity between the detected MPCs and the ground truth.
We focus our analysis on the angle–time domain since reflec-
tions from both hands may have very close delay values and
delay patterns due to the symmetry of the deployment. As
DTW can help compare the similarity between time series
of different lengths, it can be used to assess whether motion
patterns can be maintained with increased sensing intervals
(i.e., beamforming training intervals in this study).

In order to extract the MPCs related to gesture motion,
we first perform the clustering algorithm to identify the
MPCs corresponding to the left and right hands. We lever-
age the density-based spatial clustering of applications with
noise (DBSCAN)-based clustering algorithm [23] to filter out
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Fig. 10. MPCs clustering. (a) Clustering of the ground-truth MPCs. (b) Clustering of the detected MPCs.

Fig. 11. DTW distance versus sensing interval.

the noise and cluster the MPCs in both spatial and time
domains [24]. The two clusters with the smallest delay val-
ues are composed of echoes from the two hands, as shown in
Fig. 10.

We then compute the cluster trajectory by averaging the
angle and delay values of the MPCs in a cluster per time
frame. After obtaining the hand trajectories from the estimated
MPCs and ground-truth ones, we calculate the DTWs for the
left and right hands separately and obtain DTWL and DTWR.
To remove the effect of the sequence length on the DTW value,
we define the normalized DTW as

DTWn = DTWL

LL
+ DTWR

LR
(20)

where LL and LR are the stretched sequence lengths for left
hand and right hand, respectively, after the DTW match-
ing. This analysis considers two sets of opposite gestures:
two hands moving outwards away from the human body and
two hands moving Inward toward the human body, i.e., the
“open” and “close” hand gestures. We have four human sub-
jects repeating each gesture motion. Fig. 11 shows the DTW
statistics between the detected and the ground-truth trajectories
when the sensing interval increases from 2.6 to 171.6 ms.

From Fig. 11, We discover that as the sensing interval
increases, the DTW distance generally increases, with a fairly
flat slope, and the average value is between 0.2 and 0.4. Note
that the DTW distance between “open” and “close” hand tra-
jectories is around 1.5. Thus, for the evaluated hand gestures,

the trajectory similarity stays consistent with the increased
sensing interval, which is expected because the motion demon-
strated here is only in one direction with a simple trend. It
indicates that the sensing frequency can be as slow as 100 ms
for the simple, straightforward gesture movement, which will
dramatically reduce the sensing overhead compared to the ini-
tial sensing interval of 2.6 ms and have minimum impact on
the existing Wi-Fi communication [25].

VI. RELATED WORK

In this section, we introduce the literature review closely
related to our study.

Some existing research efforts use Wi-Fi signals for smart
IoT applications, such as carrying out hand gesture recogni-
tion [26], [27] and human pose and seat occupancy classifica-
tion [28], operating at mmWave band [26], [28] or sub-6-GHz
frequency band [27]. In these efforts, machine-learning-based
classifiers are incorporated to categorize human activities,
and the data source for the classifiers include range–Doppler
images (RDIs) [26], beam SNRs [28], and frequency–time
Doppler profile [27]. Unlike these existing works, we consider
the deployment scenario with large range and low Doppler
shift. Our goal is to track the spatial location of the hands
over time to identify gesture patterns with high resolution.

In the context of multipath parameters estimation using
the Wi-Fi signal, the MUSIC algorithm has been adopted to
extract Doppler frequency shift information [29] for device-
free indoor human tracking using the Wi-Fi CSI samples col-
lected using commercial Wi-Fi cards. Similarly, Liu et al. [30]
extracted the range and velocity estimation of the vehicles in
the intelligent transportation system. Their work proposed an
auto-paired super-resolution algorithm to handle the orthogo-
nal frequency-division multiplexing (OFDM) integrated radar
and communications waveform. The performance of the super-
resolution algorithms has inspired this work; however, this
work concentrates on how to incorporate super-resolution in
an estimation framework, which focuses on delay and angle
estimation of the multipath by combining a set of CIRs col-
lected via transmitting a sequence of switched analog beams.
The designed algorithm can be deployed at an edge device to
provide intelligent service for Wi-Fi sensing applications. Due
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to the nature of the analog beamforming and no information
available at the element level, the angle MUSIC algorithm is
applied in the beam space [15].

Recently, some research has been carried out on opportunis-
tic radar sensing, i.e., leveraging the existing wireless signal
or wireless protocols to detect and track moving objects for
area surveillance or activity monitoring, which are impor-
tant to numerous IoT applications. The opportunistic radar
sensing research involves advanced signal processing algo-
rithms [16], [31] to improve detection accuracy and sensing
with limited and irregular communication traffic data. In par-
ticular, IEEE 802.11ad SLS has been used to detect the
presence of the objects and their position, radial velocity,
and echo power strength [31] by assuming one target at each
SLS direction. In that work, a generalized-likelihood ratio test
(GLRT) and maximum-likelihood estimators were incorpo-
rated to estimate the range (delay), velocity (Doppler), and
signal amplitude of a detected object. Unlike the existing study,
we investigate the scenarios with multiple targets in the cov-
ered area by collectively analyzing the received waveforms
from the sequentially switched beams.

VII. FINAL REMARKS

In this study, we investigated the feasibility of using the
IEEE 802.11ad SLS procedure that provides opportunistic
indoor radar sensing. In particular, we designed a framework
to effectively estimate the target’s spatial position through
delay and angle. The switched beams in the IEEE 802.11ad
beamforming training were used to estimate the CIR for
each beamforming direction. Considering one round of the
sequentially switched beams as one observation and combin-
ing all the CIRs from each direction, the target delay and
angle could be estimated by engaging the MUSIC super-
resolution algorithms. To validate the efficacy of our designed
approach, we conducted an extensive performance study to
understand the performance sensitivity with respect to param-
eters (e.g., beamwidth, the overlapping of neighboring beams,
and SNR). Furthermore, using a gesture recognition applica-
tion as an example, we conducted simulations to reconstruct
the target propagation channel and discussed the feasibility of
monitoring the gesture behavior based on existing communica-
tion procedures and protocols. In the future, we could extend
our approach from the two perspectives. One direction is
investigating other super-resolution algorithms, such as space-
alternating generalized expectation–maximization (SAGE) and
ESPRIT in WiFi sensing, and studying how radio resource
availability can affect the estimation performance. The other
direction is extending the CSI-based parameter estimation to
include Doppler frequency or speed estimation to support more
IoT applications.
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