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Abstract
Thermodynamic properties for CCS-relevant mixtures can be calculated with the
fundamental equation of state presented in this work over wide ranges of pressure,
temperature, and composition for gas, liquid, and supercritical states, as well as for
phase equilibria. The mixture model is formulated in terms of the Helmholtz energy
and is based on the EOS-CG model of Gernert and Span (J Chem Thermodyn
93:274, 2016]. The new model presented here (EOS-CG-2021) is an update and
extension of the previous version, and covers the following sixteen components:
carbon dioxide, water, nitrogen, oxygen, argon, carbon monoxide, hydrogen,
methane, hydrogen sulfide, sulfur dioxide, monoethanolamine, diethanolamine,
hydrogen chloride, chlorine, ammonia, and methyl diethanolamine. Previously
published elements of the model are summarized, and new elements are validated
and analyzed with the use of comparisons to experimental data and by assessing the
physical and extrapolation behavior of the equations. A comprehensive study on the
representation of multicomponent mixture data was carried out to show the high
accuracy and application range of the EOS-CG-2021.
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1 Introduction

The effects of global climate change and its severe negative impacts on the earth have
been studied for several decades, and an increasing number of actions have been
taken to reduce its effects. One of the major milestones was the Kyoto Protocol in
1997 [1], which aimed to reduce the emissions of greenhouse gases, in particular, the
most abundant one—carbon dioxide (CO2). In 2015, the Paris Agreement [2] was
negotiated to renew and extend previous decisions. The goal was set to remain below
a 1.5 °C temperature increase. Global CO2 emissions, however, continued to increase
[3] leading to the formulation of four pathways in a dedicated IPCC report [4] to
avoid the 1.5 °C increase. Three of the four included large-scale deployment of
carbon capture and storage (CCS) processes. This technology has been successfully
applied on an industrial scale since 1996 at the Sleipner gas field in Norway, where
over 20 million tons of CO2 have already been stored. Such processes for
implementing separation, transportation, and storage of CO2 are associated with large
costs for the operators.

With or without proper political incentives, a viable approach to make CCS more
economically attractive to industry is the increase of the efficiency of the technology.
The knowledge of thermodynamic properties plays a crucial role in this undertaking.
The ability to accurately calculate properties, e.g., phase boundaries, densities,
speeds of sound, or heat capacities, with a single model increases production and
safety and reduces costs as a result of the lower uncertainties, higher efficiencies, and
fewer inconsistencies at interfaces between process steps. The EOS-CG model of
Gernert and Span [5], based on the functional form of the GERG-2008 [6] model for
natural gases, was developed in 2016 as the first step to meet these needs. It is
formulated in terms of state-of-the-art Helmholtz energy equations of state (EOS),
where the multicomponent mixture model is based on the combination of all possible
binary mixture models of the constituents. The binary-specific models are built on
highly accurate pure-fluid Helmholtz energy equations of state, which are then
combined with interaction parameters fitted to experimental data for each binary
mixture. The full mixture model, built on the combination of these models for the
binary mixtures, makes possible the calculation of multicomponent mixture
properties.

The EOS-CG model consistently and accurately describes thermodynamic
properties in all fluid regions for CO2-rich mixtures containing nitrogen (N2),
oxygen (O2), argon (Ar), water (H2O), and carbon monoxide (CO). Due to the
planned and executed application of CCS to additional sources of CO2 and to the
used separation technologies, the CCS stream may contain various other impurities.
The present work extends the mixture model through the inclusion of hydrogen (H2),
methane (CH4), hydrogen sulfide (H2S), sulfur dioxide (SO2), monoethanolamine
(MEA), diethanolamine (DEA), hydrogen chloride (HCl), chlorine (Cl2), ammonia
(NH3), and methyl diethanolamine (MDEA) by incorporating all corresponding
binary-specific models. New experimental data published recently made it possible to
update and refit several binary mixture models, some of which are reported here and
others are reported elsewhere [7, 8].
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2 Background and Fundamentals

The origins of the mixture models presented in this work are discussed in the 2017
report [9] on the DETAIL model of AGA8 [10] published in 1992. Although the
DETAIL model was originally published as equation for the compression factor, it
was developed in terms of the Helmholtz energy with density, temperature, and
composition as independent variables. Lemmon [11] expanded the model to use
pure-fluid equations of state and mixing rules, see also [12]. With this new structure,
Kunz et al. [13] developed the multicomponent mixture model, known as GERG-
2004, focusing on natural gas mixtures. The GERG-2008 model of Kunz and Wagner
[6] is an extension of the latter and includes the same 21 components as in the AGA8
[9] model. Although GERG-2008 [6] includes several CCS-relevant fluids, they are
only considered as minor components and not all of the corresponding binary
mixtures were fitted to experimental data. The uncertainties in the calculation of
thermodynamic properties of a mixture with these components can exceed the
uncertainties of published measurements. The work here aimed to reduce the
uncertainty to match those of measurements. The development of the new model for
humid gas and CCS-relevant mixtures began with the same mathematical framework
of the EOS-CG published by Gernert and Span [5]. Its mathematical structure is
briefly summarized in the next section.

2.1 Functional Form

The mixture model is formulated in terms of the molar Helmholtz energy a with the
independent variables density q, temperature T , and composition x!. The Helmholtz
energy is reduced by the temperature of the fluid and the gas constant (R=
8.314462618 J·mol−1·K−1 [14]) and split into two parts:

a q; T ; x!� �
RT

¼ a d; s; x!� � ¼ ao q; T ; x!� �þ ar d; s; x!� �
: ð1Þ

The ideal-gas part

ao q; T ; x!� � ¼XN
i¼1

xi a
o
i ðq; TÞ þ lnxi

� � ð2Þ

consists of the ideal-gas parts aoi of the pure-fluid EOS of the N components in the
mixture, the mole fraction xi of component i, and the dimensionless ideal-gas entropy
of mixing xilnxi. The gas constants used for the reduction of the ideal part can be
taken from the original publications listed in Sect. 3.

The residual part ar describes the actual behavior of the mixture.

ar d; s; x!� � ¼XN
i¼1

xia
r
i d; sð Þ þ Dar d; s; x!� � ð3Þ
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It contains the linear combination of the residual parts of the pure component EOS
ari evaluated at a reduced temperature and a reduced density that are representative
for the mixture (this part can be understood as an extended corresponding states
approach) and a departure term Dar, which can be understood as a correction to the
corresponding states part. As introduced by Klimeck [15], density and temperature
are reduced by reducing functions according to

d ¼ q

qr x!� � and s ¼ T r x!� �
T

: ð4Þ

The reducing functions are given by

1

qr x!� � ¼XN
i¼1

x2i
qc;i

þ
XN�1

i¼1

XN
j¼iþ1

2xixjbv;ijcv;ij
xi þ xj

b2v;ijxi þ xj

1

8

1

q1=3c;i

þ 1

q1=3c;j

 !3

ð5Þ

and

T r x!� � ¼XN
i¼1

x2i T c;i þ
XN�1

i¼1

XN
j¼iþ1

2xixjbT ;ijcT ;ij
xi þ xj

b2T ;ijxi þ xj
T c;iT c;j

� �0:5
: ð6Þ

They are dependent on the critical parameters of the pure fluids, the composition,
and the four binary-specific adjustable parameters bT ;ij, cT ;ij, bv;ij, and cv;ij. In the
further course, these parameters are called reducing parameters. The parameters are
related to the order of the two components. A change in the order is defined by:

bT ;ij ¼
1

bT ;ji
; bv;ij ¼

1

bv;ji
; cT ;ij ¼ cT ;ji; and cv;ij ¼ cv;ji: ð7Þ

Lemmon and Jacobsen [16] developed the departure term in Eq. 3, which reads as

Dar d; s; x!� � ¼XN�1

i¼1

XN
j¼iþ1

xixjFija
r
ij d; sð Þ: ð8Þ

This function is required when sufficient knowledge is available but the four
interaction parameters in Eqs. 5 and 6 are insufficient to represent the true properties
of the mixture, due either to deficiencies in the model or strong mixing effects in
dissimilar fluids, allowing lower uncertainties in calculated properties. If a
comprehensive database is available, a generalized or binary-specific departure
function arij can be developed. The binary-specific weighting factor Fij is generally

set to zero when a comprehensive database is not available. It is set to one if the
database is sufficient to develop a binary-specific departure function arij: And it is

used as binary-specific adjustable parameter, if generalized departure functions arij are
used for different binary systems. The departure functions in this work consist of
varying numbers of polynomial-like (pol), exponential (exp), special exponential
(spec), and Gaussian bell-shaped (GBS) terms, which can be written as:
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arij d; sð Þ ¼
XKpol;ij

k¼1

nij;kd
dij;kstij;k þ

XKpol;ijþKexp;ij

k¼Kpol;ijþ1

nij;kd
dij;kstij;kexp �dlij;k

� �

þ
XKpol;ijþKexp;ijþKspec;ij

k¼Kpol;ijþKexp;ijþ1

nij;kd
dij;kstij;k � exp �gij;k d� eij;k

� �2 � bij;k d� cij;k
� �h i

þ
XKpol;ijþKexp;ijþKspec;ijþKGBS;ij

k¼Kpol;ijþKexp;ijþKspec;ijþ1

nij;kd
dij;kstij;k

� exp �gij;k d� eij;k
� �2 � bij;k s� cij;k

� �2h i
:

ð9Þ

The terms include the adjustable coefficients nij;k , gij;k , eij;k , cij;k , bij;k , and
exponents dij;k , tij;k , and lij;k . The adjustment process of all parameters, coefficients,
and exponents is described in Sect. 2.2.

2.2 Calculation of Thermodynamic Properties

The Helmholtz energy is a fundamental quantity, and therefore all thermodynamic
properties can be calculated through a combination of their derivatives with respect
to the independent variables. The most relevant properties and their expressions in
terms of derivatives of the Helmholtz energy are given in Table 1. Additional details
and other properties can be found in Kunz et al. [13], Span [17], or in the 2017
version of AGA8 that presents the equations in a modified format [9]. The derivatives
are abbreviated as follows:

ad¼ oa
od

� �
s; x!

;as¼ oa
os

� �
d; x!

;add¼ o2a

od2

� �
s; x!

;ass¼ o2a
os2

� �
d; x!

;ads¼ o2a
odos

� �
x!
:

ð10Þ

Table 1 Thermodynamic properties relevant in this work and their relation to the reduced Helmholtz
energy a

Property Relation to the reduced Helmholtz energy and its derivatives

Pressure p ¼ qRT 1þ dard
� �

(11)

Isobaric heat capacity
cp ¼ R �s2aoss � s2arss þ

1þdard�dsardsð Þ2
1þ2dardþd2ardd

� 	
(12)

Speed of sound
w ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
RT
M 1þ 2dard þ d2ardd �

1þdard�dsardsð Þ
s2aossþs2arss

� 	s
(13)

With the molar mass
M ¼PN

i¼1
xiMi

(14)

Fugacity coefficient of component i
ui ¼ exp onar

oni

� �
T ;V ;nj 6¼i

� ln 1þ dard
� �� 	

(15)
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Because the independent thermodynamic variables of the Helmholtz energy are
temperature, density, and molar composition, the derivatives are also functions of
these variables. If thermodynamic properties are calculated with other independent
variables, e.g., pressure and temperature or pressure and enthalpy, an iterative
transformation to the natural variables density and temperature is required. More
details of these calculations are given in Gernert et al. [18]. For computational
implementation, the numerical values of the derivatives can alternatively be
determined by automatic differentiation with libraries, e.g., teqp [19].

2.3 Optimization Procedure

Binary mixture models in terms of the Helmholtz energy can be quite complex with
many adjustable parameters. Although the addition of adjustable parameters
increases the flexibility of the EOS and allows for better representation of the
experimental database, additional care must be used to ensure reasonable physical
behavior, including extrapolated states far beyond the range of the available database.
The adjustable parameters are fitted based on experimental data, where the quality
and quantity of the data help define the extent of non-linear mixing effects and thus
the complexity of the departure function. The use of the minimal number of
adjustable parameters that are required for accurate representation of measurements
aids in reasonable physical and extrapolation behavior.

The multicomponent approach requires the evaluation of all possible binary
combinations of the components in the mixtures. It may not be possible to correlate
binary-specific mixture models when there is a lack of experimental data. In this
situation, simple predictive combining rules without a departure function can be
applied. For the Lorentz-Berthelot combining rule [13], the four reducing parameters
of Eqs. 5 and 6 are set to unity:

cT ;ij ¼ 1; cv;ij ¼ 1; bT ;ij ¼ 1; and bv;ij ¼ 1: ð16Þ

Reducing parameters that use a linear combining rule result in reducing functions
that linearly connect the critical values of the pure fluids as given by

cT ;ij ¼
1

2

T c;i þ T c;j

� �
T c;i � T c;j

� �0:5 ; cv;ij ¼ 4 � 1

qc;i
þ 1

qc;j

 !
1

q1=3c;i

þ 1

q1=3c;j

 !�3

; ð17Þ

where bT ;ij and bv;ij have been set to one. These combining rules for use in the
calculation of mixture properties are still based on the combination of the pure-fluid
equations of state. For mixtures with a symmetric mixing behavior, the prediction is
usually quite reasonable. In CCS applications, the systems described with combining
rules typically belong to components with very low concentrations and their influ-
ence on the overall multicomponent model is small. Nevertheless, these binary-
specific equations should be used with caution with higher concentrations of the
constituents.

For systems described by experimental data, up to four of the parameters of the
reducing functions, Eqs. 5 and 6, can be adjusted to fit the data. The available
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database must contain vapor–liquid-equilibrium (VLE) data to properly define the
phase boundaries of the system. In general, no restrictions regarding the possible
values of the four parameters are known, aside from being larger than zero. Most of
the mixture models are comprised only adjusted reducing parameters, where the
parameters are slightly different than the ones obtained by the linear or Lorentz-
Berthelot combining rules. Exceptions can occur for binary mixtures, e.g., with large
differences in the critical properties of the pure components, such as mixtures
including hydrogen.

If the database features highly accurate and comprehensive datasets over wide
ranges of temperature, pressure, and composition for various thermodynamic
properties, e.g., VLE, density, and speed of sound, or if the mixture exhibits strong
interactions, a departure function can be adjusted, with the weighing factor Fij set to
unity. The number and type of terms are chosen during the adjustment process. For
mixtures that behave similarly, it is possible to apply a generalized departure function
and adjust Fij, cf. Kunz and Wagner [6].

The optimization of the reducing parameters bT ;ij, cT ;ij, bv;ij, and cv;ij, as well as of
the coefficients and exponents of the departure function nij;k , gij;k , eij;k , cij;k , bij;k , dij;k ,
tij;k , and lij;k was carried out with the non-linear fitting algorithm originally developed
by Lemmon and Jacobsen [20] and subsequently modified extensively by Lemmon.
The algorithm iteratively minimizes the deviations between selected data points and
the EOS by varying the adjustable parameters. The weights on the data points depend
mainly on their experimental uncertainty. To ensure reasonable physical and
extrapolation behavior where no experimental data are available, as well as to limit
values of the parameters, constraints were used.

2.3.1 Experience, Considerations, and Thoughts Regarding the Fitting Process

The following summarizes new insights acquired during the development of the
binary-specific models used in this work and can enlighten others who attempt to fit
different systems with the same type of model. A more comprehensive and thorough
investigation is still necessary to assess the benefits of the use of certain types of
terms or the need to develop new models to better represent mixture properties.

(1) Fitting the reducing parameters of the mixture model without a departure
function to data only for VLE states requires close inspection of the changes in
density. Herrig [21] fitted four reducing parameters, shown in Table 2, for the
MEA?H2O system to VLE data only.
However, he did not monitor the influence of the reducing parameters on
calculated values of homogeneous densities. His EOS describes the VLE data
accurately but the value for cv;MEAþH2O is quite small compared to that from the
Lorentz-Berthelot combining rule, cf. Eq. 16, resulting in the very high
deviations of the mixture model to the experimental density data as shown in
Fig. 1.
The deviations are one order of magnitude larger than those calculated with the
Lorentz-Berthelot combining rule. Similar deviations were found for speed of
sound data. The EOS developed in this work includes a departure function and
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moderate values of the reducing parameters (close to 1, see Sect. 3). Among
other properties, the EOS was adjusted to VLE and density data, resulting in
comparably small deviations as shown in Fig. 1a).

(2) In this work, the curve of critical loci as a function of composition was
analyzed using the phase envelope algorithm as implemented in TREND [49]
for the new EOS, a preliminary EOS for the MEA?H2O system (which
satisfactorily described all experimental data) and the EOS of Herrig [21], as
shown in Fig. 2.
Since no experimental data, and in particular no VLE data, are available in the
critical region, the departure function of the preliminary EOS was too flexible
and caused unreasonable physical behavior, such as the large temperature
maximum that is greater than both critical temperatures of the pure
components (cf. Deiters and Bell [50]). In this case, decreasing the absolute
values of the coefficients of the exponential terms in the departure function
from around 1.5 down to 0.04 moved the critical line towards smaller

Table 2 Binary reducing parameters and Fij of the mixture EOS for MEA?H2O developed by Herrig [21]

i?j bT ;ij cT ;ij bv;ij cv;ij Fij

MEA?H2O [21] 1.025500 1.052467 1.236603 0.482099 0

These values are given for demonstration only; the values obtained in this work are given in Table 4

Fig. 1 Relative deviations Δρ/ρ=(ρdata−ρEOS)/ρdata between experimental homogeneous density data [22–
48] and values calculated with the present EOS (a), the EOS of Herrig [21] (b), and the Lorentz-Berthelot
combining rule (c) as a function of composition for the system MEA?H2O
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temperatures and ultimately corrected the unphysical temperature maximum.
This gives rise to the hypothesis that the coefficients in the fitted departure
functions should be less than one. Figure 2 shows the large influence of the low
value of cv;ij in the EOS of Herrig [21], resulting in an unreasonable
temperature maximum, even though no departure function was included.

(3) A different example that validates the assumption that moderate reducing
parameters (close to unity) are essential for the accurate calculation of
multicomponent properties is the EOS for CO2?H2 of Beckmüller et al. [7].
While assessing the EOS-CG-2021, the Ph.D. thesis of Al-Siyabi [51] was
found reporting speed of sound data of binary and multicomponent mixtures.
This dataset was not known during the development of the CO2?H2 EOS [7]
and the EOS deviates by up to 16% from the data of the binary system. This is
cause by a rather high cT ;CO2þH2

¼ 1:961 and a GBS term with a large
coefficient nCO2þH2;2 ¼ 12:38. However, despite this high value for cT ;CO2þH2

,
the speed of sound data of Al-Siyabi [51] in the CO2?N2?H2?CH4 system
are in good agreement with the EOS (average absolute deviation from the
present equation of state is 0.581%, cf. Table 9). Decreasing cT ;CO2þH2

by 0.1
without additional fitting of other reducing parameters improves the descrip-
tion of the multicomponent data of Al-Siyabi [51] while the deviations of the
binary speed of sound data remain almost constant. This demonstrates the
influence of the reducing parameter on calculated properties of multicompo-
nent mixtures. To further investigate the influence of the coefficient of the
second GBS term, the value was manually reduced, which, in this case, led to a
better representation of the binary speed of sound data without distorting the
multicomponent speed of sound data; however, this change resulted in a

Fig. 2 p,T diagram showing the
critical lines calculated with the
present EOS, a preliminary EOS
developed in this work, the EOS
of Herrig [21], and the Lorentz-
Berthelot combining rule for the
system MEA?H2O
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distortion of other properties to which the coefficient was fitted. Other cases
will be different, but most will show that the potentially negative impact on the
calculation of other properties, which could not be considered in the fit, will be
higher when the coefficients in the departure function are larger than necessary.

(4) The development of the EOS-LNG [52] brought about more than just a new
model, but new insights into mixture modeling. The same functional form with
the Helmholtz energy EOS developed in this work was used, but the work
focused on the description of liquefied natural gas (LNG) components. In this
case models were used for the binary systems, which consist of the four
adjustable reducing parameters and a binary-specific departure function
containing two polynomial terms and five exponential terms. The EOS-LNG
authors realized that one reducing parameter in the methane?butane binary
mixture caused large deviations in calculated density values in typical LNG
multicomponent systems. A change from cv;CH4þC4H10

¼ 0:9976 to
cv;CH4þC4H10

¼ 1:0176 had only a slight effect on the binary mixture as shown
in Fig. 3. However, a value of cv [ 1 decreased the density deviations in all of
the multicomponent mixtures discussed in Thol et al. [52], also shown in
Fig. 3. The AARD improved by nearly an order of magnitude in the LNG
Oman system, as illustrated in Fig. 4.

The most significant influence of the binary-specific EOS for CH4?C4H10 is
related to the Oman system because the butane concentration is higher than that in
the other multicomponent mixtures. This new knowledge shows that a small change
in cv (e.g., 0.02) may have a negligible effect on binary density calculations, but it
can significantly influence calculations in multicomponent systems.

Fig. 3 The AARD ¼ 1
n

Pn
i¼1 100 qi;data � qi;EOS

� �
=qi;data



 

 of density data [53–64] of the CH4?C4H10

mixture (a) and various LNG multicomponent mixtures [65, 66] (b). Values are calculated with the EOS
included in the EOS-LNG [52] except for the CH4?C4H10 system for which two preliminary equations
differing only in the reducing parameter cv were used
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The parameters of the binary mixture models developed in this work were kept in
accordance with these new boundaries except for the MDEA?H2O system (cf. Sect.
3). Since MDEA is typically an impurity with a low concentration in the CO2

transport segment, the influence of cv;MDEAþH2O\1 on calculated properties for CCS
multicomponent mixtures is expected to be negligible.

3 The EOS-CG-2021 Mixture Model

Multicomponent mixture models explicit in the Helmholtz energy and of the type
described here are primarily based on Helmholtz energy equations of state for the
pure fluids (as described in Sect. 2.1); an overview of the equations used in the EOS-
CG-2021 model is presented in Table 3. In addition to the reference, the range of
validity and the critical point for each of the fluids are given. To accurately
implement this type of model, the pure-fluid equations of state must be as accurate as
possible. The validity of the EOS in terms of temperature and pressure is generally
based on the ranges of the experimental data used in their development. Because the
mixture model is based on the reduced properties (temperature and density) of the
mixture, the EOS for those fluids that have a large value of reduced temperature or
small value of reduced density of the triple point must extrapolate far beyond the
lowest measurements available. Properties at low temperatures calculated from the
mixture model are often evaluated outside the range of the pure fluid limits for at
least one of the fluids. Such state points should be treated with care.

For example, the triple-point ratio (Ttrp/Tc) for carbon dioxide is 0.712 and that for
propane is 0.231. At high propane concentrations and temperatures close to the triple
point of propane, the reduced temperatures used in Eqs. 1 to 3 approach the triple-
point ratio of propane. The reduced temperature is used to calculate the pure fluid
contributions from each equation of state. This means that values are calculated from
the carbon dioxide equation at temperatures of about 0.23 Tc, far below the triple
point of this fluid (which is also the lower limit of all experimental liquid-phase data
that have been measured). The CO2 equation must be extrapolated to 40% of its
triple-point temperature to accurately model carbon dioxide/propane mixtures at high
propane concentrations and low temperatures.

Fig. 4 Relative deviations Δρ/ρ
=(ρdata−ρEOS)/ρdata between
experimental homogeneous
density data for the LNG Oman
mixture [65] and values
calculated with the EOS-LNG
[52] except for the CH4?C4H10

system for which two
preliminary equations differing
only in the reducing parameter cv
were used
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The corresponding effect occurs at high reduced temperature of the mixture for
fluids with large critical temperature. In this case, the reduced temperature of the
mixture frequently exceeds the highest reduced temperature, for which experimental
data are available for the pure fluid.

The difference in the values of the critical points for binary mixtures is an
indicator of mixing behavior. Larger differences generally result in mixtures whose
properties are less linear and deviate more from a corresponding states basis.

For state points described above, it is important that the underlying equation of
state of the pure fluid exhibits correct extrapolation behavior. Older equations of state
may have deficiencies at this point, which may cause numerical problems when

Table 3 Pure-fluid equations of state in terms of the Helmholtz energy used in this work

Component Reference Year Range of validity Critical parameters

(Tmin–
Tmax)/K

pmax/
MPa

Tc/K ρc/
(mol·dm−3)

pc/MPa

CO2 Span and Wagner [70] 1996 216.592–
1100

800 304.128 10.625 7.3773

H2O Wagner and Pruß [67] 2002 Tmelt(p)–
2000

1000 647.096 17.874 22.064

N2 Span et al. [72] 2000 63.151–
2000

2200 126.192 11.184 3.3958

O2 Schmidt and Wagner
[73]

1985 54.361–
2000

82 154.581 13.63 5.043

Ar Tegeler et al. [74] 1999 83.806–
2000

1000 150.687 13.407 4.863

CO Lemmon and Span
[75]

2006 68.16–500 100 132.86 10.85 3.494

H2 Leachman et al. [76] 2009 13.957–
1000

2000 33.145 15.508 1.2964

CH4 Setzmann and Wagner
[77]

1991 90.694–
625

1000 190.564 10.139 4.5992

H2S Lemmon and Span
[75]

2006 187.7–760 170 373.1 10.19 9.000

SO2 Gao et al. [78] 2016 197.7–525 35 430.64 8.078 7.8866

MEA Herrig [21]a 2018 283.7–675 9 671.4 5.39 8.125

DEA Kortmann [79]a 2016 301.7–740 5 736.5 3.3 4.9508

HCl Thol et al. [80] 2018 159.07–
670

200 324.68 11.87 8.3135

Cl2 Thol et al. [81] 2021 172.17–
440

20 416.865 8.06 7.6424

NH3 Gao et al. [82] 2023 159.49–
725

1000 405.56 13.696 11.363

MDEA Neumann et al. [83] 2022 281.85–
741

100 741.00 2.72 4.6899

aDetails about the structure and the parameters of the EOS can be found in the supplementary material
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evaluated in the mixture. An example is the equation of state of water [67] for
temperatures lower than 230 K (T=T c\0:36). In this range, the algorithms fail in the
evaluation of the pure-fluid equation because of numerical issues in the extrapolated
fluid phase, which then also means that a mixture cannot be evaluated. Unfortunately,
this also affects calculations of the phase equilibrium, where the liquid density must
be calculated as well. Thus, also every flash calculation determining the density from
a specified temperature and pressure, where it is checked whether a point is in the
gaseous or liquid-phase, is affected. Especially in recent years, the development of
empirical Helmholtz energy equations has focused strongly on this aspect, so that at
least numerical problems no longer play a role. But due to the lack of experimental
data in this area, no reliable statements can be made about the accuracy of the
equations in this region. The largest extrapolation, however, usually occurs when a
component is present in the mixture only at low concentrations. In these cases, it can
be assumed that the influence on the accuracy of the calculated property is limited.
Besides possible loss of accuracy, phase-equilibrium calculations must be treated
with caution. When evaluating the equations of state in software packages such as
TREND [49], REFPROP [68], or CoolProp [69], a fluid phase equilibrium is always
assumed. In areas below the triple-point temperatures of the pure substances,
however, solid phases become relevant. That means, even if a numerical value results
from the evaluation of a fluid phase equilibrium, this does not mean that it is correct.
In TREND such solid phases are considered at least for the components water [67],
CO2 [70], and benzene [71] (The solid EOS for benzene will be implemented in
upcoming versions of TREND). For other substances there are no corresponding
solid equations available, yet.

In this work, the Helmholtz energy framework is built upon the pure-fluid
equations of state, where any pure-fluid EOS could be used. Switching the specified
equation that was used in the mixture model development with either older (and
generally published) equations or newer (and often preliminary) equations will
almost always increase the uncertainty in calculated properties, even if the newer
equation has lower uncertainties for the pure-fluid calculations. The most accurate
mixture calculations from this work can only be obtained when the pure-fluid
equations of state in Table 3 are used in conjunction with the fitted mixing parameters
reported here. The use of other pure-fluid equations may cause larger deviations than
typical experimental uncertainties.

The development of the EOS-CG-2016 specified that the most accurate pure-fluid
EOS at that time would be used in the mixture models. This is particularly important
for binary mixtures containing water because numerical deficiencies resulting from
the complex functional form of the EOS for pure H2O and CO2 are often corrected
with a departure function. Since this complexity is not needed in natural gas
applications, GERG-2004 used significantly simpler equations of state for H2O and
CO2 [13]. This work re-fitted the interaction parameters for the existing binary
mixture models for CH4?H2O and H2S?H2O in GERG-2004 [13] for use with the
reference EOS given in Table 3.

According to Eqs. 5, 6, and 8, the calculation of properties from multicomponent
mixture models requires the binary combinations of all the constituents. For the 16
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components relevant to CCS included in the EOS-CG-2021, this results in 120
binary-specific mixtures as shown in Fig. 5.

The modular framework of the multicomponent mixture model in terms of the
Helmholtz energy allows binary-specific equations of state from different references
to be used if they are based on the same functional form. Binary-specific equations
from several sources are summarized within the EOS-CG-2021 model. The goal in
this work was to develop a mixture model with the most accurate available pure-fluid
equations of state and to represent the available thermodynamic property mixture
data within their experimental uncertainty. The EOS-CG-2021 adopts 18 binary
formulations from the GERG-2008 model [6], 12 binary-specific EOS for mixtures
with NH3 from Neumann et al. [84], 10 binary formulations from the original EOS-
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carbon dioxide ● ● ● ● ● N2 ● KW KW B S L GS KW GS  

water ● R ● ● ● ● ● ● ● KW GS GS GS GS   

nitrogen ● N1 ● ● ● ● ● KW KW B GS GS KW    

oxygen ● N1 ● ● ● ● ● KW KW KW GS GS     

argon ● N1 ● ● ● ● ● KW KW KW KW      

↔
 carbon monoxide ● N1 ● ● ● ● ● KW KW B       

hydrogen ● N1 ● ● ● ● ● KW B        

methane ● N1 ● ● ● ● ● KW         

m
in

o
r 

co
m

p
o
n

en
ts

 

hydrogen sulfide ● N1 ● ● ● ● ●          

sulfur dioxide ● N1 ● ● ● ●           

monoethanolamine ● N1 ● ● ●     Specific departure function  

diethanolamine ● N1 ● ●      Generalized departure function  

hydrogen chloride ● N1 ●       Adjusted reducing functions  

chlorine ● N1        Lorentz-Berthelot combining rules  

ammonia ●         Linear combining rules  

                  

        

    ● This work N2 Neumann et al. (2021) 

    KW Kunz and Wagner (2012) R Published in REFPROP 10.0 (2018) 

    GS Gernert and Span (2016) S Souza et al. (2019) 

    N1 Neumann et al. (2020) L Løvseth et al. (2018) 

    B Beckmüller et al. (2021)   

Fig. 5 Overview of the 120 binary combinations resulting from the 16 components considered in the
development of the mixture model for CCS-relevant mixtures. According to their mole fractions in typical
CCS-mixtures, the components are classified as major or minor components. Carbon monoxide, hydrogen,
and methane occur as major or minor components depending on the CCS application
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CG-2016 model [5], 4 binary-specific EOS for mixtures with H2 from Beckmüller
et al. [7], and 1 each from Neumann et al. [85], REFPROP [68], Souza et al. [86], and
Løvseth et al. [87]. Within the scope of this work, 72 updated or newly developed
sets of parameters for different binary mixtures were added; in part, these new
parameter sets have already been published in the PhD thesis of Herrig [21]. In total,
18 binary formulations contain a specific departure function and three include a
generalized departure function. The reducing parameters were adjusted without a
departure function for 32 of the binary mixture equations. The remaining 67 systems
are formulated in terms of simple combining rules due to the lack of sufficiently
accurate and comprehensive data.

The reducing parameters for each binary mixture are given in Table 4 and the
parameters of the binary-specific departure functions are given in Table 5. Only the
models developed in this work are evaluated in Sect. 3.1. A comprehensive analysis
of the other binary mixtures is given in their corresponding publications.

The complete multicomponent mixture model including all pure-fluid and binary-
specific EOS is implemented in the open source software package TREND [49],
which enables the calculation of all thermodynamic properties, as well as in
upcoming releases of REFPROP [68] and CoolProp [69]. Test values can be
calculated with the use of TREND [49] as described in the supplementary material.

3.1 Comparison to Experimental Data

The performance of the mixture models developed in this work is analyzed with the
use of comparisons of calculations to experimental data and evaluation of the
extrapolation behavior at conditions outside the range of validity. Comparisons with
experimental data use the percentage deviation

100
DX
X

¼ 100
X data � X EOS

X data

� �
ð18Þ

for single data points and the average absolute relative deviation

AARD ¼ 1

n

Xn
i¼1

100DX i=X ij j ð19Þ

for datasets, where n is the number of datapoints in one set. The datasets are sub-
divided into composition ranges, if possible, to view the compositional dependence.
Relative deviations in calculated values of bubble- and dew-point compositions can
be misleading; for example, comparably high values arise for components that exist
as trace elements in the mixture. VLE data are thus evaluated with the average
absolute deviation in terms of mole fraction,

AAD ¼ 1

n

Xn
i¼1

DX ij j: ð20Þ

Comparisons to the data for the mixture models not developed here but adopted
from other works are given in their respective publications [5–8, 68, 86–88]; the
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Table 5 Parameters of the departure functions

k Type nij;k tij;k dij;k lij;k gij;k bij;k cij;k eij;k
CO2?H2O [5]

1 pol 0.39440467 0.88 1

2 pol −1.7634732 2.932 1

3 pol 0.14620755 2.433 3

4 exp 0.008752232 1.33 0 1

5 exp 2.0349398 4.416 2 1

6 exp −0.09035025 5.514 3 1

7 exp −0.21638854 5.203 1 2

8 exp 0.03961217 1 5 2

N2?CO2 [6]

1 pol 0.28661625028399 1.85 2

2 pol −0.10919833861247 1.4 3

3 spec −1.137403208227 3.2 1 0.25 0.75 0.5 0.5

4 spec 0.76580544237358 2.5 1 0.25 1 0.5 0.5

5 spec 0.0042638000926819 8 1 0 2 0.5 0.5

6 spec 0.17673538204534 3.75 2 0 3 0.5 0.5

CO2?Ar [87]

1 pol −0.0656 3.22 2

2 pol 0.0237 2.9 3

3 spec 3.5217 1.9 1 1.243 1.208 0.5 0.65

4 spec −2.831 1.57 1 1.072 0.82 0.5 0.727

5 spec −1.406 2.73 1 1.465 1.527 0.5 0.648

6 spec 0.864 1.08 2 0.946 0.86 0.5 0.706

CO2?CO [86]

1 pol 1.861 2.82 1

2 pol −4.017 3.26 1

3 exp 0.2734 0.94 2 1

4 exp 2.393 3.944 4 1

5 GBS 26.46 2.53 1 0.385 0.144 5.1 0.109

6 GBS −1.213 4.38 1 0.295 0.31 1.661 2.596

CO2?H2 [7]

1 pol 3.56 1.47 1

2 pol −1.036 1.17 2

3 GBS −4.835 1.95 1 0.58 0.465 0.17 0.52

4 GBS 12.38 0.31 2 0.2 0.82 2.11 0.15

5 GBS −2.65 1.412 3 0.292 0.52 1.49 0.24

6 GBS −3.3 2.28 1 0.12 1 1.73 0.15
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Table 5 continued

CH4?CO2 [6]

1 pol −0.10859387354942 2.6 1

2 pol 0.080228576727389 1.95 2

3 pol −0.0093303985115717 0 3

4 spec 0.040989274005848 3.95 1 1 1 0.5 0.5

5 spec −0.24338019772494 7.95 2 0.5 2 0.5 0.5

6 spec 0.23855347281124 8 3 0 3 0.5 0.5

N2?H2O, O2?H2O, CO?H2O [5]

1 pol 4.0142079 0.547 1

2 exp −1.1573939 0.055 1 1

3 exp −7.2102425 1.925 1 1

4 exp −5.3251223 0.552 2 1

5 exp −2.2155867 1 4 1

CH4?H2O

1 pol 3.3 1.1 1

2 pol −2.88 0.8 1

3 exp 9.6 0.8 1 1

4 exp −11.7 1 1 1

5 exp 2.13 4 2 1

6 exp −0.53 3.4 4 1

H2S?H2O

1 pol 0.17 0.9 1

2 pol −0.1116 4.04 1

3 exp 0.121 6.88 2 1

4 exp −0.002352 8.15 4 1

5 exp −0.0431 5.35 8 2

6 exp 0.7764 2.7 1 1

MEA?H2O

1 exp 0.0436 0.1 1 2

2 exp 0.0437 0.1 3 2

3 GBS −0.0217 3.06 2 0.69 0.55 2.42 2.8

4 GBS −0.0187 4.39 1 0.25 1.83 1.42 2.16

DEA?H2O

1 exp 0.151 0.58 1 2

2 GBS −0.0817 4.19 2 1.36 0.72 1.9 2.1

3 GBS 0.326 3.03 1 2.4 1.32 2.29 2.33
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Table 5 continued

NH3?H2O [68]

1 exp −2.00211 0.25 1 2

2 exp 3.0813 2 1 1

3 GBS −1.75352 0.5 1 0 0.27 2.8 0

4 GBS 2.9816 2 1 0.746 0.86 1.8 2

5 GBS −3.82588 1 1 4.25 3 1.5 −0.25
6 GBS −1.7385 4 1 0.7 0.5 0.8 1.85

7 GBS 0.42008 4 3 3 4 1.3 0.3

MDEA?H2O

1 exp 0.058 3.3 1 2

2 exp 0.0497 1.66 2 2

3 GBS 0.02 3.1 3 2.6 2.09 1.96 2.129

4 GBS −0.063 1.44 2 2.6 2.6 1.0 2.486

5 GBS 0.00316 3.5 1 0.4 1.89 2.6 2.254

N2?H2 [7]

1 exp −1.659 0.724 1 1

2 exp −0.268 0.097 2 1

3 exp −0.502 2.953 1 2

4 exp 0.323 3.5 2 2

5 GBS 2.976 2.939 1 1.86 0.93 1.3 2.51

6 GBS 5.084 0.694 1 0.03 0.36 0.8 0.39

7 GBS −3.866 2.329 1 1.85 0.99 1.5 2.51

8 GBS −5.474 1.066 1 0.13 0.24 2.3 1.22

CH4?N2 [6]

1 pol −0.0098038985517335 0 1

2 pol 0.00042487270143005 1.85 4

3 spec −0.034800214576142 7.85 1 1 1 0.5 0.5

4 spec −0.13333813013896 5.4 2 1 1 0.5 0.5

5 spec −0.011993694974627 0 2 0.25 2.5 0.5 0.5

6 spec −0.069243379775168 0.75 2 0 3 0.5 0.5

7 spec −0.31022508148249 2.8 2 0 3 0.5 0.5

8 spec 0.24495491753226 4.45 2 0 3 0.5 0.5

9 spec 0.22369816716981 4.25 3 0 3 0.5 0.5

Ar?NH3 [84]

1 exp 0.2350785 2.3 3 1

2 GBS −1.913776 1.65 1 1.3 0.6 0.9 0.31

3 GBS 1.624062 0.42 1 1.5 0.5 1.5 0.39
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datasets that formed the basis for the models are summarized in Table S1 in the
supplementary material. The AAD and AARD tables for the data used in the
development of the EOS in this work are given in Table 7 in the “Appendix”. All
experimental data were converted to molar-based SI units with temperatures on the
International Temperature Scale of 1990 (ITS-90) and pressures converted to MPa.

In the following sections, comparisons between the mixture model with
experimental data, including ternary and multicomponent mixtures, are analyzed.
Only the most accurate and comprehensive datasets are discussed for brevity.

Systems, which could not be fitted due to the scarce data situation and which are
described accordingly only with a combination rule, are not discussed in this
section. As Herrig [21] shows, no general statements can be made about which
accuracies can be expected for these systems, because this differs very strongly
binary-specifically from each other. For example, the prediction of phase equilibria
depends on the combination rule not only quantitatively but also qualitatively (e.g.,
CH4?Cl2), see Herrig [21].

Table 5 continued

CO?H2 [7]

1 pol −0.521 2.25 1

2 pol −0.387 0.473 2

3 GBS −2.59 0.585 1 0.647 0.751 1.86 1.38

4 GBS 4.35 0.091 2 0.344 0.66 2.23 0.773

CH4?H2 [7]

1 pol 1.28 0.34 1

2 pol −0.774 0.42 2

3 exp −0.914 0.8 1 1

4 exp 0.36 3.29 2 1

5 GBS −2.45 0.05 1 0.83 0.97 0.77 1.36

6 GBS 4.462 0.254 2 0.34 0.2 1.74 1.44

7 GBS −0.972 0.41 3 0.57 0.26 0.79 1.69

8 GBS −2.07 2.63 1 0.44 0.18 0.4 1.53

H2?NH3 [84]

1 exp −3.73558 1.28 1 1

2 exp −7.47092 2.05 2 1

3 GBS 1.98413 2.6 1 0.61 2.06 0.79 0.8

4 GBS 1.87191 3.13 2 1.6 1.74 2.1 1.62

The labels of the parameters gij;k , eij;k , cij;k , bij;k are not correct in Table 8 of reference [84]. The correct
labels are given in this work
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3.1.1 H2O1CH4

A reduced Helmholtz energy explicit formulation for the binary system H2O?CH4 is
included in the GERG-2008 model of Kunz and Wagner [6]. Since CH4 is the most
relevant component in that mixture model, the binary formulation for H2O?CH4 is
considered to yield reliable results, although binary mixtures with water are normally
not accurately described within GERG-2008 [6]. For the binary model in GERG-
2008 [6], all four reducing parameters were fitted but no binary-specific departure
function was used. Because CH4 was not considered in the original EOS-CG model
of Gernert and Span [5], no binary formulation for H2O?CH4 is included in that
model.

Compared to many other binary mixtures, the experimental database for H2O?

CH4 is comprehensive. VLE data are available in many publications in addition to
data for homogeneous densities and, in some cases, values for isobaric heat
capacities, virial coefficients, and excess enthalpies. Although none of the data sets
published after the development of the GERG-2008 model [6] is regarded as very
accurate, the work of Herrig [21] improved the description of this system by
developing a binary-specific departure function. In this section, data calculated from
this model are compared to the available experimental data.

Even with the mathematical flexibility of a departure function, the system H2O?

CH4 is exceptionally challenging to describe. In the VLE region, the coexisting
phases are almost pure fluids. As a result, even small compositional uncertainties of
the data lead to high deviations in pressure. In Fig. 6, p,x diagrams for four isotherms
illustrate this type of mixing behavior. The phase boundaries were calculated from
the new model and GERG-2008 [6]. Selected experimental data are shown for
comparisons.

Due to the almost pure coexisting phases, absolute deviations in composition
between the new model and GERG-2008 [6] are quite small. Nevertheless, the new
model provides a more accurate description of the data. Results calculated from
GERG-2008 [6] do not follow the trend of the bubble-point data at lower
temperatures. For the two lowest isotherms, the GERG-2008 model [6] drastically
underestimates the solubility of CH4 in H2O and yields a saturated-liquid that is
almost pure H2O. Deviations between values calculated from both models and
experimental VLE data from various sources are shown in Fig. 7. Additional data
were found in the literature, see Table 7 in the “Appendix”; however, those data
exhibit extremely large deviations from GERG-2008 [6], the present model, and all
its preliminary versions. These large deviations are presumably caused by high
composition uncertainties; thus, only the data sets found to be reliable are included in
Fig. 7. As mentioned before, deviations in pressure are not meaningful for a system
with steep p,x phase boundaries, but the deviations in composition give a good
impression of the accuracy of both models.

At temperatures between 255 K and 400 K, the present model represents most of
the data with deviations below 0.0015 molCH4=molmix. The overall representation of
the data in this temperature range is more accurate than with GERG-2008 [6],
especially with regard to the saturated-liquid data of Awan et al. [91], Chapoy et al.
[89], and Frost et al. [93]. At elevated temperatures between 400 K and 600 K, the
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data are mostly described within 0.01 molCH4=molmix. In this temperature region, the
accuracy of both models is comparable, although GERG-2008 [6] exhibits some
higher deviations.

For this mixture, it is only partially possible to compare deviations between
calculated and experimental data with given or estimated experimental uncertainties.
None of the references included in Fig. 7 provides combined uncertainties in
composition. Many references do not even state the uncertainties in composition.
Instead, less meaningful information on the reproducibility or the calibration
precision of the gas chromatograph is given. These uncertainty specifications are not
sufficient for the validation of the present model but are not surprising with respect to
the shape of phase boundaries, which are characterized by extremely small mole
fractions of one component.

Fig. 6 p,x diagrams showing selected experimental phase equilibrium data [89–97] at 283 K, 313 K, and
477 K in comparison to phase boundaries calculated with the EOS of this work and GERG-2008 [6] for the
system H2O?CH4
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Complete VLE data sets including the compositions of both phases are only given
by Gillespie and Wilson [94], Fonseca and von Solms [98], Qin et al. [100], and
Frost et al. [93]. All these data sets were obtained by withdrawing samples from the
coexisting phases and analyzing them in a gas chromatograph. The experimental set-
up of Frost et al. [93] was developed by Fonseca and von Solms [98], whose data
result from the first measurements with that apparatus. The measurements of Frost
et al. [93] consequently supersede the data of Fonseca and von Solms [98]. They
cover a temperature range from 284 K to 324 K and are among the most valuable
data sets for the development of the present model. The data of Gillespie and Wilson
[94] were useful to fit the model at elevated temperatures up to 589 K, although they
exhibit some scatter and cannot be considered as highly accurate.

The solubility of CH4 in H2O, which is equivalent to the saturated-liquid-phase in
VLE, was measured at temperatures above 275 K by Awan et al. [91], Campos et al.
[102], Chapoy et al. [89], and Kim et al. [99]. In all these works, the mole fractions of
CH4 in the saturated-liquid were measured instead of the bubble-point with known
composition. All data sets are in good agreement with the VLE data of Frost et al.
[93]. The deviations of the data of Chapoy et al. [89] correspond to the representation

Fig. 7 Absolute deviations ΔxCH4 =(xCH4;data−xCH4 ;EOS) between experimental phase equilibrium data [89–
102] and values calculated with the EOS of this work (a, b) and GERG-2008 [6] (c, d) as a function of
temperature for the system H2O?CH4
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of their data for H2O?CO2 by the original EOS-CG model of Gernert and Span [5],
who report a maximum deviation of 0.002 molH2O=molmix.

Solubilities of H2O in CH4, and thus the saturated-vapor states of the VLE, were
investigated by Chapoy et al. [103], Fenghour et al. [92], Sairanen and Heinonen [97],
Mohammadi et al. [95], Olds et al. [96], and Rigby and Prausnitz [101]. In the latter
work, the water mole fractions are estimated to be accurate within 1%. Considering the
highest measured water concentration xH2O=0.01992 molH2O=molmix, this uncertainty
estimate is equivalent to an expanded (k=2) uncertainty of about
0.0004 molCH4=molmix. The maximum deviation between these data and the present
model is 0.00034 molCH4=molmix (AAD=0.00016 molCH4=molmix). The data are
consequently represented within their experimental uncertainty. The measurements of
Olds et al. [96] were published in 1942 and are the oldest reliable experimental data
found in the literature. Although they are not considered as highly accurate, they were
important for the fitting process because they cover a temperature range from 310 K to
510 K. According to the authors, the mole fractions of water are accurate within 2%. At
temperatures below 400K, this corresponds to amaximum expanded (k=2) uncertainty
of 0.0017 molCH4=molmix. At higher temperatures, the maximum uncertainty increases
up to 0.022 molCH4=molmix. These uncertainties mostly agree with the deviations
shown in Fig. 7. Fenghour et al. [92] investigated the high-temperature region up to
almost 600 K. Dew points were obtained from isochoric pρT measurements. The
pressure of a mixture with known composition was continuously measured while
varying the temperature. Discontinuities in the obtained pressure versus temperature
diagram indicated that the dew-point of the mixture was reached. No uncertainties are
given for those dew points. Neglecting one clear outlier, the data are represented with a
maximum deviation of 0.006 molCH4=molmix. At temperatures between 283 K and
318K, very accurate dewpointswere published byChapoy et al. [103] as a correction of
an earlier work by the same authors. The data are represented with an AAD of 0.00
006 molCH4=molmix and a maximum deviation of 0.0005 molCH4=molmix. The authors
provide a maximum uncertainty in the mole fraction of water of 0.2%. Interpreting this
value as the standard uncertainty of every state point leads to an average expanded (k=
2) uncertainty of 0.00 006 molCH4=molmix and maximum uncertainty of
0.0004 molCH4=molmix, which is both in close agreement with the deviations from
the present model. The most recent saturated-vapor data were published by Sairanen
and Heinonen [97] covering low temperatures between 253 K, which is close to the
hydrate formation temperature, and 293 K. The data were used to fit the model in the
low-temperature region but are not considered as highly accurate. At 283 K and 293 K,
they are in close agreement with the measurements of Chapoy et al. [103] but exhibit
some scatter with decreasing temperatures.

We do not provide estimated uncertainties in calculated VLE compositions
because none of the discussed references provides a complete and reliable
uncertainty analysis.

The development of the present model for H2O?CH4 was enhanced by a
comprehensive database of homogenous densities. Deviations between the available
experimental data, the present model, and the binary formulation included in GERG-
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2008 [6] are shown in Fig. 8. The database is restricted to the gas and supercritical
state regions. No liquid-phase data were found in the literature.

The most accurate data for homogeneous gas-phase densities were published by
Joffrion and Eubank [105]. The authors investigated three mixtures with
0.5 molH2O=molmix, 0.25 molH2O=molmix, and 0.1 molH2O=molmix in a temperature
range from 398 K to 498 K and at pressures up to 12 MPa. The combined standard
uncertainty is stated to be 0.08%. The present model describes more than 95% of the
data within deviations of 0.16%, which corresponds to the expanded (k=2)
uncertainty of the data. The GERG-2008 model [6] represents the data mostly with
comparable deviations; however, the deviations increase with increasing pressure.
Above 3 MPa, deviations between the data and GERG-2008 [6] are higher than the
experimental uncertainty. Another important data set was measured by Fenghour
et al. [92], which also lead to the dew-point data discussed before. That work
provides gas-phase densities for nine mixtures covering H2O contents between
0.076 molH2O=molmix and 0.676 molH2O=molmix at temperatures between 430 K and
700 K and pressures ranging from 7.5 MPa to 30 MPa. The given standard
uncertainty of the data are 0.08% for the mixture with the lowest H2O content and
0.14% for the mixture with the highest H2O content. The expanded (k=2)
uncertainties consequently range from 0.16% to 0.28%, which does not agree with
the deviations of up to 1.2% from the present model. GERG-2008 [6] enables a more
consistent description of the data but also exhibits deviations up to 0.84%. During

Fig. 8 Relative deviations Δρ/ρ=(ρdata−ρEOS)/ρdata between experimental homogeneous density data
[92, 104–108] and values calculated with the EOS of this work (a, b) and GERG-2008 [6] (c, d) as a
function of temperature (a, c) and pressure (b, d) for the system H2O?CH4. The ordinate is linearly scaled
between the dashed lines and logarithmically scaled in the gray filled region
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the development of the present model, many different functional forms for the
departure function were applied and rejected before the final set of terms was
obtained. None of these preliminary models provided higher accuracy to the data of
Fenghour et al. [92] and a better description of the VLE data.

The high-temperature and high-pressure region of H2O?CH4 was investigated by
Abdulagatov et al. [104] and Shmonov et al. [106]. The work of Abdulagatov et al.
[104] presents data for various different mixtures covering the complete composition
range at temperatures between 525 K and 653 K and at pressures between 2 MPa and
64 MPa. The claimed expanded (k=2) uncertainty of the data are 0.4%, which seems
to be significantly underestimated. The data exhibit scatter of at least 6%. The work
of Shmonov et al. [106] provides no information on experimental uncertainties. It
includes measurements of four mixtures with 0.2 molH2O=molmix,
0.4 molH2O=molmix, 0.6 molH2O=molmix, and 0.8 molH2O=molmix as well as results
for both pure components. The measurements were carried out at temperatures
between 653 K and 723 K and at pressures between 10 MPa and 200 MPa. The data
deviate by more than 8% from the model. In order to check the reliability of the data,
comparisons between the pure-fluid measurements and results calculated from the
reference EOS of Setzmann and Wagner [77] (for CH4) and Wagner and Pruß [67]
(for H2O) were made. The data exhibit deviations up to 9% for pure CH4 and 2% for
pure H2O. Due to these high deviations, we consider the stated uncertainty of 0.4%
to be implausible. Another high-pressure data set was published by Zhang [108]. It
provides densities of the supercritical fluid at temperatures between 675 K and 873 K
and pressures ranging from 100 MPa to 300 MPa. The data were not experimentally
determined but are the result of calculations. The underlying method is only vaguely
described as being based on “synthetic fluid inclusion data” and an equation fitted to
CH4 clathrate melting temperatures and pressures (see Zhang [108]). No uncertain-
ties are given in the corresponding publication. The data were not used to fit the
binary mixture model; nevertheless, they are mostly represented with deviations
below 4%. Although none of the available high-temperature and high-pressure data
sets is sufficiently accurate to allow for a quantitative validation of the present model,
the deviations shown in Fig. 8 emphasize that the model yields qualitatively
reasonable results in that state region, whereas GERG-2008 [6] exhibits much higher
deviations from the data.

Estimated uncertainties of homogeneous densities calculated from the model can
only be provided for gas-phase states. The uncertainties are based on the comparisons
with the two reliable experimental data sets of Joffrion and Eubank [105] and
Fenghour et al. [92]. For mixtures containing between 0.10 molH2O=molmix and
0.5 molH2O=molmix, gas-phase densities for temperatures between 400 K and 495 K
and at pressures up to 12 MPa can be calculated with an uncertainty of 0.16%. At
higher temperatures up to 700 K and pressures between 7.5 MPa and 30 MPa, the
uncertainty of calculated values is expected to be below 1.5%. This uncertainty
estimate is also valid for mixtures containing higher fractions of water of up to
0.67 molH2O=molmix.

Overall, the development of the departure function for H2O?CH4 resulted in a
more accurate description of this mixture compared to the GERG-2008 model [6]. In

123

178 Page 28 of 132 Int J Thermophys (2023) 44:178



particular, the representation of the low-temperature VLE region has been improved.
Nevertheless, the model for this important binary mixture could still be improved if
additional accurate experimental data became available. Homogeneous liquid
densities, high-temperature VLE data, and caloric data such as speed of sound
would be beneficial for a refit of the present model.

3.1.2 H2O1H2S

The binary-specific departure function of Herrig [21] for the mixture H2O?H2S is
based on a limited experimental database. Accurate experimental values are restricted
to VLE data, although some saturated-liquid densities and isobaric heat capacities are
also available. The densities are briefly discussed within this section. The heat
capacity measurements of Hnӗdkovský and Wood [109] were carried out in almost
pure water (xH2S =0.0067) and are, thus, not relevant for the validation of the mixture
model. The system H2O?H2S was also considered in the GERG-2008 model of
Kunz and Wagner [6]. In that model, no binary-specific departure function was
developed, but only two reducing parameters were fitted. The EOS-CG model of
Gernert and Span [5] does not allow for the description of mixtures with H2S.

As typical with binary mixtures containing water, the phase-equilibrium behavior
of H2O?H2S is complex. This is not only because solid water or hydrates might
form, but also due to the possible split into vapor–liquid or liquid–liquid equilibria
(LLE). The solubility of H2S in water is higher than that of CH4, but still so limited
that phase equilibria mostly consist of two phases rich in one of the components. At
temperatures below the critical temperature of H2S (Tc;H2S=373.1 K), the H2S-rich
phase in equilibrium may be liquid or gaseous depending on the pressure of the
system. The resulting VLE and LLE regions are separated by a three-phase line along
which a H2S-rich vapor, a H2O-rich liquid, and a H2S-rich liquid are in a phase
equilibrium (VLLE). This behavior is illustrated in Fig. 9. The phase boundaries for
two exemplary isotherms (T<Tc;H2S) were calculated from the new model and
GERG-2008 [6]. Selected literature data are shown for comparisons.

Both models yield qualitatively comparable results, with almost congruent
saturated-vapor lines. Figure 9 (left panel) indicates that the GERG-2008 model [6]
underestimates the solubility of H2S in the liquid, whereas the new model is in
excellent agreement with experimental data. The most distinct differences between
the models are found in the prediction of the LLE region and VLLE line; however,
no experimental data are available to validate these predictions. The representation of
the VLE data are presented in more detail in Fig. 10. Deviations between literature
data and bubble- and dew-point compositions calculated from the new model and
GERG-2008 [6] are shown over the complete temperature range of the data.

The deviation plots confirm the impression obtained from the p,x diagrams: The
new model is significantly more accurate in the calculation of bubble-point states
and, thus, of the H2S-solubility in the liquid than GERG-2008 [6]. Most of the data
are represented with deviations below 0.002 molH2S=molmix, whereas the same data
deviate by up to 0.02 molH2S=molmix from the GERG-2008 [6]. The representation of
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Fig. 9 p,x diagrams showing selected experimental phase equilibrium data [110–113] at 293 K and 363 K
in comparison to phase boundaries calculated with the EOS of this work and GERG-2008 [6] for the
system H2O?H2S. Note that the VLE curves of the GERG-2008 [6] and this work are very similar in the
vapor phase. Therefore, the solid black line is mostly covered by the solid red line

Fig. 10 Absolute deviations ΔxH2S=(xH2S;data−xH2S;EOS) between experimental bubble-point (a, c) and
dew-point (b, d) data [94, 103, 110, 111, 113–117] and values calculated with the EOS of this work (a, b)
and GERG-2008 [6] (c, d) as a function of temperature for the system H2O?H2S
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the dew-point data are similar for both models, although the new model provides
more consistent results at temperatures below 430 K.

Datasets containing values of both equilibrium phases were published by Burgess
and Germann [110], Chapoy et al. [103, 118], Clarke and Glew [114], Gillespie and
Wilson [94], Neuburg et al. [111], Selleck et al. [115], Suleimenov and Krupp [116],
and Yu et al. [117]. The work of Carroll and Mather [113] is restricted to bubble-
point data and is based on calculations. The most comprehensive data set was
published by Neuburg et al. [111]. The data were not obtained experimentally but
correlated based on data from various other sources. No uncertainty of these
correlated values is given in the corresponding publication. The same applies to the
data of Burgess and Germann [110] and Carroll and Mather [113], who also
calculated data without providing uncertainties. Therefore, these three datasets do not
allow for a quantitative validation of the mixture model. The data of Gillespie and
Wilson [94] and Yu et al. [117] cannot be used for validation either. The results of
Gillespie and Wilson [94] exhibit unreasonable large scatter, whereas the deviations
of the dew-point data of Yu et al. [117] increase significantly with increasing
pressure. Furthermore, both works do not include any uncertainty information.

Clarke and Glew [114] measured the solubility of H2S in water in a temperature
range from 273 K to 323 K. The mole fractions are claimed to be accurate within
0.1%. Due to the small mole fractions of H2S in the liquid-phase, this leads to an
extremely low expanded (k=2) uncertainty of 0.000006 molH2S=molmix. The model
represents the data with an AAD of 0.00004 molH2S=molmix, which is about one
order of magnitude higher than the claimed experimental uncertainty. Even though
we assume that the uncertainty was underestimated by Clarke and Glew [114], the
good agreement with the bubble-point data emphasizes the accuracy of the new
model. Dew points from the same reference are also accurately represented; however,
Clarke and Glew [114] obtained these values from phase-equilibrium calculations
based on their bubble-point data without providing uncertainties.

Chapoy et al. [103, 118] measured the composition of both coexisting phases at
temperatures between 298 K and 338 K. The measurements are based on a static-
analytic method with fluid phase sampling. The corresponding publication does not
provide combined uncertainties in composition; nevertheless, the data are in very
good agreement with the present model. The bubble points are represented with a
maximum deviation of 0.003 molH2S=molmix and an AAD of 0.0007 molH2S=molmix,
whereas the maximum deviation of the dew points is 0.0017 molH2S=molmix and the
AAD 0.0007 molH2S=molmix. These deviations are comparable with those of
Chapoy’s data for H2O?CO2 [119] and H2O?CH4 [89] from the original EOS-CG
[5] and from the model presented in Sec. 3.1.1.

Selleck et al. [115] carried out measurements along five isotherms between 311 K
and 444 K. The authors estimated the uncertainty in H2S mole fractions of the gas-
phase to be 0.002 molH2S=molmix, which leads to an expanded (k=2) uncertainty of
0.004 molH2S=molmix. No experimental uncertainty is given for the bubble-point data.
The model describes the dew-point data below the VLLE pressure with a maximum
deviation of 0.0063 molH2S=molmix and an AAD of 0.0025 molH2S=molmix (exclud-
ing one clear outlier), which is in good agreement with the experimental uncertainty.

123

Int J Thermophys (2023) 44:178 Page 31 of 132 178



The publication also provides VLE data at pressures higher than the VLLE pressures
calculated from the present model. The data are presented as extrapolation results
(see Selleck et al. [115]). Since data in this region should be LLE data, these
extrapolations are found to be unreasonable, and they exhibit large deviations from
the present and the GERG-2008 model [6].

The high-temperature VLE region up to 584 K was investigated by Suleimenov
and Krupp [116], whose data also include lower temperatures (down to 293 K). The
authors give no useful information about the experimental uncertainty. The data are
sufficiently consistent with comparative measurements at lower temperatures for use
in validation of the model at temperatures between 445 K and 585 K. In this
temperature range, the model represents most of the bubble- and dew-point data
within 0.001 molH2S=molmix and 0.01 molH2S=molmix, respectively.

Since the experimental studies used to develop the mixture model only provide
vague information about the experimental uncertainty of the data, we do not provide
uncertainty estimates for calculated VLE composition. However, the deviations
shown in Fig. 10 give an impression of the accuracy of the mixture model.

The only low-temperature density data found in the literature are included in the
VLE study of Selleck et al. [115] and were not measured at homogeneous states but
at saturated-liquid states between 310 K and 445 K. Deviations between the data, the
present mixture model, and GERG-2008 [6] are presented in Fig. 11.

The data deviate by approximately 1% up to 410 K and 3% at higher temperatures
from the new model and by up to 5% from GERG-2008 [6]. Selleck et al. [115]
estimated the uncertainty of their data to be within 3%, which is interpreted as a
standard uncertainty. An expanded (k=2) uncertainty of 6% agrees with the
deviations from both models. Nevertheless, this uncertainty is so high that it does not
allow for a reasonable uncertainty estimate for calculated saturated-liquid densities.

High temperatures were investigated in the homogeneous state region by Zezin
et al. [120] between 523 K and 674 K. These data were not available when the model
was adjusted and were, thus, only used for comparison. Deviations with
respect to the present model and the GERG-2008 [6] are in the same range
(AARDthis work=19% and AARDGERG=17%). Since both models are independent of
each other, one could conclude that the high deviations are caused by measurement
uncertainties of the data. However, a reliable statement is only possible if the data are

Fig. 11 Relative deviations Δρ/ρ=(ρdata−ρEOS)/ρdata between experimental saturated-liquid density data of
Selleck et al. [115] and values calculated with the EOS of this work (a) and GERG-2008 [6] (b) as a
function of temperature for the system H2O?H2S
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included in the adjustment process. Therefore, a model error cannot be excluded
here.

3.1.3 SO21CO2

With regard to the quantity of the available data, the binary system SO2?CO2 is,
aside from the system SO2?H2O (see Sec. 3.1.10), the experimentally best
investigated system of the binary mixtures with SO2 considered in the work of Herrig
[21]. The development of the mixture model for this system was completed in mid-
2017. The experimental database available at this point allowed the adjustment of all
four parameters of the binary reducing functions. Two comprehensive pvT data sets
were published later in 2017 and in 2018 by Nazeri et al. [121] and Gimeno et al.
[122]. These two data sets consequently did not contribute to the fitting process, but
comparisons to the mixture model are discussed in this section.

The most recent and also most accurate and consistent VLE data set was published
by Coquelet et al. [123]. It covers two isotherms of the VLE region, 263 K and
333 K. The data result from the static-analytical method that is based on the
extraction of the liquid and vapor phases from the two-phase equilibrium. The
extracted samples were analyzed in a gas chromatograph to obtain the phase-
equilibrium compositions. The equilibrium cell that was part of the experimental set-
up of Coquelet et al. [123] was used before in the work of Lachet et al. [124].
However, the data of Lachet et al. [124] were only graphically reported in the
corresponding publication. Coquelet et al. [123] re-measured the isotherms
investigated by Lachet et al. [124]. Graphically obtained points from the publication
of Lachet et al. [124] are included in the p,x diagrams shown in Fig. 12.

In addition to the data of Lachet et al. [124] and the data from Coquelet et al.
[123], Fig. 12 also shows molecular-simulation data of Lachet et al. [124] as well as
the experimental data of Blümcke [126] and Caubet [125]. The p,x diagrams do not
include the data of Thiel and Schulte [127], who reported only two equilibrium
points at atmospheric pressure with very low accuracy. The bubble- and dew-point
data of Coquelet et al. [123] and Lachet et al. [124] are in very close agreement;
Coquelet et al. [123] repeated the measurements of Lachet et al. [124] with a slightly
modified apparatus. The mixture model was fitted to the data of Coquelet et al. [123]
and, thus, represents the data accurately including the characteristic changes in
curvature along the bubble curve at 263 K. The molecular simulation data of Lachet
et al. [124] overall agree with the reliable experimental values, but the bubble points
exhibit increasing offsets with increasing pressure. The old data of Blümcke [126]
and Caubet [125] have systematic offsets to the other studies.

Deviations between the present model and the available VLE data are shown in
Fig. 13. Due to their very large deviations, the data of Caubet [125] are not included
in the deviation plots.

The model describes the most accurate data by Coquelet et al. [123] within a
maximum deviation of 0.02 molSO2=molmix. The corresponding publication states
expanded (k=2) uncertainties of 0.0002 MPa (at p≤1.6 MPa) and 0.002 MPa (at p>
1.6 MPa) in pressure and of 0.02 K in temperature. The uncertainty in composition of
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both phases is stated to be 0.6%. Because no k-factor is given, this value is
interpreted as a standard uncertainty. The publication does not provide combined
uncertainties in composition; thus, these uncertainties were calculated based on the
given uncertainties in temperature, pressure, and composition. The obtained
combined expanded uncertainties range from 0.0014 molSO2=molmix to
0.012 molSO2=molmix for the bubble points and from 0.004 molSO2=molmix to
0.012 molSO2=molmix for the dew points. They are included as error bars in the
bottom panel of Fig. 13. The model represents most of the data within their
experimental uncertainties for xCO2 >0.65. At lower CO2 concentrations, most
deviations do not match the quite low uncertainties. Even intensive fitting of the data
did not lead to significantly lower deviations. We therefore assume that the
experimental uncertainties are to some extent underestimated. The uncertainty of
calculated values is consequently estimated based on the deviations between the
mixture model and the data. The uncertainty in both dew- and bubble-point
compositions calculated from the new mixture model is 0.02 molSO2=molmix at
temperatures between 260 K and 335 K. This uncertainty is estimated on the
assumption that the model can be reasonably interpolated between the two isotherms
investigated in the literature.

As mentioned at the beginning of this section, two pρT data sets were published
after the development of this binary mixture model. The only homogeneous density
data available during the fitting process were the measurements of Wang et al. [128].
That study includes 12 data points along one single isotherm, 328 K, but no
uncertainty analysis. Because no uncertainties of the instruments are given in the
publication, no combined uncertainty in density could be estimated. Fitting the model
to the data worsened the representation of the VLE data. The data were, therefore, not
included in the fitting process; thus, the model was not adjusted to any density data.
The deviations between calculated densities and the data of Wang et al. [128], Nazeri
et al. [121], and Gimeno et al. [122] are shown in Fig. 14.

Fig. 12 p,x diagrams showing selected experimental phase equilibrium data [123–126] at 263 K and 333 K
in comparison to phase boundaries calculated with the EOS of this work for the system SO2?CO2
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The most recent work of Gimeno et al. [122] includes liquid and gas-phase
densities for five CO2-rich compositions (0.8029≤ xCO2 /(molCO2=molmix)≤0.9931)
along four isotherms ( 263≤ T/K≤304 K). Nazeri et al. [121] investigated the gas
and liquid for only one composition (xCO2≤0.9503 molCO2=molmix) along five
isotherms (273≤T/K≤353 K). Both data sets were measured with vibrating-tube
densimeters; thus, comparisons between the overlapping data for the mixture with
0.95 molCO2=molmix CO2 at 273 K are of special interest. As shown in Fig. 15, both
datasets agree within 0.26% in the liquid-phase at 20 MPa, which is the closest
agreement of the data. With decreasing pressure, the deviations between the two
datasets increase up to 0.68% at 4 MPa. The maximum expanded (k=2) uncertainty
of the liquid-phase data between 4 MPa and 20 MPa stated by Gimeno et al. [122]
and Nazeri et al. [121] is 0.08% and 0.1%, respectively. In Fig. 15, error bars
illustrate the uncertainty of each state point. In the liquid-phase, the deviations
between the two datasets are considerably higher than the reported uncertainties.

Fig. 13 Absolute deviations ΔxSO2 ¼ ðxSO2 ;data � xSO2 ;EOSÞ between experimental phase equilibrium data
and values calculated with the EOS of this work as a function of temperature (a) and CO2 content (b) for
the system SO2?CO2. Error bars showing the estimated experimental uncertainty were only added to the
data of Coquelet et al. [123]. The other references do not provide reliable information on the uncertainty of
the data. Data measured at approximately 263 K are marked with blue symbols and data at approximately
333 K are marked with red symbols
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Although the experimental uncertainties of the data seem to be underestimated,
they are certainly lower than their deviations from the binary mixture model
developed here. Uncertainties of calculated densities are consequently equivalent to
these deviations. Thus, the uncertainty in liquid-phase densities for xCO2≥0.95 is 1.5
% at temperatures up to 305 K. For lower CO2 contents of 0.80≤ xCO2 <0.95, the

Fig. 14 Relative deviations Δρ/ρ=(ρdata−ρEOS)/ρdata between experimental density data [122, 128, 129]
and values calculated with the EOS of this work as a function of pressure for the system SO2?CO2

Fig. 15 Relative deviations Δρ/ρ=(ρdata−ρEOS)/ρdata between experimental density data [121, 122] and
values calculated with the EOS of this work as a function of pressure for the system SO2?CO2 at 273 K;
results calculated from SRK are included for comparisons
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uncertainty is conservatively estimated to be 3.5%. Densities decrease with
decreasing pressure; thus, the relative uncertainties of the experimental data are
larger. Figure 16 shows deviations of the gas-phase densities of Gimeno et al. [122]
from the mixture model. The experimental uncertainties are indicated by error bars.

Excluding the 304 K isotherm of the mixture with xCO2 =0.8969, most of the data
are represented within their experimental uncertainties, which demonstrates the
reliable predictive capabilities of the model because the data were not included in the
fit. However, we do not provide relative uncertainties of calculated values from the
deviations because, as evident in Fig. 16, the experimental uncertainties exhibit a
significant pressure dependency. Based on the deviations of the experimental data,
the uncertainty of the EOS seems to increase significantly with decreasing pressure;
however, at very low pressures, the uncertainty of the EOS becomes small because
the gas approaches the ideal-gas limit, and the EOS obeys this limit by design.
Actually, the uncertainty of the measured data drastically increases at very low
pressure.

Although the model for SO2?CO2 allows for a quantitatively correct description
of the available VLE data and homogeneous density data in the gas-phase, it does not
match the uncertainties of the experimental liquid densities. The accuracy of the
model could be improved by fitting a short binary-specific departure function to the
pρT data sets published after the development of the present model.

3.1.4 SO21N2

The experimental database for the binary system SO2?N2 is much more limited than
for the previously discussed system SO2?CO2, but still considered sufficient to fit all
four parameters of the binary reducing functions. The only data set providing
information about both phases in equilibrium was published by El Ahmar et al.
[130], who measured 49 VLE points along four isotherms. The data were determined
with an analytical measurement technique, where the compositions of the coexisting
phases at given conditions of temperature and pressure are analyzed in a gas

Fig. 16 Relative deviations Δρ/ρ=(ρdata−ρEOS)/ρdata between experimental density data [122] and values
calculated with the EOS of this work as a function of pressure for the system SO2?CO2
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chromatograph. The data are shown in Fig. 17 together with the phase boundaries
calculated from the new mixture model.

The p,x diagrams show that the model is in good agreement with the experimental
data, especially along the SO2-rich bubble curve. Along the dew curve, the data
exhibit an increasing offset with increasing pressure and N2 content. This is plausible
with regard to the shape of the phase boundaries calculated from the new mixture
model. Based on the underlying extended corresponding states principle, the model
predicts a miscibility gap for the two lower temperatures investigated by El Ahmar
et al. [130] but at pressures higher than measured (see Fig. 17 left). The phase
boundaries do not match the trend of the dew-point data at pressures above 10 MPa.
With increasing temperature, the calculated demixing curves that limit the high-
pressure miscibility gap get closer and closer to each other until a closed VLE region
is predicted (see Fig. 17 right). For a better overview, a three-dimensional p,T,
x surface of the mixture is shown in Fig. 18.

The existence of a second high-pressure two-phase region was already reported by
Tsiklis [132] in 1947. However, the publication does not provide experimental data,
but p,x diagrams which qualitatively confirm the shape of the calculated phase
boundaries.

The predicted mixing behavior seems only partly compatible with the represen-
tation of the experimental data of El Ahmar et al. [130], since even intensive fitting of
these data did not reduce the deviations from the model significantly. By fitting all
four adjustable parameters of the reducing functions, the mathematical flexibility of
the model should be sufficient to allow for accurate calculations. The publication of
El Ahmar et al. [130] does not provide combined experimental uncertainties of the
VLE data, but individual uncertainties in temperature (0.1 K), pressure (0.4 kPa), and
mole fraction (3.2%). Since the uncertainty in composition is not further specified, it
is not clear whether this is the relative uncertainty (100 Δx/x) or the difference in mol
% (100 Δx). Interpreting the value as a relative uncertainty of one component and
conducting a propagation of uncertainties leads to a maximum combined expanded
(k=2) uncertainty in both bubble- and dew-point compositions of

Fig. 17 p,x diagrams showing the experimental phase equilibrium data of El Ahmar et al. [130] at 323 K,
343 K, 373 K, and 413 K in comparison to phase boundaries calculated with the EOS of this work for the
system SO2?N2
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0.0065 molSO2=molmix. As evident in Fig. 19, this uncertainty does not match the
deviations between the data and calculated results from the present mixture model.
The deviation plots show absolute deviations in composition given in mol% as a
function of temperature and composition (xN2).

The bubble-point data are represented with a maximum deviation of
0.02 molSO2=molmix. The deviations between calculated dew points and the
experimental data are mostly within 0.015 molN2=molmix for N2 contents lower
than in the retrograde regions of the phase boundaries. At higher mole fractions of
N2, the deviations increase up to 0.055 molSO2=molmix. The best agreement between
the data and the model was reached at 373 K, where the model predicts a closed
phase boundary that matches the trend of the data (see right panel of Fig. 17). At
413 K, the data and the new model qualitatively agree on the shape of the VLE
region, but the model predicts the two-phase region up to higher nitrogen contents.
No reliable comparative data are available to validate this deviation. Dean and Walls
[133] and Dornte and Ferguson [134] also measured a few VLE points, but both
groups did not state any uncertainties and their data exhibit extremely large
deviations from both the model and the data of El Ahmar et al. [130]. Both data sets
were consequently not used for fitting, and it cannot be clarified whether the
experimental uncertainties of El Ahmar’s data are underestimated or not. Considering
the discussed deviations of these data, the uncertainty of calculated phase-
equilibrium compositions between 320 K and 415 K is conservatively estimated to
be within 0.02 molSO2=molmix for bubble points and 0.05 molSO2=molmix for dew
points.

No experimental densities are available in the literature; however, the discussed
publication by El Ahmar et al. [130] includes molecular-simulation data obtained
from Monte Carlo calculations. The data supplement the experimental VLE data with

Fig. 18 p,T,x diagram showing the phase boundary of the system SO2?N2 calculated with the EOS of this
work. The p,x projections of the p,T,x surface were calculated at 315 K, 335 K, 355 K, 375 K, 395 K, and
415 K. The plot was calculated with the algorithm presented by Bell and Deiters [131]
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additional saturation densities. Köster and Vrabec [135] contributed to the
development of the present mixture model with additional simulated homogeneous
densities (gas and liquid-phase) over a wide composition range. Deviations of both
data sets from the EOS are shown in Fig. 20.

The homogeneous density data obtained by Köster and Vrabec [135] are
represented within a maximum deviation of approximately 6%. The approach of their
molecular-simulations is based on a force field that describes the interactions between
the molecules in the fluid. The effects of the like and unlike molecular interactions
need to be separated. The like interactions were modeled with pure-substance force
fields. For the unlike interactions, at least one experimental data point for a binary
mixture must be used to obtain a binary interaction parameter. For this mixture,
Köster and Vrabec [135] could use only the VLE data of El Ahmar et al. [130] for
this purpose; resulting in reasonable deviations of up to 6%. For nitrogen
concentrations higher than 0.5 molN2=molmix, the data are mostly represented within
2.5%, whereas higher deviations occur with increasing SO2 content. Because the
pure-fluid EOS for SO2 of Gao et al. [78], whose influence increases with increasing
SO2 content, yields very reliable results for calculated densities (uncertainties within
0.1% in the liquid-phase and 0.25% in the vapor phase), these higher deviations
indicate shortcomings in the molecular model for pure SO2. The saturated-vapor
densities simulated by El Ahmar et al. [130] mostly deviate within 5% from our

Fig. 19 Absolute deviations ΔxSO2 ¼ ðxSO2 ;data � xSO2 ;EOSÞ between experimental phase equilibrium data
and values calculated with the EOS of this work as a function of temperature (a) and N2 content (b) for the
system SO2?N2
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mixture model, whereas the saturated-liquid points exhibit higher deviations of up to
10%. Since the mixture model was essentially fitted to the VLE data from the same
group, the density data and the VLE data appear to be somewhat inconsistent.
Neither the simulated data of Köster and Vrabec [135] nor of El Ahmar et al. [130]
are accurate enough to sufficiently model the densities calculated from the binary
model.

3.1.5 SO21O2

The database for the binary system SO2?O2 corresponds to the previously discussed
system SO2?N2; experimental VLE data and simulated homogeneous densities were
published by El Ahmar et al. [130]. All four reducing parameters were adjusted to
those data. The experimental apparatus used by El Ahmar et al. [130] to measure the
VLE data was the same as for SO2?N2. The 27 points along the four investigated
isotherms are shown in Fig. 21 together with the phase boundaries calculated from
the binary mixture model.

The mixture model predicts a high-pressure miscibility gap for SO2?N2, whose
composition range decreases with increasing temperature. At 413 K, the highest
investigated temperature, the phase boundaries are closed as confirmed by the

Fig. 20 Relative deviations Δρ/ρ=(ρdata−ρEOS)/ρdata between simulated density data and values calculated
with the EOS of this work as a function of temperature (a) and N2 content (b) for the system SO2?N2. The
molecular-simulation data of El Ahmar et al. [130] describe phase equilibria, whereas Köster and Vrabec
[135] simulated homogeneous density data in the gas and liquid-phase
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experimental data. The deviations between experimental and calculated data with
respect to composition are comparable to the previously discussed results for SO2?

N2 and are presented in Fig. 22.
Except for two dew points in the critical region at 413 K, the model represents all

the data within 0.03 molSO2=molmix, which represents the estimated uncertainty of
calculated VLE compositions between 320 K and 415 K. The combined expanded (k
=2) uncertainties of the data were calculated considering the individual uncertainties
in temperature, pressure, and composition as already discussed for SO2?N2 (see
Sec. 3.1.4). As with SO2?N2, the experimental uncertainties for SO2?O2 do not
match the deviations shown in Fig. 22. The calculated maximum uncertainty is
0.0063 molSO2=molmix. No comparative data are available to clarify whether the
experimental uncertainties are underestimated or whether the EOS needs to be
improved.

The available database for densities is limited to the simulations of El Ahmar et al.
[130] that provide densities of the saturated-liquid and vapor. Deviations of these
data from the new model are shown in Fig. 23.

Compared to Fig. 20, the deviations for SO2?O2 data are slightly higher,
especially for the dew-point densities that deviate by up to 16%. The mixture model
should be much more accurate than these deviations indicate, especially with
saturated-liquid densities at low temperatures, where the mixture is rich in SO2

(which benefit from the high accuracy for liquid densities of pure SO2 enabled by the
EOS of Gao et al. [78]).

Fig. 21 p,x diagrams showing the experimental phase equilibrium data of El Ahmar et al. [130] at 323 K,
343 K, 373 K, and 413 K in comparison to phase boundaries calculated with the EOS of this work for the
system SO2?O2
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3.1.6 SO21CH4

Aside from SO2?MEA and SO2?DEA (see Sec. 3.1.9), the experimental database
for the binary system SO2?CH4 is surprisingly the most limited of the mixtures with
SO2 considered in this work. Only two publications with VLE data were found.
These data sets by Dean and Walls [133] and Sayegh et al. [136] include a total of
five points. Even with these limited data, all four parameters of the binary reducing

Fig. 22 Absolute deviations ΔxSO2 ¼ ðxSO2 ;data � xSO2 ;EOSÞ between experimental phase equilibrium data
[130] and values calculated with the EOS of this work as a function of temperature (a) and O2 content
(b) for the system SO2?O2

Fig. 23 Relative deviations Δρ/ρ
=(ρdata−ρEOS)/ρdata between
simulated saturated-liquid and
saturated-vapor density data
[130] and values calculated with
the EOS of this work as a
function of temperature for the
system SO2?O2
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functions were required due to their mathematical flexibility to obtain the correct
physical behavior along the phase boundaries.

Dean and Walls [133] investigated the solubility of CH4 in SO2 at two different
temperatures (241 K and 302 K) with an analytical measuring technique. Their data
are shown in Fig. 24 together with the data of Sayegh et al. [136] that are limited to a
single VLE measurement at 318 K.

The p,x diagrams shown in Fig. 24 and the deviation plot presented in Fig. 25
emphasize how well the mixture model represents both experimental works. The
available dew and bubble points differ within 0.015 molSO2=molmix and
0.005 molSO2=molmix, respectively. When fitting a model to so few data points,
achieving small deviations is usually not challenging; thus, the experimental
uncertainty of the data are much more meaningful than their deviations. However, no
information about experimental uncertainties is given in the publication of Dean and
Walls [133] except for several vague statements about the purity of the pure
components. The authors expect the CH4 to be contaminated by approximately
0.5 vol% of C2H6 and state that the purity of the SO2 sample was 99.6 vol%. Sayegh
et al. [136] do not provide uncertainties in their measurements. Due to this lack of
information and the very limited number of points for each investigated isotherm, the
uncertainty in calculated VLE states from the model cannot be assessed.

Fitting the model to such a small number of experimental data points is also
challenging due to the limited range of states that they cover (see Fig. 24); the
accuracy of calculated values outside the range of data depends on the extrapolation
behavior of the extended corresponding states principle. This aspect is especially
relevant for the two isotherms investigated by Dean and Walls [133]. At a
temperature of 241 K, the extrapolation behavior of the model predicts open phase
boundaries at elevated pressures, whereas a closed VLE region is predicted for
302 K. This special mixing behavior was already discussed in detail for SO2?N2

(see Fig. 18) and for SO2?O2. The fitting process for SO2?CH4 showed that the

Fig. 24 p,x diagrams showing selected experimental phase equilibrium data [133, 136] at 241 K, 302 K,
and 318 K in comparison to phase boundaries calculated with the EOS of this work and PC-SAFT [137]
for the system SO2?CH4
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shape of the phase boundaries calculated from the model was extremely sensitive to
minor changes in the reducing parameters. Depending on the values of the
parameters, the phase boundaries at 241 K and 301 K changed from a closed to an
open form. In order to validate the phase-equilibrium behavior, comparisons with the
more predictive PC-SAFT model of Gross and Sadowski [137] were carried out. It
qualitatively confirms the shape of the phase boundaries, but yields significantly
higher critical pressures at 302 K and 318 K; however, the predictive potential of the
model is limited for this mixture because no binary interaction parameter was found
for this fluid combination. Nevertheless, since the PC-SAFT model [137] considers
the molecular structure of the mixture components and is thus to a certain degree
physically based (though still empirical), the phase-equilibrium behavior predicted
by this model was taken into account while constraining the mixture model of this
work. However, the present model was not fitted to calculated values from PC-SAFT
[137]; thus, new experimental data are crucial to further validate and improve the
present model for SO2?CH4.

3.1.7 SO21Cl2

For the binary mixture model for SO2?Cl2, all four reducing parameters were fitted
to the available experimental database, which consists of only two datasets. Both
publications report VLE data, which are the most essential data for fitting mixture
correlations. The data of Wilson and Wilding [138] cover the three isotherms 243 K,
273 K, and 323 K and the measurements of Gilot et al. [139] were carried out along
four isobars 53 kPa, 67 kPa, 80 kPa, and 101.325 kPa. The isothermal data of Wilson
and Wilding [138] are plotted in p,x diagrams shown in Fig. 26. The results of Gilot
et al. [139] are depicted in T,x diagrams in Fig. 27. Both figures additionally include
phase boundaries calculated from the mixture model.

Fig. 25 Absolute deviations ΔxSO2 ¼ ðxSO2 ;data � xSO2 ;EOSÞ between experimental phase equilibrium data
[133, 136] and values calculated with the EOS of this work as a function of temperature for the system
SO2?CH4
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The data indicate azeotropic mixing behavior, which is expected for two
components with similar critical parameters (Tc;SO2

=430.64 K, qc;SO2
=

8.078 mol·dm−3, pc;SO2
=7.887 MPa; Tc;Cl2 =416.865 K, qc;Cl2 =8.06 mol·dm−3,

pc;Cl2 =7.642 MPa), and for which one compound is dipolar and quadrupolar (SO2)
and the other (Cl2) is only quadrupolar. It is remarkable that the extended
corresponding states principle describes such complex mixing behavior with fitting
only the reducing parameters but no binary-specific departure function. The model is
in excellent agreement with the experimental data. Extrapolated to temperatures
higher than experimentally investigated, it predicts the split of the azeotropic phase
boundaries into two separated VLE regions, which is reported in the literature for
mixtures with similar physical behavior such as CO2?C2H6 (see for instance the
experimental study of Ohgaki and Katayama [140]).

Both publications are quite limited regarding information about experimental
uncertainties. Gilot et al. [139] do not provide any uncertainties but explain that the
dew points at pressures lower than ambient pressure were measured through the use
of a hygrometer. The dew- and bubble-point measurements at ambient pressure
(101.325 kPa) were conducted with an ebulliometer. The vaguely described analysis
of the phase compositions was done with chemical analysis and gas chromatography.
Wilson and Wilding [138] state uncertainties in temperature (0.112 K) and pressure
(0.67 kPa at p≤150 kPa, 1 kPa at 150<p/kPa≤400 kPa, and 0.25% at p>400 kPa)
but provide no uncertainties in the compositions of the coexisting phases. In the
description of the experimental procedure, the authors explain that they filled the
measuring cell with a known amount of the first component (most likely SO2) and
measured its vapor pressure. Increments of the second component were then added,

Fig. 26 p,x diagrams showing the experimental phase equilibrium data of Wilson and Wilding [138] at
243.15 K, 273.15 K, 323 K, and 407 K in comparison to phase boundaries calculated with the EOS of this
work for the system SO2?Cl2
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the mixture was homogenized, and the pressure of the equilibrium state was
measured. The measurements at saturation pressures below 150 kPa (at 243 K) were
performed in a glass cell with a magnetic stirrer. The pressure was measured with a
mercury manometer. The measurements at higher pressures were conducted in a
stainless-steel cell whose content had to be stirred manually to ensure homogeneous
mixing. In this set-up, saturation pressures were measured with pressure gauges that
were calibrated with a dead-weight piston gauge. Both experimental procedures seem
to be subject to quite large uncertainties in composition, as the manual stirring
procedure probably did not ensure proper mixing of the two components during the
measurements at high pressures. In addition, a degassing process was used after
filling the cell with both components. If the sample was not carefully homogenized,
this could have led to a loss of the more volatile component and consequently to a
shift in composition. Because Wilson and Wilding [138] measured saturation
pressures, deviations between their data and the mixture model were calculated with
respect to pressure at given Tsat and given composition; the data are shown in Fig. 28
together with isobaric results of Gilot et al. [139].

The majority of the isothermal data of Wilson and Wilding [138] are represented
within deviations of 2.5% in pressure. Calculations generally agree with the data of
Gilot et al. [139] to within 5%. As explained above, the experiments were conducted
along isotherms with the temperature as the measured property. For that work,
deviations in temperature are more meaningful (see Fig. 29).

The data of Gilot et al. [139] generally have deviations within 0.75% (ΔT<
1.95 K) in temperature with a distinct scatter of the data. The data of Wilson and
Wilding [138] are almost completely represented within 0.25% (ΔT<0.8 K), which
emphasizes that this work is more reliable.

Fig. 27 T,x diagrams showing the experimental phase equilibrium data of Gilot et al. [139] at 53 kPa,
67 kPa, 80 kPa, and 101.325 kPa in comparison to phase boundaries calculated with the EOS of this work
for the system SO2?Cl2
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Deviations between the experimentally investigated mixture compositions and
calculated phase-equilibrium compositions at given temperature and pressure are
presented in Fig. 30.

Since neither of the experimental works provided combined experimental
uncertainties, the uncertainties in the model of calculated VLE states is difficult to
ascertain. Wilson and Wilding [138] only state uncertainties of their temperature and
pressure measurements. Considering these uncertainties and ignoring the potentially
large additional uncertainty in the composition measurement, expanded combined
uncertainties were calculated following the law of uncertainty propagation. Because
the sensitivity of the composition with respect to temperature and pressure changes
significantly along the phase boundary, the calculated uncertainties vary depending
on the location of the VLE points. The average of the experimental uncertainties in
bubble and dew points is about 0.012 molSO2=molmix and 0.007 molSO2=molmix,
respectively. Considering an unknown additional uncertainty in composition and the
deviations plotted in Fig. 30, the conservatively estimated uncertainty of VLE data
calculated from the EOS with respect to composition is 0.02 molSO2=molmix between
240 K and 325 K. At lower temperatures, between 225 K and 240 K, the uncertainty
increases to 0.05 molSO2=molmix as estimated based on comparisons with the data of
Gilot et al. [139].

Based on the deviations in saturation states, the uncertainty in saturation
temperature is estimated to be 0.75% (ΔT<2.4 K) at pressures up to 1.6 MPa and
temperatures between 225 K and 325 K; saturation pressures in the same temperature
range are expected to have a maximum uncertainty of 5%.

Fig. 28 Relative deviations Δpsat=(psat,data−psat,EOS)/psat,data between experimental phase equilibrium data
[138, 139] and values calculated with the EOS of this work as a function of temperature for the system
SO2?Cl2
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3.1.8 SO21HCl

Fitting the parameters βT and γT of the temperature-reducing function was sufficient
to represent the available data for the system SO2?HCl. For the density-reducing
function, the quadratic combining rule of Lorentz-Berthelot was applied by setting βv

Fig. 29 Relative deviations ΔTsat=(Tsat,data−Tsat,EOS)/Tsat,data between experimental phase equilibrium data
[138, 139] and values calculated with the EOS of this work as a function of pressure for the system SO2?
Cl2

Fig. 30 Absolute deviations ΔxSO2 ¼ ðxSO2 ;data � xSO2 ;EOSÞ between experimental phase equilibrium data
[138] and values calculated with the EOS of this work as a function of temperature for the system SO2?
Cl2
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and γv to unity. The experimental database is limited to the VLE measurements of
Wilson and Wilding [138] that were already discussed in Sect. 3.1.7. For this system,
properties along two isotherms were measured, 203 K and 273 K. These data were
supplemented with new molecular-simulation data of Köster and Vrabec [135],
which include both VLE states and homogeneous densities. Köster and Vrabec [135]
used the experimental data of Wilson and Wilding [138] to adjust the binary mixing
parameter that accounts for interactions between unlike molecules. The molecular-
simulation data are thus an extension of the experimental data and should not be
considered an independent source of information. The experimental and simulated
VLE data are shown in Fig. 31 together with the phase boundaries calculated from
the mixture model.

The fitting process placed more emphasis on representing the experimental data at
203 K and 273 K. The fit was carefully extended to higher temperatures by
additionally fitting the molecular-simulation data. At a temperature of 273 K, the
simulated values can be validated with the experimental data. The p,x diagram given
in Fig. 31 demonstrates the close agreement between both data sets, except for a
section of the dew curve between about 0.65 molHCl=molmix and 0.9 molHCl=molmix.
The mixture model accurately describes the dew and bubble points over the whole
temperature range. Deviations of the data from calculated values are shown in Fig. 32
(with respect to saturation pressure) and Fig. 33 (with respect to composition).

Figure 32 shows that the mixture model describes most of the experimental data of
Wilson and Wilding [138] within 5%, except for a few (mostly bubble) points at

Fig. 31 p,x diagrams showing selected experimental and simulated phase equilibrium data [135] at 203 K,
260 K, 273 K, 290 K, 310 K, 350 K, and 370 K in comparison to phase boundaries calculated with the
EOS of this work for the system SO2?HCl
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203 K. The deviations of the molecular-simulation data of Köster and Vrabec [135]
are of the same order of magnitude, which is expected, since they are partly based on
the experimental data. Higher deviations occur along the dew curve at 273 K. Based
on these deviations (with the exclusion of a few points with higher deviations) the
estimated uncertainty of calculated saturation pressures between 200 K and 370 K is
5%.

The deviations in compositions are lower than for saturation pressures. As
illustrated in Fig. 33, most of the data are represented within 0.03 molSO2=molmix.
The maximum of the calculated combined uncertainty of the experimental data of
Wilson and Wilding [138] is 0.013 molSO2=molmix. This value considers the given
experimental uncertainties in temperature and pressure (see Sec. 3.1.7) but no
uncertainty in composition. Consequently, a reproduction within 0.03 molSO2=molmix

is considered to be reasonable. The estimated uncertainty of calculated phase-
equilibrium compositions between 200 K and 370 K is 0.03 molSO2=molmix.
Deviations higher than this uncertainty estimate occur for the simulated dew points at
273 K, where the model was fitted to the experimental data that exhibit a slight offset
from the simulated values.

No experimental data for homogeneous densities are available in the literature, but
Köster and Vrabec [135] simulated liquid and gas-phase data over wide ranges in
temperature, pressure, and composition. Deviations of these data from calculated
values are shown in Fig. 34.

Except for a few points, the mixture model describes the data with deviations less
than 3%. Consequently, this is a reasonable estimate for calculated homogeneous
densities at temperatures between 200 K and 650 K, pressures up to 100 MPa, and
HCl contents between 0.25 molHCl=molmix ≤ xHCl<0.75 molHCl=molmix. The quality
of the model for SO2?HCl was significantly improved by the molecular-simulation
data.

Fig. 32 Relative deviations Δpsat=(psat,data−psat,EOS)/psat,data between experimental and simulated phase
equilibrium data [135, 138] and values calculated with the EOS of this work as a function of temperature
(a) and composition (b) for the system SO2?HCl
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3.1.9 SO21DEA and SO21MEA

For the system SO2?DEA, the two parameters βT and γT in the temperature-reducing
function were fitted to limited experimental data. The parameters of the density-
reducing function βv and γv were not adjusted but set to unity. This set of parameters
was adopted for the system SO2?MEA for which experimental data are not
available.

The only data set available for SO2?DEA was published by Li et al. [142]. The
study reports six bubble points at ambient pressure (0.101325 MPa). The
compositions of the coexisting dew points are not given. The data of Li et al.

Fig. 33 Absolute deviations ΔxSO2 ¼ ðxSO2 ;data � xSO2;EOSÞ between experimental and simulated phase
equilibrium data [138, 141] and values calculated with the EOS of this work as a function of temperature
for the system SO2?HCl

Fig. 34 Relative deviations Δρ/ρ=(ρdata−ρEOS)/ρdata between simulated density data of Köster and Vrabec
[135] and values calculated with the EOS of this work as a function of temperature (a), pressure (b), and
composition (c) for the system SO2?HCl
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[142] were obtained through a synthetic measurement technique in which bubble-
point temperatures of prepared mixtures (with known compositions) are identified.
The measured points are plotted in a T,x diagram shown in the left panel of Fig. 35.
Deviations with respect to the saturation temperature and bubble-point composition
between the data and values calculated from the mixture model are shown in the right
panels, which show that the model accurately describes the data. All deviations with
respect to temperature are within 0.4% (0.2< ΔT/K<1); the deviations with respect
to composition are within 0.006 molSO2=molmix. Without additional measurements, a
reliable uncertainty estimate for calculated VLE states cannot be made. Nevertheless,
the comparisons presented here highlight that the model still adequately describes the
phase boundaries.

Because experimental data for the binary system SO2?MEA were not found in
the literature, both the simple linear and quadratic combining rules were tested,
which revealed considerable numerical problems. The fitting processes for the
models for MEA?H2O and DEA?H2O suggested that parameter sets for one of
these amines with another component are good starting points for fitting the other
amine with the same second component. Since no further fitting of the parameters for
SO2?MEAwas possible, the parameters for SO2?DEAwere adopted. The resulting
model for SO2?MEA cannot be quantitatively validated, but at least allows for
numerically stable equilibrium calculations over a wide temperature range.
Calculated p,x diagrams for selected isotherms are shown in Fig. 36.

Fig. 35 T,x diagram (a) showing the experimental phase equilibrium data of Li et al. [142] at 0.101
325 MPa in comparison to phase boundaries calculated with the EOS of this work for the system SO2?
HCl. Relative deviations ΔTsat=(Tsat,data−Tsat,EOS)/Tsat,data (b) and absolute deviations
ΔxSO2 ¼ ðxSO2 ;data � xSO2 ;EOSÞ (c) between the phase equilibrium data of Li et al. [142] and values
calculated with the EOS of this work as a function of temperature
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3.1.10 SO21H2O

The binary system SO2?H2O is one of the most complex mixtures considered in this
work. Although the solubility of SO2 in water is higher than that for many other
gases, it is still limited. Phase equilibria mostly consist of one phase very rich in SO2

and another phase very rich in H2O. Below the critical temperature of SO2 (Tc;SO2
=

430.64 K) and above the normal melting point temperature of water, the SO2-rich
phase may undergo a phase transition from vapor to liquid with increasing pressure.
As a result, the binary system splits into vapor–liquid-equilibrium or liquid–liquid-
equilibrium (LLE) at higher pressures. The two equilibrium states are separated by a
three-phase line along which a SO2-rich vapor, a H2O-rich liquid, and a SO2-rich
liquid are in equilibrium (VLLE). The complexity of the phase equilibria is further
increased by the possible formation of solid phases at low temperatures. The
formation of ice at temperatures below the normal melting point of water must be
considered. SO2 can also form a hydrate phase in water as reported in the work of
van Berkum and Diepen [143]. Because Helmholtz-explicit mixture models as
developed in this work are restricted to fluid phases, the binary model for SO2?H2O
does not allow the calculation of solid-phase properties. However, the algorithms
implemented in the software package TREND [49] can predict the formation of ice
and hydrates. The software also includes special equations for the calculation of solid
phase properties, although SO2-hydrates are currently not implemented in TREND
[49]. For further information see Sect. 5.

The high solubility of SO2 in water is increased by the formation of sulfurous acid
(H2SO3), which is an intermediate species in the formation of sulfuric acid (H2SO4).
So far, the functional form of the Helmholtz-explicit EOS is restricted to the
description of the physical mixing behavior. It does not include special terms that
account for chemical reactions. For specified mixtures, a new approach combining
Helmholtz-explicit EOS with excess Gibbs energy models was developed by
Neumann et al. [8] for this purpose (see Sect. 5). Although chemical reactions are not
considered here mathematically, the effects are built into the mixing parameters from
fitting experimental data (where the data already include the influence by chemical
reactions). For SO2?H2O, the composition of the chemical equilibrium state is

Fig. 36 p,x diagrams showing
selected phase boundaries at
370 K, 400 K, 500 K, and 600 K
calculated with the EOS of this
work for the system SO2?MEA
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clearly on the side of the educts; thus, only a small amount of sulfurous acid is
formed [144].

Because the available experimental data for SO2?H2O did not allow for the
development of a binary-specific departure function, only the four parameters of the
reducing functions were adjusted to the data. The validation of the binary model is
therefore particularly interesting, since the mixing behavior is expected to deviate
considerably from the corresponding states principle. A larger deviation from
corresponding states usually requires a departure function to account for the non-
ideal mixing effects.

Quantitatively, the system SO2?H2O is the most experimentally investigated
SO2-system considered in this work. Many publications provide VLE data, two data
sets for LLE, and two data sets with saturated-liquid densities are available.
Unfortunately, none of the experimental studies of VLE states provide information
for the coexisting phases; rather, only the SO2 solubility in water is reported, which is
equivalent to the composition of the saturated-liquid-phase. The uncertainties in most
of the data are quite large, and it is not specified if the SO2 concentration is given for
the mixture or in pure water, which leads to different compositions of the saturated-
liquid. Many publications present solubilities in terms of partial pressures of SO2

without further specifications of the total pressure or composition. Only a subset of
the available experimental data shown in this section; the data from many
publications were omitted because they do not provide additional information that
can be used to obtain the best fitted parameters.

Selected experimental solubility data are shown in Fig. 37. VLE and LLE phase
boundaries calculated from the mixture model are plotted for comparisons. The
pressures and compositions along the three-phase lines (VLLE) were calculated from
the model with the three-phase-flash algorithms implemented in TREND [49]. No
reliable literature data were found for these three-phase equilibria. The available LLE
data are not shown because of their higher pressures. The complex mixing behavior
of this system is evident in Fig. 37. For the four lowest isotherms (T≤343 K), the
model predicts the characteristic wide composition range of the two-phase region
with a transition from VLE to LLE at increasing pressures. Although only the shape
of the VLE bubble line can be validated by comparisons with experimental results,
the mixing behavior is qualitatively confirmed by the phase diagrams shown in the
work of van Berkum and Diepen [143], who also provide experimental results that
prove the existence of the LLE region and VLLE line. The two highest isotherms
presented in Fig. 37 are above the critical temperature of pure SO2 (Tc;SO2

=
430.64 K). For these isotherms, the model predicts only a VLE region; the model
predicts extreme changes in slope and curvature of both phase boundaries in the
critical region at 473 K. There is no experimental evidence for this behavior, but it is
discussed in various publications on mixtures of CO2 with alcohols, for example in
the work of Hsieh et al. [145], who considered this behavior as a relic of the LLE at
lower temperatures.

The mixture model is a compromise between accurately representing the available
data at T<Tc;SO2

and qualitatively mimicking the phase behavior at the higher
temperatures. It was not possible to find a solution that could simultaneously describe
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the high-temperature data as well as the phase boundaries at low temperatures, as
also discussed by Gernert and Span [5] for the similarly complex system CO2?H2O.
The high-temperature data for SO2?H2O by Spall [148] were graphically extracted

Fig. 37 p,x diagrams showing selected experimental phase equilibrium data [146–158] at 273 K, 283 K,
293 K, 343 K, 473 K, and 573 K in comparison to phase boundaries calculated with the EOS of this work
for the system SO2?H2O
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from low-quality phase diagrams shown in the publication, increasing the
uncertainties for their data. At low temperatures, the most valuable datasets were
measured by Sherwood [156] and Rumpf and Maurer [155]. At a temperature of
273 K (approximately the normal melting point of water), however, the data of
Sherwood [156] indicate a higher SO2 solubility than calculated from the model.
Further fitting of the model led to larger deviations from the data of Rumpf and
Maurer [155] and other references at higher temperature (see for example 293 K and
343 K).

Deviations between calculated phase-equilibrium compositions and selected
experimental data are shown in Fig. 38. Most of the data at temperatures between
273 K and 393 K are represented with deviations below 0.03 molSO2=molmix. At
higher temperatures, the model deviates by up to 0.05 molSO2=molmix from the data
of Spall [148]. None of the data sets presented in Fig. 38 were published with reliable
information on the experimental uncertainties. The oldest works, published between
1862 and 1940, do not provide uncertainties at all, whereas some of the newer works
state at least the uncertainties in saturation pressures; comparisons of these data are
not discussed here and are in general not meaningful with respect to the mixing
behavior shown in Fig. 37. The steep slope of the saturated-liquid curve leads to
extremely large deviations in pressure when the calculated VLE composition

Fig. 38 Absolute deviations ΔxSO2 ¼ ðxSO2 ;data � xSO2 ;EOSÞ between experimental phase equilibrium data
[146–149, 151, 153–160] and values calculated with the EOS of this work as a function of temperature for
the system SO2?H2O
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deviates slightly from the experimental result. The uncertainties of VLE composi-
tions calculated from the mixture model are therefore based on the deviations shown
above. The uncertainty in saturated-liquid compositions at temperatures from the
normal-melting point of water to 390 K is 0.03 molSO2=molmix. Between 390 K and
570 K, the uncertainty increases to 0.05 molSO2=molmix. The uncertainty in calculated
dew-point compositions cannot be estimated because of the lack of experimental
data.

Densities of the saturated-liquid were measured by Campbell and Maass [152] and
Beuschlein and Simenson [146]. The work of Beuschlein and Simenson [146] is
limited to a single isotherm, 296 K, whereas the data of Campbell and Maass [152]
cover temperatures from 293 K to 383 K. The compositions of the investigated
solutions range from approximately 0.95 molH2O=molmix to almost
0.999 molH2O=molmix. Deviations between the data and results obtained from the
mixture model are plotted in Fig. 39.

The maximum deviation between the model and the data are 0.8%. Both
publications do not provide information about the experimental uncertainties.
Because the investigated samples are almost pure water, the uncertainty of saturated-
liquid densities calculated from the reference EOS for water (IAPWS-95) by Wagner
and Pruss [67] can be considered the lowest possible experimental uncertainty in the
EOS. The maximum uncertainty stated by IAPWS [161] is 0.003%, which is far
below the plotted deviations in Fig. 39. The deviations of up to 0.8% are likely not
caused by inaccuracies of the dominating pure-fluid EOS for water; thus, we assume
that the experimental uncertainty of the data are similar to the deviations. The
uncertainty of calculated saturated-liquid densities between 295 K and 380 K is
consequently estimated to be 1%.

The phase equilibria of SO2?H2O were thoroughly investigated by van Berkum
and Diepen [143]. Aside from different equilibria including hydrates, the authors also
measured saturation pressures along a demixing curve at the given temperature and
composition. The demixing curve is equivalent to the H2O-rich saturated-liquid of
the LLE. The data range from just above the normal melting point of water to 390 K
at pressures up to 345 MPa. Because the data only provide information on one phase

Fig. 39 Relative deviations Δρ′/ρ′=(ρ′data−ρ′EOS)/ρ′data of experimental saturated-liquid density data
[146, 152] and values calculated with the EOS of this work as a function of temperature for the system
SO2?H2O
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of the LLE, they could not be directly used in fitting. The non-linear fitting algorithm
used in this work only allows fitting the model to complete LLE data sets. In order to
enable, at least, a qualitatively correct representation of the LLE region, the missing
phase composition was iteratively calculated from preliminary fits of the mixture
model. These calculations were carried out with the phase-equilibrium algorithms
implemented in TREND [49]. This stabilized the fit and improved the description of
the-liquid-phase measured by van Berkum and Diepen [143]. The model represents
the data with a maximum deviation of 0.05 molSO2=molmix, except for the saturated-
liquid with the highest SO2 content (xH2O=0.6147 molH2O=molmix). Deviations
between the data of Berkum and Diepen [143] and values calculated from the
mixture model are shown in Fig. 40. The additional dataset of Zhou et al. [162] (also
only H2O-rich saturated liquid-phase) became available after the model was
completed and are only used for comparison here. The data exhibit an offset
compared to those of van Berkum and Diepen [143] follow a different trend at higher
temperatures (T>330 K).

The deviations indicate that the model reliably describes the H2O-rich liquid in
LLE. However, for a reliable statement on the uncertainty of the present equation,
additional data including also the SO2-rich saturation state are necessary.

Fig. 40 Absolute deviations ΔxSO2 ¼ ðxSO2 ;data � xSO2 ;EOSÞ between the experimental liquid–liquid-phase
equilibrium data [143, 162] and values calculated with the EOS of this work as a function of temperature
(a), pressure (b), and composition (c) for the system SO2?H2O
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3.1.11 MEA1H2O

Herrig [21] presented an EOS for the binary system MEA?H2O that did not contain
a departure function, rather all four reducing parameters were adjusted to VLE data.
The updated model in this work features a departure function, as presented in
Table 5, to more accurately represent homogeneous density, speed of sound, and
isobaric heat capacity data.

For VLE states, 11 datasets are available, which are comprehensive as compared
to other mixtures containing amines. The temperature ranges from the melting point
of MEA (Tmelt=283.7 K) to approximately 470 K, with pressures up to 0.7 MPa.
Different datasets show good consistency in the overlapping temperature and
pressure regions. Only the bubble-point data of Wohland [163] exhibit significantly
higher deviations with respect to the EOS. Most of the other datasets are represented
within 0.05 molMEA=molmix as shown in Fig. 41. There are more bubble-point than
dew-point data available, also covering a wider composition range. If uncertainties
are reported by the authors, they only comprise pressure, temperature, and
composition measurements independently. As explained in detail in Herrig [21],
the calculation of combined uncertainties (k=2) for many references leads to
unreasonable low values.

The EOS was mainly fitted to the data of Kim et al. [166] covering a temperature
range from 313 K to 374 K with an AADx of 0.012 molMEA=molmix and an AADy of
0.0019 molMEA=molmix. According to Kim et al. [166], the experimental uncertainty
in the composition measurement is between 2% and 4% because of the gas
chromatographic analysis and the need to dilute some of the samples. The authors do
not specify which substance was used for diluting. With the uncertainty of the
pressure (0.3 kPa) and temperature (0.05 K) measurement, a combined expanded
uncertainty k ¼ 2ð Þ was estimated in this work. The maximum uncertainties for the

Fig. 41 Absolute deviations in terms of composition ΔxMEA=(xMEA,data−xMEA,EOS) between bubble-point
data (a) and dew-point data (b) [35, 163–171] and values calculated with the EOS of this work as a
function of temperature for the binary system MEA?H2O. The ordinate is linearly scaled between the
dashed lines and logarithmically scaled in the gray filled region

123

178 Page 60 of 132 Int J Thermophys (2023) 44:178



bubble and dew points are 0.074 molMEA=molmix and 0.013 molMEA=molmix,
respectively. Most of the data points are represented within this uncertainty estimate.

To extend this range, data points of Belabbaci et al. [164] and Cai et al. [165] were
used in the fit. The bubble points of Belabbaci et al. [164] are described with an
AADx of 0.019 molMEA=molmix. The bubble- and dew-point data of Cai et al. [165]
are represented with AADx of 0.036 molMEA=molmix and AADy of
0.023 molMEA=molmix, respectively. The qualitatively good agreement of the phase
boundaries calculated with the new EOS is shown on selected isotherms in a p,x
diagrams in Fig. 42.

Tochigi et al. [171] reported uncertainties in pressure (0.03 kPa), temperature
(0.01 K), and composition (0.007 molMEA=molmix), which lead to combined
expanded uncertainties k ¼ 2ð Þ of approximately 0.018 molMEA=molmix for bubble
points and 0.043 molMEA=molmix for dew points. Without fitting, these data are
represented within 0.04 molMEA=molmix, which is in line with the datasets of Kim
et al. [166] and Belabbaci et al. [164].

There are 27 datasets containing homogeneous density data in the literature.
However, some state regions are comprehensively investigated by several authors,
whereas other regions, such as the gas-phase, are uncovered. Except for four
publications, measurements were carried out at atmospheric pressure only, cf.
Fig. 43.

The datasets of Han et al. [34], Hawrylak et al. [43], and Sobrino et al. [32] were
included in the fitting process because the data represent the maximum pressure,
temperature, and composition ranges of the database. Han et al. [34] report an

Fig. 42 p,x diagrams showing selected experimental phase equilibrium data [35, 164–166, 169, 171–173]
at 293 K, 308 K, 333 K, and 363 K in comparison to phase boundaries calculated with the EOS of this
work for the system MEA?H2O
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uncertainty of the density measurements of 0.68 kg=m3, which corresponds to a
maximum uncertainty of 0.15% (k=2). More than half of the data are represented
within this uncertainty, and the maximum deviation is 0.4%. The complete dataset is
described with an AARD of 0.13%. Hawrylak et al. [43] do not state any uncertainty.
However, their data cover the complete composition range and are represented with
an AARD of 1.3%. Sobrino et al. [32] measured the most extensive dataset with 432
data points with a maximum temperature of 393 K, with pressures up to 120 MPa.
The reported uncertainty of the density measurements is 0.35 kg=m3, which
corresponds to 0.075% (k=2). Approximately 80% of the datapoints are described
within the experimental uncertainty, which results in an AARD of 0.046%. In
general, almost all data points deviate by less than 0.5%. The estimated uncertainty
of the EOS is approximately 0.1% in the region 293� T=K� 394,
0:1� p=MPa� 120, and 0:03� xMEA=ðmolMEA=molmixÞ� 0:16 based on the data
of Sobrino et al. [32] and 0.4% for the other regions covered with data
(298� T=K� 424, 0:1� p=MPa� 0:7, and 0:11� xMEA=ðmolMEA=molmixÞ�
0:73), based on the data of Han et al. [34].

There are two datasets for the speed of sound available in the literature. The data
are measured at atmospheric pressure and similar composition as well as temperature
ranges. Figure 44 shows that the two datasets differ significantly from each other.
Fitting the data of Jamal et al. [44] distorted the representation of the density data.
Preliminary models fitting only density data resulted in much smaller deviations in

Fig. 43 Relative deviations Δρ/ρ=(ρdata−ρEOS)/ρdata between calculated and experimental homogeneous
density data [22–48] and values calculated with the EOS of this work as a function of pressure (a),
temperature (b), and composition (c) for the system MEA?H2O
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the EOS with respect to the data of Hawrylak et al. [43]; these were chosen for the
adjustment of the EOS parameters.

Deviations with respect to the EOS are within 1.5%. Since Hawrylak et al. [43]
did not state experimental uncertainties, the uncertainty for the EOS can only be
derived based on the deviations from the EOS, which is estimated to be 1.5% at
atmospheric pressure for temperatures between 298.15 K and 318.15 K over the
complete composition range.

Page et al. [30] and Vega-Maza [174] published the only experimental isobaric
heat capacities. The percentage deviations from the EOS developed in this work are
shown in Fig. 45.

Page et al. [30] do not report uncertainties, and thus the deviations, which are
mainly within 2%, cannot be directly verified. However, the trend of higher
deviations with increasing MEA concentrations indicates errors in the experiments
because the main influence in the binary mixture model comes from the pure-fluid
EOS at high concentrations and the pure-fluid EOS for MEA exhibits deviations of 2
% to the pure-fluid data from the same publication.

The uncertainty of the data of Vega-Maza [174] was reported through personal
communication to be around 1%. This is confirmed for large parts of the datasets by
an AARD of 0.7%, although the maximum deviations extend to 2%. In particular,
the isotherm T=293.15 K at the lowest concentration of MEA of
0.0318 molMEA=molmix exhibits an offset. During the fitting process, it was not
possible to align the data even if distortions in other properties were accepted. The
uncertainty of the EOS in terms of the heat capacity is, therefore, estimated to be
around 2% for up to 0.6 molMEA=molmix in the state regions covered by experimental
data.

Fig. 44 Relative deviations Δws/
ws=(ws,data−ws,EOS)/ws,data

between experimental
homogeneous speed of sound
data [43, 44] and values
calculated with the EOS of this
work as a function of
composition for the system
MEA?H2O. The ordinate is
linearly scaled between the
dashed lines and logarithmically
scaled in the gray filled region
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3.1.12 DEA1H2O

The binary mixture DEA?H2O is already described with an EOS developed by
Herrig [21]. It was only adjusted to VLE data and did not consider density, speed of
sound, or heat capacity data. An updated EOS with a fitted departure function is
presented in this work. The VLE database consists of five publications. Sidi-
Boumedine et al. [175] reported only four data points. The data of Abdi and Meisen
[176] and Cai et al. [165] were measured along isobars and those of Horstmann et al.
[177] and Wilding et al. [178] were measured along isotherms. Although there is
little overlap in the temperature and pressure ranges of the datasets, good consistency
was obtained when fitting the latter two, in particular the one of Cai et al. [165].
Deviations of experimental data from the EOS are shown in Fig. 46.

In general, all data are represented within 0.1 molDEA=molmix, but the fitted data of
Horstmann et al. [177] and Wilding et al. [178] at 373.15 K as well as all dew-point
data deviate significantly less than this. Abdi and Meisen [176] reported a large
number of bubble-point data without the corresponding vapor-phase composition and
a few dew-point data. All VLE data points were measured with a dynamic technique,
in which samples of both phases are analyzed in a gas chromatograph. The single
bubble points were obtained with a synthetic measuring technique, where the
composition of the liquid-phase was assumed to be almost identical to the overall
composition of the mixture [21]. This generally results in higher deviations for the
bubble-point data in comparison to the dew-point data of Abdi and Meisen [176] as
visible in Fig. 46. At 365.15 K, the shift in composition is shown in the p,x diagram
in Fig. 47.

Neither Abdi and Meisen [176], Wilding et al. [178], nor Cai et al. [165] report
combined experimental uncertainties, and not even in all cases are individual
uncertainties of temperature, pressure, and composition given so that a combined
uncertainty could not be calculated. Horstmann et al. [177] state uncertainties of
0.03 K, 0.02 MPa, and 0.0001 in composition. Taking that information into account,

Fig. 45 Relative deviations Δcp/cp=(cp,data−cp,EOS)/cp,data between experimental isobaric heat capacity
data [30, 174] and values calculated with the EOS of this work as a function of composition for the mixture
MEA?H2O
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the calculated combined uncertainties range from 0.08 mol% to 0.56 mol% which is
between five to ten times smaller than the deviations from the EOS. However, the
data of Horstmann et al. [177] and Wilding et al. [178] are consistent at
approximately 360 K, see Fig. 46.

The coverage with respect to the available data and their accuracies is much worse
for densities as compared to the MEA?H2O system. Measurements are not available
in the gas-phase and most of the experimental pressures are at 1 atm. The highest

Fig. 46 Absolute deviations in terms of composition ΔxDEA=(xDEA,data−xDEA,EOS) of bubble-point data
(a) and dew-point data (b) [165, 175–178] from values calculated with the EOS of this work as a function
of temperature for the binary system DEA?H2O

Fig. 47 p,x diagrams showing selected experimental phase equilibrium data [176–178] at 365 K and 473 K
in comparison to phase boundaries calculated with the EOS of this work for the system DEA?H2O
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pressure was measured by Arcis et al. [179] (5 MPa), but, as shown in Fig. 48, these
data exhibit an offset of 0.3% from the EOS.

The EOS was mainly fitted to the data of Han et al. [189] and Hawrylak et al. [43].
Similar to the MEA?H2O system, the data of Hawrylak et al. [43] deviate by up to
0.4%. The densities measured by Han et al. [189] are represented within 0.6%.
During the fitting process, a better accuracy could not be achieved without distorting
other datasets, although the final AARD is 0.26%. Both publications do not report
experimental uncertainties. Since the deviations are similar to the MEA?H2O
system, the uncertainty in terms of homogeneous densities can be estimated based on
the deviations calculated with the EOS, which would be around 0.6% for
calculations in the area where data are available.

Only Hawrylak et al. [43] measured speed of sound. These data are at atmospheric
pressure along three isotherms: 298.15 K, 308.15 K, and 318.15 K. As depicted in
Fig. 49, the new EOS describes the data within 1.5% with an AARD of 0.74%.

The authors do not report their experimental uncertainty and thus the uncertainty
of the EOS in the range of the experimental data can only be estimated based on
these deviations, which would be 1.5%.

The only dataset available with heat capacity measurements is that of Vega-Maza
[174]. The percentage deviations calculated with the EOS are shown in Fig. 50.

The deviations between the data and the EOS are similar to the MEA?H2O
mixture. Most of the data are described within 1% with a maximum deviation of 2%,
which results in an AARD of 0.81%. The estimated uncertainty of the EOS is 2%
over the region covered by experimental data.

Fig. 48 Relative deviations Δρ/ρ=(ρdata−ρEOS)/ρdata between experimental homogeneous density data
[26, 36, 43, 179–191] and values calculated with the EOS of this work as a function of pressure (a),
temperature (b), and composition (c) for the system DEA?H2O
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3.1.13 MEA1DEA

Compared to the other binary systems containing amines discussed in this work, the
mixing behavior of the binary mixture DEA?MEA is less complex because both
components are chemically similar. Nevertheless, all four parameters of the binary
reducing functions were required to accurately describe the limited available VLE
data. Only two experimental studies by Cai et al. [165] and Tsintsarska et al. [192]
were found in the literature. Each of these data sets includes results along a single
isobar, 6.7 kPa or 1.8 kPa. The data and phase boundaries calculated from the
mixture model are shown in T,x diagrams given in Fig. 51.

The T,x diagram emphasizes the good agreement between calculated VLE data
and the experimental results, especially when considering the low saturation
pressures that are overly sensitive to small temperature fluctuations and impurities.
The resulting deviations between calculated phase-equilibrium compositions and the
data are presented in Fig. 52.

Fig. 49 Relative deviations Δws/ws=(ws,data−ws,EOS)/ws,data between experimental speed of sound data of
Hawrylak et al. [43] and values calculated with the EOS of this work as a function of composition for the
system DEA?H2O

Fig. 50 Relative deviations Δcp/cp=(cp,data−cp,EOS)/cp,data between experimental isobaric heat capacity
data of Vega-Maza et al. [174] and values calculated with the EOS of this work as a function of temperature
for the mixture DEA?H2O
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Except for one outlier at 377 K, the model represents all the data of Cai et al. [165]
within a maximum deviation of 0.026 molDEA=molmix. The deviations between the
model and the measurements of Tsintsarska et al. [192] are mostly within
0.02 molDEA=molmix. As previously discussed, the experimental uncertainties seem
to be underestimated in the publication of Cai et al. [165], whereas Tsintsarska et al.
[192] do not provide any uncertainties.

3.1.14 MDEA1H2O

The binary mixtures containing MDEA in this work are based on the pure-fluid EOS
for MDEA of Neumann et al. [83]. For VLE states, the binary mixture parameters for
MDEA?H2O were, for the most part, fitted to the data of Kim et al. [166] because it
is the most comprehensive and accurate dataset covering both phases. As illustrated
in Fig. 53, the deviations of the dew-point data from the new EOS are smaller than
those of the bubble-point data.

Similar to the mixture of MEA?H2O, the combined uncertainties (k ¼ 2) of the
data of Kim et al. [166] were calculated in this work. The maximum uncertainties for

Fig. 51 T,x diagrams showing
the experimental phase
equilibrium data [165, 192] at
1.8 kPa and 6.7 kPa in
comparison to phase boundaries
calculated with the EOS of this
work for the system DEA?
MEA

Fig. 52 Absolute deviations ΔxMEA=(xMEA,data−xMEA,EOS) between experimental phase equilibrium data
[165, 192] and values calculated with the EOS of this work as a function of temperature for the system
DEA?MEA

123

178 Page 68 of 132 Int J Thermophys (2023) 44:178



the bubble- and dew-point measurements are 0.072 molMDEA=molmix and
0.00012 molMDEA=molmix, respectively. Considering also the quite low purity of
MDEA (99%), the representation of data of Kim et al. [166] is good in terms of the
bubble-point data (AADx ¼ 0:027 molMDEA=molmix) and excellent with respect to
the dew-point data (AADy ¼ 0:0001 molMDEA=molmix). Most data points deviate
within the estimated combined uncertainties.

The data of Dell’Era et al. [195], which are visible in the p,x diagrams in Fig. 54,
exhibit an offset to the data of Kim et al. [166] by around 0.05 molMDEA=molmix.

Therefore, these data were only fitted with small weights to shape the bubble
curve at higher concentrations of MDEA. Nevertheless, they are still well represented
by the EOS.

All available homogeneous density data were measured in the liquid-phase.
Almost all data points are represented within 1% as shown in Fig. 55.

In general, the deviations of the density data are slightly worse than for the
mixtures of MEA?H2O and DEA?H2O although various research groups
investigated all three of these mixtures. The reasons for this could be the less pure
samples of MDEA compared to MEA and DEA causing slight shifts in composition.
The critical temperature and density of MDEA are quite different from the
corresponding critical values of H2O, more than those of MEA and DEA. This
asymmetric mixture behavior is challenging to model with the extended correspond-
ing states approach. In addition, convergence problems in the region close to the
critical point occurred during the fitting process, which could only be solved by
accepting tradeoffs in the representation of the experimental data. The most
comprehensive dataset of Sobrino et al. [32] is still represented within 0.1% on
average. Approximately half of the data points are reproduced within the previously
discussed experimental uncertainty of 0.075%. The datasets of Han et al. [189] and
Hawrylak et al. [43] were also included in the fitting process to cover the full

Fig. 53 Absolute deviations ΔxMDEA=(xMDEA,data−xMDEA,EOS) of bubble-point data (a) and dew-point
data (b) [166, 193–200] and values calculated with the EOS of this work as a function of temperature for
the system MDEA?H2O
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composition range; however, the corresponding pressure range of 0.1 MPa to
0.7 MPa is rather narrow. Approximately a third of the data of Han et al. [189] are
represented within their experimental uncertainty of 0.15% (k=2), which results in
an AARD of 0.3%. The AARD calculated with the data of Hawrylak et al. [43] is
0.29%. Based on this, the estimated uncertainty of the calculation of homogeneous
densities with the EOS developed in this work is 0.5% for the region experimentally
investigated by Sobrino et al. [32] and 1% for all other regions covered by data.

Two datasets for the speed of sound were published by the same group. Hawrylak
et al. [43] covers a wider composition range and these data were primarily used in the
fitting process. Compared to the previous systems measured by the same authors, the
deviations are significantly higher with a maximal deviation of around 7% (cf.
Fig. 56).

The authors do not state any uncertainty but refer to the used apparatus called
“Nusonics Model 6080”. Based on the description of the other systems the
uncertainties are expected to be within 2% and, therefore, in a similar range. This
could not be achieved with this EOS because a decrease in deviations for one data
type resulted in an increase of deviations in another, e.g., densities and isobaric heat
capacities. As long as no other dataset is available in this state region, it cannot be
clarified if the data are erroneous, or the present model has shortcomings.

Several datasets reported isobaric heat capacities in a temperature range between
278 K and 369 K, in a pressure range of 0.1 MPa to 25 MPa, and in the complete
composition range. The most comprehensive dataset was measured by Zhang et al.
[234] covering the full temperature and composition range, and thus these data were
the basis for use in fitting isobaric heat capacities. Unfortunately, all measurements

Fig. 54 p,x diagrams showing selected experimental phase equilibrium data [166, 193–195, 197–200] at
313 K, 334 K, 357 K, and 373 K in comparison to phase boundaries calculated with the EOS of this work
for the system MDEA?H2O
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were conducted at atmospheric pressure and high-pressure data are not available. As
shown in Fig. 57, the data deviate mostly within 2.5% with a maximum deviation of
up to 5% at the highest temperature.

The authors state an uncertainty of 2% in terms of the isobaric heat capacity.
However, this value is not based on measurement uncertainties but comparisons of
deviations between measured isobaric heat capacities of water from tabulated values
in the IAPWS formulation [67]. Since uncertainties in terms of mixtures are naturally
higher due to the uncertainty in composition, the representation of the data in this
work is assumed to be reasonable. To cover the higher pressures, the data of Vega-
Maza et al. [174] were included in the fitting process. However, it was not possible to
reach the same accuracy as for MEA?H2O without distorting other data or the
physical behavior. Most of the data are described within 5% and the AARD is 3.4%.
The other datasets are consistent with the data of Zhang et al. [234] except for

Fig. 55 Relative deviations Δρ/ρ=(ρdata−ρEOS)/ρdata between experimental homogeneous density data
[24, 28, 32, 38, 39, 41, 43, 182–184, 186–189, 191, 197, 201–233] and values calculated with the EOS of
this work as a function of pressure (a), temperature (b), and composition (c) for the system MDEA?H2O
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Hawrylak et al. [213] and Chen et al. [235]. In Hawrylak et al. [213], the mixtures
were already dissociated, which explains the high deviations and an AARD of 79%.
Although Chen et al. [235] measured in the same state region as Zhang et al. [234], a
clear offset is apparent. The uncertainties of the calculation of isobaric heat capacities
with the EOS are 2.5% up to 340 K at atmospheric pressures and over the full
composition range, and 5% for all other regions covered with experimental data.

Fig. 56 Relative deviations Δws/ws=(ws,data−ws,EOS)/ws,data between experimental homogeneous speed of
sound data [43, 213] and values calculated with the EOS of this work as a function of composition for the
system MDEA?H2O

Fig. 57 Relative deviations Δcp/cp=(cp,data−cp,EOS)/cp,data between experimental isobaric heat capacity
data [174, 213, 234–238] and values calculated with the EOS of this work as a function of temperature for
the mixture MDEA?H2O
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3.1.15 MDEA1CO2

The data situation for the MDEA?CO2 mixture is significantly worse than for the
MDEA?H2O system. Only two bubble-point datasets are available in the literature,
and thus only two of the reducing parameters were adjusted. The data of Sadegh
[226] are well represented (AADx ¼ 0:0076molMDEA=molmix) as shown in Fig. 58.

The bubble-point data measured by Akbar [239] deviate by up to
0.12 molMDEA=molmix from the phase boundary calculated with the EOS. This is
due to the flat bubble curve in the composition region of the data. Comparing the data
to the bubble curve in the p,x diagram in Fig. 59 shows the good agreement of the
data and the EOS.

Akbar [239] used a synthetic isochoric method of absorption, where a constant
volume of liquid MDEA is slowly exposed to gaseous CO2. The amount of CO2 and
pressure of the system were measured. As soon as the pressure increases because
CO2 is no longer absorbed, equilibrium is reached. Based on the absorbed mass of
CO2, the solubility is calculated. The author does not state an uncertainty of this
method. Comparisons to solubilities of CO2 in other substances and other authors do
not overlap. Therefore, no uncertainty can be estimated. However, since the
deviations are in a similar range to the bubble-point deviations of the MDEA?H2O
system, the results seem to be reasonable.

Fig. 58 Absolute deviations ΔxMDEA=(xMDEA,data−xMDEA,EOS) between bubble-point data [226, 239] and
values calculated with the EOS of this work as a function of temperature for the system MDEA?CO2
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3.1.16 MDEA1CH4

The MDEA?CH4 system is described with only one dataset consisting of 47 bubble
points measured on 5 isotherms as presented in Fig. 60. Thus, only two reducing
parameters were adjusted.

The data of Jou and Mather [240] deviate within 0.017 molMDEA=molmix, which
results in an AADx of 0.0035 molMDEA=molmix. The accurate description of the
bubble curves is illustrated in Fig. 61.

The authors bubbled CH4 through liquid MDEA for at least 4 h to ensure
equilibrium. A liquid sample was then analyzed with a gas chromatograph. The
uncertainty of the analysis was stated to be 3%, which is equal to
0.03 molMDEA=molmix. Although this uncertainty statement does not consider the
uncertainties of the temperature and pressure measurements, the EOS reproduces the
data well within the uncertainty in composition.

Fig. 59 p,x diagrams showing selected experimental phase equilibrium data [226, 239] at 298 K and 313 K
in comparison to phase boundaries calculated with the EOS of this work for the system MDEA?CO2

Fig. 60 Absolute deviations
ΔxMDEA=(xMDEA,data−xMDEA,

EOS) between bubble-point data
of Jou and Mather [240] and
values calculated with the EOS
of this work as a function of
temperature for the binary
system MDEA?CH4
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3.1.17 MDEA1MEA

Since only one isobaric heat capacity dataset is available in the literature for the
MDEA?MEA system, only one reducing parameter was adjusted. The percentage
deviations between calculated and measured values are shown in Fig. 62.

The data of Chen et al. [235] deviate within 4%, which is more accurate than for
the MDEA?H2O system. Since an offset to the other datasets was apparent in the

Fig. 61 p,x diagrams showing selected experimental phase equilibrium data of Jou and Mather [240] at
313 K, 373 K, and 403 K in comparison to phase boundaries calculated with the EOS of this work for the
system MDEA?CH4

Fig. 62 Relative deviations Δcp/cp=(cp,data−cp,EOS)/cp,data between experimental isobaric heat capacity
data of Chen et al. [235] and values calculated with the EOS of this work as a function of temperature for
the system MDEA?MEA
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binary system with water, the same error happened most likely in this system.
Therefore, the representation is considered to be reasonable.

3.1.18 Cl21HCl

All four of the reducing parameters were used in fitting of the binary system Cl2?
HCl. The database consists of the experimental VLE data of Wilson and Wilding
[138], which was already discussed for the systems SO2?Cl2 and SO2?HCl (see
Sects. 3.1.7 and 3.1.8), and an industrial study carried out at Höchst AG [241].
Molecular-simulation data for both VLE and homogeneous densities were
contributed by Köster and Vrabec [135].

The VLE data of Wilson and Wilding [138] cover two isotherms, 213 K and
273 K. At 273 K, the data overlap with the measurements of Höchst AG [241],
whose study includes three isotherms, 253 K, 273 K, and 293 K. These
measurements were performed through a static-analytic method, in which the
coexisting phases were sampled and analyzed. The report does not state any

Fig. 63 p,x diagrams showing selected experimental and simulated phase equilibrium data [135, 138, 241]
at 213 K, 253 K, 273 K, 293 K, 310 K, 330 K, and 370 K in comparison to phase boundaries calculated
with the EOS of this work for the system Cl2?HCl
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uncertainties. As apparent from Fig. 63, considerable offset exists between the data
of Höchst AG [241] and Wilson and Wilding [138]. Fitting the mixture model to the
latter data set led to a more consistent and numerically stable model of the VLE
region. The results obtained at Höchst AG were consequently omitted from the fitting
process. Köster and Vrabec [135] used the VLE data of Wilson and Wilding [138] to
adjust the unlike interaction parameter in the molecular-simulations so that their
results are in close agreement with the data of Wilson and Wilding [138] at 273 K.
With the simulations, Köster and Vrabec [135] extended the range of the available
data up to 370 K.

Deviations between calculated VLE data, the experimental data, and simulated
data are shown in Fig. 64. The figure presents deviations in both saturation pressure
and phase-equilibrium composition. The deviations in pressure are of particular
interest for the data of Wilson and Wilding [138], who measured pressures instead of
analyzing the compositions of the phases in equilibrium.

Figure 64 shows similar deviations for dew and bubble points. Neglecting the
measurements of Höchst AG [241], most of the data are fitted within 10% in
saturation pressure and 0.05 molCl2=molmix in composition. These should be realistic
estimates for the uncertainty of VLE data calculated from the model as well. These
uncertainties are relatively large compared with other systems due to the quality of
the available data. The reliable experimental data are limited to the two isotherms
investigated by Wilson and Wilding [138]. Their combined experimental uncertain-
ties were calculated based on given uncertainties in temperature and pressure (see
Sec. 3.1.7); the maximum value is 0.015 molCl2=molmix. At a temperature of 213 K,
the data are generally represented within this uncertainty; however, the measurements
at 273 K exhibit higher deviations, and the uncertainties may be underestimated. The
molecular-simulation data are based on these experimental results and can thus not be
used to independently assess the data.

Fig. 64 Relative deviations psat=(psat,data−psat,EOS)/psat,data (a) and absolute deviations
ΔxCl2 ¼ ðxCl2;data � xCl2 ;EOSÞ (b) between experimental phase equilibrium data [138, 141, 241] and
values calculated with the EOS of this work as a function of temperature for the system Cl2?HCl
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The molecular-simulation results of Köster and Vrabec [141] for gas and liquid-
phase densities cover three mixture compositions (0.25 molHCl=molmix,
0.5 molHCl=molmix, and 0.75 molHCl=molmix) at temperatures ranging from 180 K
to 630 K and pressures up 100 MPa. The uncertainties in these data are high due to
the lack of any comparative data and the questionable accuracy of the experimental
VLE data that contributed to the molecular-simulation. The mixture model was
consequently only fitted with low weights to a small number of these data points.
Deviations between the data and calculated values are shown in Fig. 65.

The deviations increase with increasing temperature but show no clear trends with
respect to pressure and composition. The latter aspect indicates that the molecular-
simulation results are not more accurate for one of the pure components. In general,
the plotted deviations are within 10%, which is clearly higher than desired for
calculations of homogeneous densities with a Helmholtz-explicit EOS, and no
definitive uncertainty estimate can be provided without additional experimental or
comparative molecular-simulation data.

3.1.19 NH31CO2

To calculate properties for multicomponent mixtures with ammonia as a minor
impurity, an EOS for the NH3?CO2 system is needed. Neumann et al. [84] excluded
this binary mixture because it is reactive and forms (depending on temperature,
pressure, and composition) urea, water, and ammonia carbamate. The phase and
chemical behavior is discussed in Lemkowitz et al. [242]. The experimental datasets
available in the literature were measured at conditions where reactions occurred, e.g.,
Lemkowitz et al. [243], Briggs and Migrdichian [244], and Wormald and Wurzberger
[245]. Since the equations and models used in this work are not able to describe
reactive mixtures and because no experimental data are available at non-reactive
conditions, the Lorentz-Berthelot combining rule was selected for use in the mixing
rules until such time that these deficiencies can be addressed. This model should be
used with caution for higher concentrations of ammonia.

Fig. 65 Relative deviations Δρ/ρ=(ρdata−ρEOS)/ρdata between simulated density data of Köster et al. [141]
and values calculated with the EOS of this work as a function of temperature (a), pressure (b), and
composition (c) for the system Cl2?HCl
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3.2 Multicomponent Mixtures

Validating the model’s ability to calculate accurate properties of multicomponent
mixtures was based on a predictive combination of the binary-specific rules, and was
carried out by Gernert and Span [5] and Ottøy et al. [246]. Gernert and Span [5]
evaluated VLE data for the system CO2?N2?O2 and concluded that the model
describes the data accurately except for an offset at high oxygen concentrations. This
behavior is related to the same issue in the binary CO2?O2. Ottøy et al. [246]
investigated experimentally VLE states for the CO2?N2?CH4 system. The
performance of the EOS-CG-2021 model was evaluated based on these

Table 6 Overview of the available thermodynamic property data of multicomponent systems of CO2

combined with all components of the matrix (cf. Fig. 5)

Ternary
systems

Data
types

References Multicomponent systems Data
types

References

CO2?H2O?

CH4

VLE [100, 247–
249]

CO2?H2O?CO?H2?CH4 pρT [250, 251]

CO2?N2?O2 VLE [252, 253] CO2?N2?O2?Ar pρT [121, 254]

pρT [255, 256] CO2?N2?Ar?H2 pρT [121]

CO2?N2?Ar VLE [257] CO2?N2?H2?CH4 ws [51]

pρT [257, 258] CO2?N2?O2?Ar?CO?

H2?CH4

pρT [51, 254]

CO2?N2?H2 VLE [259]

pρT [260]

CO2?N2?

CH4

VLE [246, 261–
266]

pρT [267, 268]

CO2?O2?H2 pρT [256]

CO2?O2?Ar VLE [123]

CO2?O2?

SO2

VLE [123]

CO2?Ar?CO ws [51]

CO2?Ar?H2 VLE [257]

CO2?CO?H2 VLE [269, 270]

pρT [271]

CO2?H2?

CH4

VLE [272]

pρT [272, 273]

CO2?CH4?

H2S
VLE [274–279]

pρT [280]

CO2?CH4?

SO2

VLE [281]

pρT [281]

ws [281]
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measurements and other literature data. The deviations are “of the same order of
magnitude as the deviations between the EOS-CG and the binary datasets” [246].
Their work also addressed the need for further measurements of other relevant
systems to develop models with lower uncertainties.

In this work, a literature review was conducted to collect the available
experimental thermodynamic data of multicomponent systems of CO2 combined
with all components of the matrix (cf. Fig. 5). VLE, density, and speed of sound data
were found for 19 mixtures as shown in Table 6.

Mixtures of CO2?H2O?MEA, CO2?H2O?DEA, CO2?H2O?NH3, and
CO2?H2O?MDEA are chemically reactive, forming new components not consid-
ered in this work. The EOS-CG-2021 model without extensions (cf. Sect. 5) is only
able to describe these mixtures empirically if the concentrations of the products are
negligible. This also applies to other reactive mixtures that do not contain CO2.
Therefore, these systems are excluded from the review and the following analysis.

In the “Appendix” in Tables 8 and 9, the AAD and AARD of the deviations of the
EOS-CG-2021 model from the multicomponent experimental data are given. In
general, the data situation is quite scarce; for example, VLE data are limited to
ternary mixtures. For similar comparisons as carried out with the binary mixtures, a
substantial amount of new data would be required due to the additional degree of
freedom from the addition of a third component. Although a comprehensive
validation of each multicomponent system is not possible, the typical low
uncertainties in the EOS-CG-2021 model can still be proven with data from various
sources covering wide temperature, pressure, and composition ranges. Two selected
systems are shown in Fig. 66.

The deviations in terms of absolute molar concentrations between the VLE data
and the model are calculated with the saturation points of the closest tie-line to the
experimental data point. The procedure is discussed in detail in Ottøy et al. [246]. In
Fig. 67, all VLE data of the various ternary and multicomponent mixtures are shown

Fig. 66 Ternary phase diagrams at selected states including experimental data [269, 272] for the mixtures
CO2?CO?H2 (a) and CO2?H2?CH4 (b)
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Fig. 67 Absolute deviations ΔxCO2 ¼ ðxCO2 ;data � xCO2 ;EOSÞ between bubble- and dew-point data
[100, 123, 247–249, 257, 259, 269, 270, 272, 274–279, 281] and values calculated with the EOS of
this work as a function of pressure (a,d), temperature (b,e), and composition (c,f) for multicomponent
systems containing CO2. The ordinate is linearly scaled between the dashed lines and logarithmically
scaled in the gray filled region
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Fig. 68 Relative deviations Δρ/ρ=(ρdata−ρEOS)/ρdata between experimental homogeneous density data
[51, 121, 250, 251, 254, 256–258, 271–273, 280–282] and values calculated with the EOS of this work as
a function of pressure (a), temperature (b), and composition (c) for multicomponent mixtures. The dataset
of Gimeno et al. [281] is shown in a shortened form. The ordinate is linearly scaled between the dashed
lines and logarithmically scaled in the gray filled region

Fig. 69 Relative deviations Δws/ws=(ws,data−ws,EOS)/ws,data between experimental homogeneous speed of
sound data [51, 281] and values calculated with the EOS of this work as a function of pressure (a),
temperature (b), and composition (c) for multicomponent mixtures
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for separated bubble and dew points with respect to pressure, temperature, and
concentration of CO2.

The dew-point data deviate in general more than the bubble-point data. However,
around 80% of all dew-point concentrations and around 90% of the bubble points are
represented better than 0.01 molCO2=molmix. The order of magnitude of these
deviations is similar to the ones in the binary mixtures. Nevertheless, several data
points deviate significantly from the EOS.

The homogeneous density data are illustrated in Fig. 68. Gimeno et al. [281]
measured almost 19000 data points. Since the pressure steps were small
(\0:02MPa), only a reduced dataset was selected for the deviation plots here.

In general, most of the data were measured at temperatures below 400 K and at
CO2 concentrations higher than 0.8 molCO2=molmix. 75% of the data are represented
with deviations less than 2%, which shows the good predictive capabilities of the
model, although a few data points have higher deviations. The most significant
deviations occur for the data of Nazeri et al. [121]. The authors also measured
densities of pure CO2 that deviate by up to 74% with the same trend of increasing
deviations for decreasing pressures. Therefore, the accuracy of the mixture data are
quite questionable.

Speed of sound data were only measured by two groups. As illustrated in Fig. 69,
the data of Gimeno et al. [281] deviate within 1.5%. The data of Al-Siyabi [51] are
represented within 5%. The same publication also reports speed of sound data for the
binary system CO2?Ar that deviate by at most 1.5% (cf. Løvseth et al. [87]). The
comparably high deviations of the multicomponent data are probably caused by
parameters that are larger than necessary in the binary departure functions for CO2?

H2 and CO2?CO as discussed in Sect. 2.2. Nevertheless, most of the data points
deviate by less than 2% from the model.

4 Analysis of the Physical and Extrapolation Behavior

Development of equations of state and mixture models is generally based on
experimental data. However, for most fluids and mixtures, the data typically cover
only small regions of the multidimensional thermodynamic surface. The calculation
of reasonable properties in regions without any data are ensured by monitoring and
analyzing various thermodynamic properties and derivatives as well as combinations
of derivatives of the Helmholtz energy during the fitting process. The extrapolation
behavior to extreme regions of temperature and pressure is constantly scrutinized to
ensure smooth extrapolation far beyond the fluid limits because perturbations at these
states can effect properties such as heat capacities and sound speeds that require
multiple derivatives of the Helmholtz energy equation (see Lemmon et al. [283]). For
mixtures, the physical and extrapolation behavior are typically more susceptible to
erroneous features if a departure function is used because of the high flexibility of the
functional form, for example see Rowland et al. [284]. When only reducing
parameters are adjusted, all contributions in terms of the Helmholtz energy come
from the pure-fluid equations and thus the mixture properties become a function of
the quality of the pure-fluid equations, some of which are extremely good but most of
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which are built upon data sets that are generally limited to the liquid-phase only.
Figure 70 shows selected diagrams for the three binary mixture models developed
with a departure function. The diagrams were calculated at temperatures up to several
hundred kelvin and up to pressures of 1 GPa.

For all temperatures and pressures, the shapes of the isolines are smooth and no
unreasonable crossing or bumps are detected. In recent publications [7, 50], the
course of the critical line has become a topic of interest. Since the experimental VLE
data of MEA, DEA, and MDEA mixed with H2O are far away from critical
conditions with regard to temperature and pressure, cf. Figs. 42, 47, and 54, the
evaluation of the critical lines is particularly important to ensure reasonable behavior.
The critical lines in Fig. 70 were calculated with the teqp software of Bell [19].
Deiters and Bell [50] pointed out that a temperature maximum in the critical line
higher than both pure-fluid critical temperatures is physically unsound, which is

Fig. 70 Examples of the physical and extrapolation behavior at different compositions of a crv,T diagram of
the MEA?H2O system (a), p,ρ diagram of the MDEA?H2O system (b), T,p diagram of the DEA?H2O
system (c), and the critical lines of MEA?H2O, DEA?H2O, and MDEA?H2O in a p,T diagram (d)
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caused by the pure-fluid EOS. However, as discussed in Sect. 2.2, this behavior in the
MEA?H2O system could be eliminated by changing the parameters of the departure
function. For the DEA?H2O system, a slight temperature maximum of around 1 K is
still apparent. A temperature maximum of around 2 K is apparent for the EOS of
MDEA?H2O and for DEA?H2O. Additional experimental VLE would be
beneficial to correct this behavior.

5 Extensions of the EOS-CG-2021

The EOS-CG-2021 as presented in this work can describe the thermodynamic
properties of most of the mixtures involved in the CCS chain. However, the effects of
some process steps and components that require special consideration are outside the
typical scope of the EOS-CG-2021 model. This includes reactive mixtures, solid as
well as hydrate phase formations, and the solution of gases in seawater as well as
other brines. Additional publications discuss these extensions; they cannot be applied
to the full EOS-CG-2021 model because they cover only a subset of the required
components. All these extensions are based on the EOS reported in this work.

5.1 Reactive Mixtures

Reactive mixtures are of great importance in the CO2 capture part of the CCS chain.
The most common approach to separate the CO2 from, for example, flue gases is the
use of amine solutions, which bind the CO2 by chemical reactions. The EOS-CG-
2021 model presented in this work can describe reactive mixtures only empirically if
the formed products are present in negligibly small concentrations. In other work,
Neumann et al. [8] combined Helmholtz energy equations of state with excess Gibbs
energy models. This approach enabled the calculation of phase and chemical
equilibria as well as all thermodynamic properties of reactive mixtures. In Neumann
et al. [8], the system H2O?MEA?CO2 is validated with VLE, homogeneous liquid
density, and speciation data. The general design of the approach allows its use with
other reactive mixtures. However, the choice of the proper excess Gibbs energy
model(s) and the validation of experimental data will be topics of future research.

5.2 Solid and Hydrate Phase Equilibria

In the CO2 capture and transport segment, the knowledge of solid phases, e.g., ice,
dry ice, and hydrates, is essential to avoid clogging of pipelines and valves by
accumulated solids. Replacing methane hydrates with CO2 hydrates has been
discussed as a potential for CO2 storage. Separate models are typically used to
describe solid formation and the properties of the fluid, which leads to inconsis-
tencies at the interfaces. Jäger et al. [285] modeled the phase equilibria, including
hydrate formation, of the H2O?CO2 system with the reference EOS listed in Table 3.
This approach was improved and extended to other CCS-relevant gases by a series of
three additional publications [286–288]. In Hielscher et al. [289, 290], a model was
developed to accuretly describe the thermodynamic properties for mixed hydrates.
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The components consisted of CO, CO2, CH4, C2H6, C3H8, N2, Ar, and O2 as well as
their mixtures. The phase equilibrium algorithm was extended to allow for the
calculation of four coexisting phases for ternary mixtures. Based on these models, the
dynamics of hydrate formation and the formation of H2-hydrates will be addressed in
subsequent projects.

5.3 Seawater and Brines

The geological storage sites for separated CO2 are often saline aquifers. Since the
thermodynamic properties such as gas solubilities in H2O change significantly when
salt is dissolved, the EOS-CG-2021 is a first step in the model extension to calculate
seawater properties with other dissolved gases. Semrau et al. [291] combined the
EOS-CG-2021 model in the form of the Helmholtz energy and the Gibbs energy
model for seawater of Feistel [292] in a predictive manner. This approach was
validated with gas solubilities of CO2, N2, and O2 in seawater. The prediction of the
salting out effect is reasonably calculated. To enhance the approach, a Pitzer-based
model [293] has been used as the Gibbs energy model [294]. This enables fitting the
parameters to experimental data, varying salt concentrations, and the potential
description of interactions between the electrolytes as well as neutral species in the
brine. However, like the work on reactive mixtures this work still is in an early stage;
further research must follow.

6 Conclusion

In this work, an extension of the multicomponent mixture model EOS-CG is
presented. The equations of state based on the reduced Helmholtz energy were
summarized from various sources, and 72 binary mixture models were added within
this work. Five departure functions and 14 binary mixture models with adjusted
reducing parameters were developed. For the remaining systems, simple combining
rules were chosen due to the lack of experimental data. The EOS-CG-2021 can be
used to calculate all thermodynamic properties of a mixture consisting of the
following 16 components: carbon dioxide, water, nitrogen, oxygen, argon, carbon
monoxide, hydrogen, methane, hydrogen sulfide, sulfur dioxide, monoethanolamine,
diethanolamine, hydrogen chloride, chlorine, ammonia, and methyl diethanolamine.
The resulting 120 binary-specific equations were validated with the available
experimental data, and various thermodynamic properties were evaluated to ensure
reasonable physical and extrapolation behavior. Chemical reactions between
components (e.g., CO2?H2O?amines or CO2?NH3) are not considered, except
when the amount of products is very limited so that the impact on thermodynamic
properties can implicitly be considered by an empirical fit.

The use of models describing the minor components is limited where experimental
data are not available, requiring predictive combination rules. These components act
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as impurities in CCS applications when the concentrations are low, and the
contribution to the mixture model is almost solely based on the pure-fluid equations
of state for these minor components. The mixture model uses the most accurate pure-
fluid equations, which should result in the lowest uncertainties currently possible.

Nevertheless, new experimental data, in particular for systems without any data,
would enable the adjustment of more sophisticated and accurate models. It is unlikely
that all systems will be covered with experimental data in the near future; research
should address the needs of better predictive models to improve calculations of
relevant CCS applications.

The EOS-CG-2021 was validated with data for several multicomponent mixtures
to demonstrate its ability to accurately calculate properties for more than just the
binary subsets. Since wide temperature, pressure, and composition ranges are
covered, reasonable calculations of thermodynamic properties of mixtures can be
expected. New experimental data at various states for combinations of components
without any data would certainly be of great interest to further validate the model.

Appendix

See Tables 7, 8 and 9.
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