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Radiative decay rate and branching fractions of MgF

E. B. Norrgard ,1,* Yuly Chamorro ,2 C. C. Cooksey ,1 S. P. Eckel ,1 N. H. Pilgram ,1 K. J. Rodriguez ,1,3

H. W. Yoon ,1 Lukáš F. Pašteka ,2,4 and Anastasia Borschevsky 2

1Sensor Science Division, National Institute of Standards and Technology, Gaithersburg, Maryland 20899, USA
2Van Swinderen Institute for Particle Physics and Gravity, University of Groningen, Nijenborgh 4, 9747AG Groningen, The Netherlands

3University of Maryland, College Park, Maryland, USA
4Department of Physical and Theoretical Chemistry, Faculty of Natural Sciences,

Comenius University, Mlynská dolina, 84215, Bratislava, Slovakia

(Received 29 March 2023; revised 25 July 2023; accepted 1 August 2023; published 8 September 2023)

We report measured and calculated values of radiative decay rates and vibrational branching fractions for the
A 2�(v = 0) state of 24Mg 19F. The decay rate measurements use time-correlated single-photon counting with
roughly 1% total uncertainty. Branching-fraction measurements are performed using two calibrated imaging
systems to achieve few percent total uncertainty. We use the multireference relativistic ab initio methods to
calculate the Franck-Condon factors and transition dipole moments required to determine the decay rates and the
branching fractions. The measurements provide a precision benchmark for testing the accuracy of the molecular
structure calculations. The determination of the decay rate and vibrational branching fractions can be used to
inform future optical cycling and laser cooling schemes for the MgF molecule.
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I. INTRODUCTION

Recently, magneto-optical traps containing a record num-
ber N ≈ 105 trapped molecules were demonstrated for CaF
[1] and YO [2]. Further increasing the number of molecules
trapped is desirable for several laser-cooled molecule appli-
cations. Studies of cold collisions and cold chemistry [3–5]
require high reaction rates, motivating a large N to achieve
a high molecule density. Because signal-to-noise ratios gen-
erally are proportional to

√
N , molecule-based sensors [6,7]

directly benefit. Other applications, such as quantum informa-
tion and quantum simulation [8–10], require low temperature
T rather than large N . Because the ultimate step in cooling is
often evaporation [11], which sacrifices N to achieve lower T ,
such applications also benefit from a large initial N .

Efficient slowing of molecular beams is vital to achieve a
large trapped molecule number N . A large deceleration a from
laser slowing [12] is desired because the distance required to
stop molecules d is proportional to 1/

√
a. Additionally, as

molecules are slowed, the molecular beam brightness falls as
1/d2 if the beam’s transverse velocity distribution is not mod-
ified. Thus, simple scaling arguments show that the trapped
molecule number N , which is proportional to beam bright-
ness, is proportional to a. Simultaneously applying transverse
radiative cooling and longitudinal radiative slowing often does
not help; near saturation, the two processes compete with each
other, leading to a decrease in trappable beam brightness [13].
The maximum possible deceleration is amax = h�/(2mλ), so
large deceleration is achieved with low mass m, fast radiative
decay rate �, and short wavelength λ. All three of these
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factors favor MgF over current state-of-the-art CaF and YO
experiments, with the expected trapping improved by as much
as a factor of 7 or 20, respectively.

Laser slowing a MgF beam to a stop from an initial veloc-
ity of 150 m/s, typical of a cryogenic beam, requires optical
cycling of a number of photons Nγ ≈ 6000. At a minimum,
a preliminary attempt to laser cool MgF requires knowledge
of all vibrational branching fractions b0v′′ > 1/Nγ ≈ 1.7 ×
10−4, as each corresponding ground vibrational state v′′ will
need to be addressed by a laser. Like other alkaline earth
monofluorides, MgF is expected to have a nearly diagonal
array of Franck-Condon factors, enabling laser cooling with
few vibrational state repump lasers [14]. However, despite
spectroscopic studies of MgF dating back nearly 100 years
[15,16], we are not aware of any experimental determina-
tions of vibrational branching at the 10−4 level. Moreover,
while MgF is a relatively simple system where relativistic and
correlation effects are minimal, predictions of the number of
b0v′′ � 10−4 are variously two [17,18], three [19], or four [20]
in the literature. An accurate measurement of the vibrational
branching fractions b0v′′ for MgF is therefore needed to inform
the allocation of laser resources for laser cooling experiments,
as well as to benchmark calculation methods for their appli-
cability to more complicated laser coolable molecules. For
example, branching fractions of order 10−5 can be predicted to
within a factor of 2 even in triatomic molecules which contain
heavy nuclei [21].

An upper limit on the spontaneous decay rate � of the MgF
A 2�1/2 state was recently reported with approximately 4%
fractional uncertainty in Ref. [22]. There, � was determined
by measuring laser-induced fluorescence as a function of laser
frequency and extrapolating the fitted Lorenzatian linewidth
to zero power. Several groups have performed calculations
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FIG. 1. PECs for the ground and low-lying excited states of MgF
obtained at 4c-FSCC(0,1) level and using the d-aug-dyall.ae4z basis
set.

of � [17,20], roughly consistent with the measurement of
Ref. [22].

Here we report measured values of radiative decay rates
of the A 2� state and vibrational branching fractions of the
A 2�1/2 → X 2�+ transition in the MgF molecule. Branching
fractions are measured by exciting the transition of relevance
for laser cooling, which is P1(1)/Q12(1) [23]. We find good
agreement with theory, which is described in Sec. II. Our
experimental results are detailed in Secs. III A and III B for
the branching fractions and decay rates, respectively. Finally,
we conclude with remarks in Sec. IV.

II. THEORY

A. Methodology

The X 2�1/2 ground state and the A 2�1/2, A 2�3/2, and
B 2�1/2 excited states of the MgF molecule were investigated
using the relativistic four-component Fock-space coupled-
cluster method (4c-FSCC), including the Gaunt interaction.
We initially solve the coupled-cluster equations for the closed-
shell molecular ion, MgF+. This serves as a reference for
the subsequent FSCC(0,1) calculation of ground and excited
states of the neutral MgF. The model space included four
orbitals, needed to obtain the ground state and the excited
states of interest. We employed the dyall.d-aug-ae4z [24]
basis set and the default settings in the DIRAC23 program
[25,26]. All electrons were correlated and the virtual space
cutoff was set symmetric to energies of correlated electrons,
which corresponds to 70 a.u.. These energies were corrected
for the basis set superposition error (BSSE) and the trunca-
tion in the coupled-cluster expansion, as it is discussed in
the Appendix A. We use the constructed potential energy
curves (PECs) shown in Fig. 1 and the DUNHAM program [27]
(written by Kellö, at the Comenius University) to calculate
the spectroscopic constants, as defined by Herzberg [28]. Te

represents the minimum on the electronic state PEC (relative
to the ground state).

The transition rate between an upper (n′v′) and a lower
(n′′v′′) vibronic state, �n′v′n′′v′′ , is defined in terms of the
transition dipole moment (TDM) function Mn′n′′ (R) for the n′
and n′′ electronic states, and the transition frequency ωn′v′n′′v′′

between the n′v′ and n′′v′′ states

�n′v′n′′v′′ = ω3
n′v′n′′v′′

3π h̄ε0c3
|〈v′|M(R)n′n′′ |v′′〉|2, (1)

where h̄ is the reduced Planck constant and ε0 the permittiv-
ity of the vacuum. In the r-centroid approximation [29], the
above integral can be expressed as the product of the constant
square of the TDM M2

n′n′′ and the square of the overlap of the
vibrational wave functions, qv′v′′ = |〈v′||v′′〉|2, also called the
Franck-Condon factors (FCFs),

�n′v′n′′v′′ = ω3
n′v′n′′v′′

3π h̄ε0c3
qv′v′′M2

n′n′′ . (2)

The decay rate �n′v′ (or inverse of the lifetime τn′v′ ) of an
excited state (n′v′) may be expressed as the summation of
Eq. (1) over all lower states (n′′v′′)

�n′v′ = 1

τn′v′
=

∑
n′′v′′

�n′v′n′′v′′ , (3)

TDMs were obtained using the multireference configuration
interactions level of theory (MRCI) in the MOLPRO program
[30]. In the MRCI approach, we used the complete active
space (9,9) reference allowing the single unpaired electron to
occupy the Mg 3s, 3p, 4s orbitals and the F 2s, 2p orbitals.
The same basis set as the one employed for calculating the
PECs, i.e. the dyall.d-aug-ae4z basis set [24], was used and
all electrons were correlated. We calculate the TDMs using
the MRCI method as this is not yet implemented in the FSCC
method. To verify the validity of our approach, we compare
the dipole moments calculated using FSCC and MRCI (see
the discussion in Appendix B). We find no significant differ-
ences between the different methods and very good agreement
with the experimental values when available. FCFs, de-
cay rates, and lifetimes are calculated using the LEVEL16
program [31].

B. Results

Table I shows that the obtained spectroscopic constants
are in a very good agreement with the previously reported
experimental values. Furthermore, we use an equivalent ap-
proach to investigate the homologues of MgF, namely, CaF,
SrF, and BaF [32]. For these heavier systems, the theoretical
results were found to reproduce the experimental values very
well, providing additional confirmation of the excellent per-
formance of the selected computational method.

Figure 2 presents the FCFs qv′v′′ between vibrational levels
up to v = 5 of the ground and excited states of MgF (the
corresponding numerical values are collected in Table XI in
the Appendix).

Table II presents the TDMs Mn′n′′ for the first four elec-
tronic states of MgF.

The lifetimes are presented in Table III. There is very
good agreement between the values determined by the full
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TABLE I. Equilibrium bond lengths in Å and spectroscopic constants in cm−1 of the ground and the low-lying excited states of MgF
obtained at the 4c-FSCC(0,1) level of theory and using the d-aug-dyall.ae4z basis set (including CP and �T corrections). �Constants calculated
from the reported Bv and Tv values for v = 0, 1. ‡Te values originally reported in Ref. [35] were equated with the band origins, and are thus
corrected here using the other reported spectroscopic constants for the sake of consistency with the values in this work and Ref. [34]. †Obtained
from the reported mean 
-S state and the regular spin-orbit coupling.

Re ωe ωeχe Be Te Ref.

X 2�1/2 1.747 731.4 4.04 0.521 This work
1.749937(1) 720.14042(30) 4.26018(16) 0.519272510(42) [33]
1.7500 721.6 4.94 0.51922 [34]�

A 2�1/2 1.730 761.2 4.11 0.531 27 856 This work
1.7469 747.999(1) 4.274(5) 0.52106(6) 27 815.646(1)‡ [35]
1.7470 746.6 3.25 0.52105 27 798.5† [34]�

A 2�3/2 1.730 761.5 4.12 0.531 27 896 This work
1.7212 748.097(6) 4.273(2) 0.53676(5) 27 852.005(5)‡ [35]
1.7470 746.6 3.25 0.52105 27 834.9† [34]�

B 2�1/2 1.713 785.1 4.71 0.542 37 624 This work
1.7185 762.2 5.63 0.53844 37 167.3 [34]�

R-dependent TDM calculation and the r-centroid approx-
imation. Thus the r-centroid approximation (2) is easily
applicable for this system in future studies. Decay rates are
compared to the experiment later in the paper in Table VI.

The branching fractions bv′v′′ from a given excited state
(n′v′) are expressed as

bn′v′n′′v′′ = �n′v′n′′v′′

�n′v′
. (4)

In the r-centroid approximation, the branching fractions for
the A 2�1/2 state are simply the FCFs renormalized with an
ω3

n′v′n′′v′′ weighting. Branching fractions are compared to the
experiment later in the paper in Table IV.

In the remainder of this work, we consider only transitions
between the A 2� and X 2�+ states, and the labels n′ and n′′
are left out for simplicity of notation.

FIG. 2. FCFs for the vibronic transitions between the upper (v′)
and lower (v′′) electronic states. Table XI in Appendix C presents the
corresponding numerical values.

III. EXPERIMENT

Experimental data were collected in the same apparatus
used in a recent measurement of the decay rates of the Cr
y7P◦

2,3,4 states [36]. A cryogenic buffer gas beam (CBGB) of
MgF is produced by laser ablation of a sintered MgF2 pre-
cursor target. We orient our experiment by taking ẑ to be the
direction of travel of the molecular beam (roughly horizontal),
ŷ vertically upward, and x̂ parallel to the ground and forming
a right-handed coordinate system.

The molecular beam is excited by a nominal 15 mm 1/e2

diameter laser beam which is retroreflected such that it prop-
agates in the ±ŷ directions. The laser is typically polarized
linearly in the ẑ direction. The light is produced using a
frequency-doubled titanium-doped sapphire laser. For decay
rate measurements, the light is pulsed on and off using
an acoustooptic modulator (AOM). The AOM’s first-order
diffracted beam is directed to the molecular beam vacuum
chamber via a 1-m-long polarization maintaining optical fiber.

Fluorescence is collected along the ±x̂ axes by two iden-
tical imaging systems. Each imaging system consists of a
broadband antireflection coated fused silica vacuum viewport,
a 75-mm focal length planoconvex singlet lens placed one
focal length away from the center of the chamber, and a cam-
era lens assembly focused to infinity. To select fluorescence
from a particular vibronic transition, one or more interference

TABLE II. Calculated transition dipole moments (in ea0, where
e is the elctron charge and a0 is the Bohr radius) for the ground-state
bond length (1.747 Å) using the SO-MRCI method and the d-aug-
dyall.ae4z basis set.

Transition TDM

A 2�1/2–X 2�1/2 1.802
A 2�3/2–X 2�1/2 1.802
B 2�1/2–X 2�1/2 1.492
A 2�3/2–A 2�1/2 0.001
B 2�1/2–A 2�1/2 0.504
B 2�1/2–A 2�3/2 0.504
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TABLE III. Lifetimes in ns for the electronic excited states
of MgF calculated using the simplified r-centroid approximation,
Eq. (2), and the full R-dependent TDM, Eq. (1).

State τ [Eq. (2)] τ [Eq. (1)]

A 2�1/2 7.04 7.03
A 2�3/2 7.01 7.00
B 2�1/2 4.17 4.12

filters are placed between the singlet lens and camera lens
assembly. To minimize angle-of-incidence-dependent trans-
mission through the filters, the possible angles of incidence
on the filters are restricted to θ < 7◦ by placing two 18-mm
diameter apertures spaced by 150 mm between the singlet lens
and the filters. Photons are detected using photomultipliers
(PMTs) and counted using a multichannel event timer with
80-ps timing resolution. For fluorescence lifetime measure-
ments, a hybrid PMT-avalanche photodiode is used to remove
afterpulsing systematic effects [37]. Timing, computer control
of equipment, and data collection are performed using the
LABSCRIPT SUITE [38].

The MgF2 target is ablated using a 10-ns-long pulse of
532-nm light. Pulse energies between 25 mJ and 50 mJ were
found to produce the best yield. The source is run with a He
buffer gas flow rate of 7 × 105 Pa mL/min, or 7 standard
cubic centimeters per minute. Compared to Cr [36] or sintered
SrF2 [39] precursor targets, the yield from sintered MgF2
precursor targets decays rapidly, dropping by roughly half
after typically 100 ablation pulses. This has motivated us to
begin construction of a CBGB based on the chemical reaction
between the Mg metal and a fluorinated gas [22,40], which
should stably produce high yields.

A. Branching fractions

In this section we detail the measure-
ment of the branching fractions b0v′′ from the
24MgF |A 2�1/2, v

′ = 0; J ′ = 1/2, P′ = +〉 state (that is,
the excited state typically used in laser cooling applications)
to ground vibrational levels v′′ by measuring laser-induced
fluorescence at transition wavelength λ0v′′ . Table IV
summarizes the experimental results and our calculated
values derived from weighting the Franck-Condon factors
q0v′′ of Sec. II by applying Eq. (4).

Our branching-fraction measurement procedure is based
on the one used in the Amherst College group’s investigation
of TlF [41,42]. Two different bandpass interference filters i
and j are inserted into the imaging systems 1 and 2 to si-
multaneously monitor two vibronic transitions at wavelengths
λ0i and λ0 j , respectively. The multichannel event timer stores
the detected photon counts from both detectors in a histogram
of 2.6-μs time bins. The counts in a 5-ms interval between
ablation pulses are used to determine the mean background
counts per bin. The background is subtracted from a 1.6-ms
signal interval, which roughly corresponds to the full width
at half maximum of the fluorescence signal, to determine the
number of fluorescence counts. The uncertainty in the number
of fluorescence counts, listed as “statistical uncertainty” in
Table IV, is determined by the uncorrelated combination of

the uncertainty in the signal counts and the uncertainty in the
background counts, assuming shot noise.

We observed fluorescence on all vibronic bands up to
v′′ = 3. An unsuccessful attempt was made to detect fluo-
rescence at wavelength λ04, which set an experimental upper
limit of roughly three times the calculated value for b04.

The fluorescence counts on detector a with filter i is

S(a)
i = Nb0i fiη

(a)
i , (5)

where fi is the transmission efficiency of the filter, η
(a)
i is the

combined geometric and quantum efficiency for detector a
at wavelength λ0i, and N is the total number of molecules
excited by the laser. In each run of the branching-fraction
experiment, we take the ratio ri j = S(1)

i /S(2)
j of the two signals.

The experiment is then repeated with the filters swapped to
obtain the signal ratio r ji. Comparing these two measurements
yields the ratio of branching fractions

b0i

b0 j
= f j

fi

√√√√η
(2)
j η

(1)
j

η
(1)
i η

(2)
i

√
ri j

r ji
. (6)

A sufficient number of ratio measurements were taken to
overconstrain a fit to the branching fractions b0v′′ . For exam-
ple, we may derive the ratio b03/b00 by either comparing the
i = 0, 3 data only

b03

b00
= f0

f3

√
η

(1)
0 η

(2)
0

η
(1)
3 η

(2)
3

√
r30

r03
, (7)

or by comparing the i = 0, 1, 3 data

b03

b00
= f0

f3

√
η

(1)
0 η

(2)
0

η
(2)
3 η

(1)
3

√
r31

r13

r10

r01
. (8)

The two methods are statistically consistent for the ratio
b03/b00, and the weighted mean of these two determinations is
used in the analysis. However, repeating the similar procedure
for the ratio b02/b00, we find a 3-σ discrepancy between
comparisons of the i = 0, 2 data and the i = 0, 1, 2 data. We
take the mean of these two determinations as the reported
ratio b02/b00, and the difference of the two determinations
as the uncertainty in this ratio. The impact of this additional
uncertainty on the branching fractions b0v′′ is labeled as “Nor-
malization discrepancy” in Table IV.

To achieve the lowest possible uncertainty branching-
fraction measurements, it was necessary to accurately char-
acterize the light-collection efficiency of our imaging system
as well as the transmission properties of the bandpass in-
terference filters. The response of the entire imaging system
was compared to the response of a calibrated photodiode as
a function of wavelength in the National Institute of Stan-
dards and Technology (NIST) Detector Calibration Facility
[43]. Spectral responsivity calibration uncertainties as low as
0.005% are possible in this facility.

The Detector Calibration Facility operating principle is to
use a quartz-tungsten-halogen lamp filtered by a prism-grating
monochromator to provide a low-noise, wavelength-tunable
light source. For our calibration, the 75-mm focal length lens
was adjusted to provide a well-collimated beam of light be-
yond the relay-mirror assembly of the monochromator. To
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TABLE IV. Branching fractions b0v′′ and 1σ error budget for the MgF A 2�1/2 state.

Parameter b00 b01 b02 b03 b04+

Branching fraction-theory 0.965 8 0.033 2 0.000 93 0.000 025 0.000 001

Branching fraction-measured 0.967 63 0.031 42 0.000 91 0.000 044 <0.000 02
Total uncertainty 0.000 28 0.000 27 0.000 03 0.000 013

Statistical uncertainty 0.000 08 0.000 08 0.000 01 0.000 013

Systematic uncertainties:
Normalization discrepancy 0.000 03 0.000 00 0.000 03 0.000 000
Calibration-statistical 0.000 02 0.000 02 0.000 001 0.000 000
Calibration-power drift 0.000 12 0.000 12 0.000 004 0.000 000
Filter transmission 0.000 18 0.000 18 0.000 00 0.000 000

Total systematic uncertainty 0.000 27 0.000 16 0.000 004 0.000 000

reduce the light intensity to below the saturation threshold of
the PMTs, two neutral density filters were inserted into the
optical beam path of the NIST Detector Calibration Facility.
The transmission of each filter was calibrated separately and
the uncertainties are accounted for in the final detection effi-
ciency measurement. Calibration data were recorded for a few
minutes for each setting, until the statistical uncertainty in the
response was approximately 0.1%.

To ensure the calibration was insensitive to the alignment
of the light into the imaging system, an iris was placed in
front of the first neutral density filter and adjusted so that the
beam size at the PMT was smaller than the active detection
area of the PMTs. This was confirmed by placing the PMT
in a position where there was no change in the observed
signal with displacement in either the horizontal and vertical
directions. The optical power was measured with a calibrated
photodiode before and after the calibration of each PMT to
account for drifts in the optical power.

For each detector and filter combination i 	= 0, we perform
absolute photon collection efficiency calibrations at the filter’s
vibronic pass band λ0i as well as λ00. For filter i = 0 we cali-
brated each detector at λ00 and λ01. The transmission is <10−3

for all other wavelength and filter combinations, contributing
negligibly to the error estimate. This allows for all molecule
fluorescence signals to be corrected for the small amount of
λ0 j ( j 	= i) light transmitted by filter i. This correction is
approximately 10% for ratios involving v′′ = 3, and less than
1.4% for all stronger transitions.

The dependence of the filter transmission on wavelength
and angle of incidence was measured in the NIST facility for
Regular Spectral Transmittance [44]. The error due to the col-
lection of light at nonzero angles of incidence is estimated by
comparing the results of several Zemax [45] ray-tracing sim-
ulations. The simulations are designed to realistically model
the collection optics. The simulation includes the full opti-
cal system less the vacuum viewport. A 15-mm diameter,
100-mm-long cylindrical light source (uniform probability for
emission of a light ray in both position and direction) oriented
perpendicular to the optical collection axis is used to model
the overlap of the excitation laser with the molecular beam.

From these simulations, the probability for a photon
to reach the detector with a given angle of incidence is
determined. This calculated collection efficiency is weighted
by the measured angle-dependent filter transmission. The

angle-dependent transmission uncertainty is estimated as the
difference between the calculated transmission for all light
at normal incidence and the calculated transmission of our
more realistic simulation. The angle-dependent uncertainty
on the transmission is 5% for the i = 3 filter, which is well
below the 30% fractional statistical uncertainty for this weak
transition. All other filters were determined to have less than
0.3% angle-dependent uncertainty. All filters are also assigned
a 0.5% transmission uncertainty from their calibration at the
NIST facility for Regular Spectral Transmittance. Simulations
with individual optical components displaced by 3 mm were
found to change the calculated transmission by, at most, one
order of magnitude less than the estimated angle-dependent
transmission uncertainty.

B. Decay rates

In this section, we detail the measurement and analysis
procedures used to determine the spontaneous decay rates �.
Our measured values of � for the A 2�1/2 and A 2�3/2 states
are presented in Table V with a list of uncertainty estimates.
Our analysis procedure closely follows that of Ref. [36].

TABLE V. Measured decay rates � and 1σ error budget for the
MgF A 2� states.

Parameter (×106 s−1) A 2�1/2 A 2�3/2

Decay rate � 131.6 129.5
Total uncertainty 1.4 0.9

Statistical uncertainty 0.9 0.8

Systematic uncertainties:
Truncation error 0.26 0.24
Quantum beats

Laser detuning 1.1 0.17
Laser polarization 0.04 0.15
Bx 0.03 0.15
By 0.04 0.03
Bz 0.04 0.04

Pulse pileup 0.005 0.007
Differential nonlinearity 0.014 0.014
Time calibration 0.003 0.003

Total systematic uncertainty 1.1 0.4
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All data for the A 2�1/2 state are collected with the laser
tuned to the P1(1)/Q12(1) laser cooling transition. Because the
A 2�3/2 state is typically not used for laser cooling, there is
no obvious preferred rotational line to investigate. The MgF
beam is observed to have the highest population in the N = 3
rotational state; therefore all data for the A 2�3/2 state are
taken with the laser tuned to the R2(3)/Q21(3) line. Typi-
cal laser power for the decay rate measurements is 40 mW.
To minimize background-scattered laser light, fluorescence is
monitored on the decay to v′′ = 1 using the λ01 = 368.4 nm
interference filter.

In the standard measurement configuration, the AOM pro-
duces 1.8 × 104 light pulses per ablation pulse. The light
pulses have a full width at half maximum of 16 ns and a pulse
repetition rate of 6 MHz. The MgF target is ablated at a repeti-
tion rate of 2 Hz. A histogram of events is collected with 80 ps
time bins by the event timer with data readout performed after
300 ablation pulses. The procedure is then repeated, absent the
ablation pulse, to obtain a background-scattered light signal.
This signal plus background measurement procedure is re-
peated until the desired 1% to 2% statistical uncertainty on the
decay rate is achieved, with the cumulative data constituting
an experimental “run.” A single run lasts roughly 40 min. We
performed ten runs measuring the decay rate of the A 2�1/2

and six runs measuring the A 2�3/2. Our reported values for
the decay rates in Table V are the weighted means of all runs
for each state. In addition, several runs were performed on
each state with one experimental parameter varied to quantify
potential systematic errors.

1. Pulse pileup

We account for missed counts due to coincident events,
or “pulse pileup,” by following the procedure outlined in
Ref. [36]. Decay rate data are typically collected at a rate
of roughly 1 count per 1000 excitation cycles. The multihit-
capable event timer has a dead time of 650 ps, and the
photodetector has a maximum average count rate of 80 MHz.
We correct the raw signal counts Ni in each time bin i to obtain
N ′

i corrected counts per time bin using

N ′
i = Ni

1 − 1
Ncycle

∑i
j=i−kd

Nj

, (9)

where Ncylcle is the total number of excitation cycles and kd =
tbin × 80 MHz is the number of time bins of width tbin in the
detector-limited deadtime [46]. We estimate the error δ� due
to this correction by analyzing the data assuming the detector
has no response after the first detection of an excitation cycle.
The difference is less than 5 × 10−5 fractional uncertainty
δ�/� for our measurements.

2. Fit procedure and truncation error

After correcting for pulse pileup, background counts Nbg′
i

are subtracted from the signal counts N sig′
i . The resulting data

are binned in 800-ps intervals and fit to a single decaying
exponential

N sig′
i − Nbg′

i = Ae−�ti . (10)

FIG. 3. (Top) Histogram of counts as a function of time for a
typical run (number 7) to determine decay rate � for the A 2�1/2

state. The histogram bin width is 800 ps. The line labeled “fit” is a
representative fit to Eq. (10) with tstart = 20 ns. (Middle) Fitted � as
a function of tstart (blue line) for a typical run (number 7). Error bars
denote the fit uncertainty at each tstart . The range of tstart chosen for
our analysis and the standard deviation of fitted � over this range are
indicated by the range and thickness red line, respectively. (Bottom)
Data points are the fitted � for each run. Error bars are the quadrature
sum of fit and truncation uncertainties. Shaded bands denote the 1σ

uncertainty band obtained by a weighted average of all runs for each
excited state.

When a constant offset was added to Eq. (10), the offset
was found to be statistically consistent with zero and did not
change the fitted decay rate within its statistical uncertainty.
Pulse-pileup-corrected data for a typical experimental run
measuring the A 2�1/2 decay rate are shown in upper panel
of Fig. 3.

The arbitrary choice of the start time tstart of the fit may
influence the decay-rate measurement (sometimes called trun-
cation error). We vary tstart , setting this parameter to the start
of each tbin = 800 ps time bin over a 7-ns range, which cor-
responds to between about 50% to 20% of the peak observed
counts (Fig. 3 middle panel). For each run, we assign a value
for � by taking the average fitted � over this 7-ns range of
start times, weighted by the nonlinear least-squares 1σ confi-
dence interval when fitting to Eq. (10). We assign a statistical

032809-6



RADIATIVE DECAY RATE AND BRANCHING FRACTIONS … PHYSICAL REVIEW A 108, 032809 (2023)

uncertainty equal to the median 1σ nonlinear least-squares fit
uncertainty in the range, and assign a truncation uncertainty
equal to the standard deviation of the fitted � values.

The assigned decay rate � and the combined statistical
and truncation uncertainties for each run are shown in the
bottom panel of Fig. 3. The shaded bands depict the weighted
average and standard error of all runs for each state. The
calculations of Sec. II predict the A 2�3/2 decay rate to be
6 × 105 s−1 faster than the A 2�1/2 decay rate, that is, equal
within the statistical sensitivity of our measurement. Indeed,
accounting for all sources of uncertainty detailed below, we
find no statistically significant difference in the decay rates
MgF A 2�1/2 [� = 1.316(14) × 108 s−1] and A 2�3/2 [� =
1.295(9) × 108 s−1] states.

3. Quantum beats

In addition to the exponential decay expected in Eq. (10),
an oscillatory amplitude may be observed due to hyperfine
and Zeeman quantum beats. The laser pulse has a full
width at half maximum of 16 ns, corresponding to a
Fourier-limited linewidth of about 2π × 100 MHz. For the
A 2�1/2 decay rate measurement, the laser is typically tuned to
the peak in fluorescence around the unresolved |X 2�+; N =
1, J = 3/2, F = 1, 2, P = −〉 → |A 2�1/2; J ′ = 1/2, F ′ =
0, 1, P′ = +〉 transitions. For these transitions, electric dipole
selection rules restrict all ground states to being excited to one
or the other excited state F ′ = 0, 1 manifold, but not both.
Therefore, hyperfine quantum beats should not be observed
in the A 2�1/2. For the A 2�3/2 decay-rate measurement, the
partially resolved |X 2�+; N = 3, J = 7/2, F = 3, 4, P =
−〉 → |A 2�3/2; J ′ = 7/2, F ′ = 3, 4, P′ = +〉 transitions are
excited. The F ′ = 3, 4 levels are separated in energy by about
�E/h̄ = 2π × 31 MHz [22], and therefore, we may expect to
see evidence of hyperfine quantum beats in the R2(3)/Q21(3)
signal.

We test for systematic errors due to hyperfine quantum
beats by attempting to preferentially excite of one or the other
excited-state hyperfine level by varying the laser detuning
by +20 MHz and −20 MHz from the fluorescence peak. We
find a statistical difference in the fitted � when detuning the
laser for the A 2�1/2 level; the uncertainty obtained by linear
regression is δ�/� = 0.8% for this level. As this was within
our target accuracy, the effect was not investigated further. The
uncertainty due to laser detuning on the A 2�3/2 decay rate is
roughly one order of magnitude smaller.

Possible systematic error due to Zeeman quantum beats is
substantially mitigated compared to our recent Cr decay-rate
measurements [36] by improved control of the magnetic field.
Three pairs of Helmholtz coils surround the interaction region
of the experiment. Using the Helmholtz coils and a three-axis
Hall sensor, we map out the small field hysteresis loop of the
vacuum chamber such that we may set the residual magnetiza-
tion in a deterministic way. We then apply a bias field to either
null the residual magnetization for standard data, or apply a
known magnetic field of up to 0.2 mT along each axis to exag-
gerate the effects of uncancelled magnetic fields. We estimate
the uncertainty in the nulled magnetic field to be 8 μT.

For the A 2�1/2 state, the g factor is expected to be
small (g < 0.01), and thus Zeeman quantum beats should be

TABLE VI. Comparison of our measured and calculated decay
rates to values from previous works. Values in parentheses are the
combined 1σ statistical and systematic uncertainty.

Method Decay rate �(×106 s−1) Ref.

A 2�1/2 A 2�3/2

Experiment 131.6(1.4) 129.5(9) This work
Theory 142.3 142.9 This work
Experiment 138(7) − [22]
Experiment 138(7) − [22]
Theory − 139.6 − [17]
Theory − 125.6 − [20]

negligible even for the largest 0.2-mT magnetic fields applied.
Indeed, no statistically significant magnetic field effect on �

is observed for this state. Regardless of the magnitude of the g
factor, our experimental geometry (excitation light polarized
along ẑ and imaging along x̂), should preclude observing
Zeeman quantum beats for applied Bx or Bz. We observe no
statistically significant effect in these cases for the A 2�3/2,
though a relatively poor constraint on the effect of uncanceled
Bx was obtained due to a smaller number of measurements
taken. It should be possible to observe Zeeman quantum
beats for an applied By field, and an attempt was made to
assign a g factor to the A 2�3/2 state by applying a large bias
field By = 2 mT. While the fitted � under these conditions
increased to 1.38(3) × 108 s−1, the contrast was too poor to
reliably fit an oscillatory term and assign a g factor. For all
cases, the fractional uncertainty due to uncanceled magnetic
fields is δ�/� < 0.12%.

Finally, we tested for the effect of laser polarization on pos-
sible quantum beats by exciting with light linearly polarized
along x̂ instead of along ẑ. For zero magnetic field, we expect
the laser polarization to have no effect. A statistically signifi-
cant deviation in the decay rate was observed for the A 2�3/2

level leading to a fractional uncertainty of δ�/� = 0.15%.
Again, this effect was sufficiently small that it was not further
investigated. No statistically significant shift was observed for
the A 2�1/2 level.

4. Time calibration

Uncertainties due to differential nonlinearity (that is, non-
cumulative uncertainty in the bin width of the event timer) and
time calibration of the event timer are assigned in an identical
manner to that described in our Cr decay-rate measurement
[36]. The uncertainty due to these effects is at least several
times smaller than the other sources of uncertainty considered
above.

IV. COMPARISON OF RESULTS AND CONCLUSIONS

Table VI compares the experimental and calculated decay
rates of the A 2� state determined in this work with values
reported elsewhere.

By using a calibrated imaging system, we have deter-
mined the vibrational branching fractions of MgF to an
unprecedented accuracy. This sets a precision benchmark
for vibrational branching calculations, and we find excellent
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FIG. 4. Possible optical cycling scheme for MgF. Blue, pink, and
red arrows denote X -A, X -B, and A-B transitions, respectively. Solid
lines denote laser excitation. Dashed lines denote radiative decay.
Values without uncertainties are calculated.

agreement with values calculated using multireference rela-
tivistic Fock-space coupled-cluster method (within 0.2% for
b00, Table IV). Given this near-perfect match confirming the
accuracy of the calculated FCFs as well as a very good agree-
ment in transition energies (the theoretical Te values agree
within 0.2% with the experiment, Table I), the observed over-
shooting of theoretical decay rates (Table VI) can be almost
entirely attributed to the uncertainty in the calculated TDM
values.

The radiative decay rate and vibrational branching frac-
tions for the MgF A 2�1/2 state are highly favorable for
laser cooling. With three lasers addressing A ← X transi-
tions, it should be possible to scatter up to 1/b03 ≈ 2 × 104

photons with a maximum possible scattering rate of
Rmax

sc = �/7 [47–49]. Another possible optical cycling
scheme is depicted Fig. 4. By repumping the v′′ = 1 level
through the B 2�+ state instead of the A 2�1/2 state, this
scheme avoids producing a 
 system between the main
cycling laser (wavelength λ00) and first repump laser (wave-
length λ01) [49]; the maximum possible scattering rate is then
Rmax

sc = �/4. This comes at the cost of an additional loss chan-
nel due to B → A decays, with roughly b01bBA = 1.2 × 10−4

probability per optical cycle. Molecules will subsequently
decay to the |X 2�+, v′′ = 0; N ′′ = 0, 2〉 levels. The states
could be repumped by driving N ′′ = 0 ↔ N ′′ = 1 ↔ N ′′ = 2
microwave transitions (Rmax

sc = �/10), or by a combination of
N ′′ = 0 ↔ N ′′ = 1 microwaves and an N ′′ = 2 repump laser
(Rmax

sc = �/5) [48]. The B → A transitions also have highly
diagonal FCFs (see Table XI in the Appendix), allowing >2 ×
105 photon scatters before additional rovibrational losses via
this channel; rotational repumping in excited vibrational states
via microwave is straightforward.

While the maximum possible scattering rate for the scheme
depicted in Fig. 4 is Rmax

sc = �/4, using the PYLCP PYTHON

package [50] to simulate a magneto-optical trap (MOT) with
realistic parameters, we find that the maximum rate of de-
celerating photon scatters is typically closer to Rsc ≈ �/20.
Nonetheless, this photon scattering rate is sufficient to stop
molecules with initial velocities up to 100 m/s in a distance
of only 3 cm. This small stopping distance suggests it may
be possible to directly load a MgF MOT from a CBGB source

TABLE VII. Effect of the quality of the basis set on the energies
relative to the X 2�1/2 ground state in cm−1 at 1.75 Å and including
a cutoff of −70 a.u. to 70 a.u.

Basis A 2�1/2 A 2�3/2 B 2�1/2

dyall.v3z 28 573.5 28 616.6 39 837.9
dyall.v4z 28 235.5 28 277.2 38 813.5
dyall.ae4z 28 235.4 28 277.1 38 813.6
dyall.s-aug-ae4z 27 848.1 27 887.5 37 548.0
dyall.d-aug-ae4z 27 834.9 27 874.2 37 429.9
dyall.t-aug-ae4z 27 834.8 27 874.1 37 429.3

without additional slowing mechanisms [51], which would en-
able the loading of multiple molecule pulses from the CBGB
[52]. Details of these simulations are explored in a related
work [53].
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APPENDIX A: POTENTIAL ENERGY CURVES

To evaluate the robustness of our calculated results, we
study the effect of the basis set [convergence and basis set
superposition error (BSSE)], Gaunt Hamiltonian, correlation
(truncation of the coupled-cluster expansion), on the X 2�1/2

ground-state and the A 2�1/2, A 2�3/2, and B 2�1/2 excited
states energies of the MgF molecule. We included the Gaunt
term in the 4c-FSCC final calculations and it is presented
here only for completeness. The effect of the truncation
in the coupled-cluster expansion was evaluated by calculat-
ing the CCSDT energies at the FSCC(0,1) level of theory
using the dyall.v3z basis set and a cutoff from −10 a.u. to 20
a.u. in the EXP-T program [54,55]. Finally, BSSE of the used
d-aug-dyall.ae4z basis set was corrected for using the usual
counterpoise (CP) correction [56] at the 4c-FSCC(0,1) level
of theory in DIRAC with Mg+ and F− atomic fragments (given
the ionic nature of the bond).

The CP and �T corrections in all the studied electronic
states of MgF depend quadratically on the bond distance. We
used a quadratic fitting for each effect and electronic state
separately (see Fig. 5) and used these fitted curves to correct
the final PECs. Table VIII presents the obtained spectroscopic
constants. Additionally, to estimate the uncertainty due to the
incompleteness of the basis set, which is the largest source
of uncertainty (see Table VII), we calculate the spectroscopic
constants with the energies obtained using the dyall.d-
aug.ae3z basis set while keeping all the other parameters
constants. By taking

√
(Xfinal − Xuncorrected )2 + (X4z − X3z)2
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FIG. 5. Quadratic fitting for the effect of the triple excitations
in the coupled cluster expansion (positive slope) and for the coun-
terpoise correction (negative slope). In the CP correction, no visual
distinction can be made for the different states, therefore, we omit the
labels. Also the DBOC corrections for the ground state are presented
(flat teal line). The vertical notches represent the equilibrium bond
length of the corresponding state.

for each property X , we found all the parameters differ in no
more than 1.4%, except ωeχe which changes up to 6.1% for
the B state and up to 3.7% for the other states. Importantly,
the effect on the final lifetimes is even smaller compared to
the effect on the individual spectroscopic constants, with only
0.6% for the A state and 2.5% for the B state. The remaining
higher-order correlation and basis-set incompleteness errors
are expected to be significantly smaller than the evaluated
errors given the typical convergence of the spectroscopic
parameters with the excitation order and basis set cardinal-
ity. We evaluated the effects of diagonal Born-Oppenheimer

TABLE VIII. Equilibrium bond lengths in Å, spectroscopic con-
stants in cm−1, and lifetimes in ns of the ground and the low-lying
excited states of MgF obtained at the 4c-FSCC(0,1) level of theory
and using the d-aug-dyall.ae3z basis set (3z), the d-aug-dyall.ae4z
basis set (4z), and the d-aug-dyall.ae4z + BSSE + triples excitations
effect (final).

Method Re ωe ωeχe Be Te τ

X 2�1/2 Final 1.747 731.4 4.04 0.521
4z 1.747 729.3 4.17 0.521
3z 1.750 724.0 4.12 0.519

A 2�1/2 final 1.730 761.2 4.11 0.531 27 856 7.03
4z 1.730 757.5 4.26 0.531 27 802 7.07
3z 1.733 751.7 4.21 0.529 27 788 7.09

A 2�3/2 Final 1.730 761.5 4.12 0.531 27 896 7.00
4z 1.730 757.6 4.25 0.531 27 841 7.04
3z 1.733 751.8 4.21 0.529 27 827 7.06

B 2�1/2 Final 1.713 785.1 4.71 0.542 37 624 4.12
4z 1.714 775.7 4.99 0.541 37 315 4.22
3z 1.717 770.0 4.93 0.540 37 295 4.23

TABLE IX. Transition (top) and permanent (below) dipole mo-
ments in ea0 at the ground-state bond length calculated using the
MRCI and FSCC methods. Experimental values obtained from
Ref. [22].

MRCI MRCI FSCC
Transition or state MOLPRO DIRAC DIRAC Expt.

A 2�1/2–X 2�1/2 1.837 1.798
A 2�3/2–X 2�1/2 1.837 1.798
B 2�1/2–X 2�1/2 1.499 1.507
A 2�3/2–A 2�1/2 0.001 0.003
B 2�1/2–A 2�1/2 0.332 0.310
B 2�1/2–A 2�3/2 0.332 0.310
X 2�1/2 1.220 1.210 1.233 1.13(8)
A 2�1/2 1.398 1.365 1.399 1.26(9)
A 2�3/2 1.398 1.362 1.396 1.26(9)
B 2�1/2 0.265 0.270 0.225

corrections (DBOC); these are negligible, as can be seen in
Fig. 5. We did not perform an explicit calculation of the effect
of quantum electrodynamics (QED) contributions. However,
these were recently presented for a set of heavier molecules
[57]; these were estimated to be 1 to 2 orders of magnitude
smaller compared to the CP and �T corrections presented
here and we can thus safely neglect them.

APPENDIX B: DIPOLE MOMENTS

We compare the PDMs calculated with the MRCI and the
FSCC methods. Furthermore, to validate the switch from one
computational toolbox to another, we compare the TDMs and
PDMs calculated with the DIRAC [58] and MOLPRO programs
(using the MRCI approach). In all the cases, we use the d-
aug-dyall.ae4z basis set, and we freeze four electrons. In the
calculations carried out with MRCI and FSCC methods using
the DIRAC program, we include in the correlation description
all the virtual orbitals up to 5 a.u. and 10 a.u., respectively, and
we used a two-component relativistic formalism (X2C). In the
FSCC sector (0,1), the Mg 3s and 3p orbitals were included
in the model space. In MRCI, an analogous complete active
space self-consistent field (CASSCF) reference was used with
the complete active space usually designated as (1,4), i.e., one

TABLE X. Basis-set dependency of the transition (top) and per-
manent (below) dipole moments in ea0 at the ground-state bond
length and evaluated using the MRCI method.

Transition or state v3z ae3z ae4z s-aug.ae4z d-aug.ae4z

A2�1/2–X 2�1/2 1.812 1.812 1.824 1.838 1.837
A 2�3/2–X 2�1/2 1.812 1.812 1.824 1.838 1.837
B 2�1/2–X 2�1/2 1.527 1.527 1.530 1.517 1.499
A 2�3/2–A 2�1/2 0.001 0.001 0.001 0.001 0.001
B 2�1/2–A 2�1/2 0.281 0.281 0.238 0.322 0.332
B 2�1/2–A 2�3/2 0.281 0.281 0.238 0.322 0.332
X 2�1/2 1.225 1.225 1.226 1.221 1.220
A 2�1/2 1.933 1.933 1.769 1.433 1.398
A 2�3/2 1.933 1.933 1.769 1.433 1.398
B 2�1/2 1.309 1.309 0.787 0.005 0.265
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TABLE XI. FCFs for the vibronic transitions between the upper (v′) and lower (v′′) electronic states.

FCFs
v′′ = 0 v′′ = 1 v′′ = 2 v′′ = 3 v′′ = 4 v′′ = 5

���������A2�1/2

X 2�1/2

v′ = 0 9.65 × 10−01 3.37 × 10−02 9.90 × 10−04 3.07 × 10−05 1.08 × 10−06 4.59 × 10−08

v′ = 1 3.44 × 10−02 8.97 × 10−01 6.53 × 10−02 2.94 × 10−03 1.23 × 10−04 5.48 × 10−06

v′ = 2 3.13 × 10−04 6.81 × 10−02 8.31 × 10−01 9.47 × 10−02 5.82 × 10−03 3.08 × 10−04

v′ = 3 9.00 × 10−07 9.66 × 10−04 1.01 × 10−01 7.66 × 10−01 1.22 × 10−01 9.55 × 10−03

v′ = 4 2.51 × 10−10 3.80 × 10−06 1.98 × 10−03 1.33 × 10−01 7.03 × 10−01 1.46 × 10−01

v′ = 5 1.71 × 10−12 1.11 × 10−09 9.97 × 10−06 3.36 × 10−03 1.64 × 10−01 6.44 × 10−01

���������A2�3/2

X 2�1/2

v′ = 0 9.65 × 10−01 3.41 × 10−02 1.01 × 10−03 3.16 × 10−05 1.12 × 10−06 4.78 × 10−08

v′ = 1 3.48 × 10−02 8.96 × 10−01 6.61 × 10−02 3.01 × 10−03 1.27 × 10−04 5.68 × 10−06

v′ = 2 3.23 × 10−04 6.89 × 10−02 8.29 × 10−01 9.58 × 10−02 5.94 × 10−03 3.17 × 10−04

v′ = 3 9.54 × 10−07 9.97 × 10−04 1.02 × 10−01 7.63 × 10−01 1.23 × 10−01 9.76 × 10−03

v′ = 4 2.98 × 10−10 4.03 × 10−06 2.04 × 10−03 1.35 × 10−01 7.00 × 10−01 1.48 × 10−01

v′ = 5 1.76 × 10−12 1.34 × 10−09 1.06 × 10−05 3.47 × 10−03 1.65 × 10−01 6.40 × 10−01

���������B 2�1/2

X 2�1/2

v′ = 0 8.66 × 10−01 1.21 × 10−01 1.19 × 10−02 1.04 × 10−03 8.63 × 10−05 7.16 × 10−06

v′ = 1 1.27 × 10−01 6.35 × 10−01 2.02 × 10−01 3.12 × 10−02 3.71 × 10−03 3.94 × 10−04

v′ = 2 6.19 × 10−03 2.26 × 10−01 4.53 × 10−01 2.51 × 10−01 5.42 × 10−02 8.27 × 10−03

v′ = 3 1.11 × 10−04 1.74 × 10−02 3.00 × 10−01 3.13 × 10−01 2.75 × 10−01 7.79 × 10−02

v′ = 4 4.93 × 10−07 4.17 × 10−04 3.24 × 10−02 3.53 × 10−01 2.08 × 10−01 2.80 × 10−01

v′ = 5 2.04 × 10−11 2.14 × 10−06 9.68 × 10−04 4.99 × 10−02 3.88 × 10−01 1.33 × 10−01

���������A2�3/2

A2�1/2

v′ = 0 1.00 × 10+00 1.72 × 10−06 2.54 × 10−09 1.58 × 10−11 1.79 × 10−13 5.13 × 10−15

v′ = 1 1.72 × 10−06 1.00 × 10+00 3.50 × 10−06 7.68 × 10−09 6.48 × 10−11 9.96 × 10−13

v′ = 2 2.30 × 10−09 3.50 × 10−06 1.00 × 10+00 5.34 × 10−06 1.55 × 10−08 1.67 × 10−10

v′ = 3 1.41 × 10−11 6.95 × 10−09 5.34 × 10−06 1.00 × 10+00 7.25 × 10−06 2.62 × 10−08

v′ = 4 1.58 × 10−13 5.77 × 10−11 1.40 × 10−08 7.25 × 10−06 1.00 × 10+00 9.18 × 10−06

v′ = 5 4.62 × 10−15 8.80 × 10−13 1.49 × 10−10 2.37 × 10−08 9.19 × 10−06 1.00 × 10+00

���������B 2�1/2

A2�1/2

v′ = 0 9.64 × 10−01 3.48 × 10−02 1.29 × 10−03 4.83 × 10−05 1.88 × 10−06 7.76 × 10−08

v′ = 1 3.59 × 10−02 8.95 × 10−01 6.48 × 10−02 3.64 × 10−03 1.84 × 10−04 9.03 × 10−06

v′ = 2 2.05 × 10−04 6.92 × 10−02 8.33 × 10−01 9.04 × 10−02 6.83 × 10−03 4.34 × 10−04

v′ = 3 9.68 × 10−08 5.66 × 10−04 1.00 × 10−01 7.76 × 10−01 1.12 × 10−01 1.06 × 10−02

v′ = 4 6.22 × 10−09 5.62 × 10−07 1.03 × 10−03 1.28 × 10−01 7.26 × 10−01 1.29 × 10−01

v′ = 5 6.42 × 10−11 3.06 × 10−08 1.96 × 10−06 1.52 × 10−03 1.53 × 10−01 6.84 × 10−01

���������B 2�1/2

A2�3/2

v′ = 0 9.64 × 10−01 3.43 × 10−02 1.26 × 10−03 4.71 × 10−05 1.81 × 10−06 7.47 × 10−08

v′ = 1 3.54 × 10−02 8.97 × 10−01 6.40 × 10−02 3.57 × 10−03 1.79 × 10−04 8.74 × 10−06

v′ = 2 1.97 × 10−04 6.83 × 10−02 8.35 × 10−01 8.94 × 10−02 6.70 × 10−03 4.22 × 10−04

v′ = 3 1.08 × 10−07 5.43 × 10−04 9.88 × 10−02 7.79 × 10−01 1.10 × 10−01 1.04 × 10−02

v′ = 4 5.99 × 10−09 6.15 × 10−07 9.84 × 10−04 1.27 × 10−01 7.30 × 10−01 1.27 × 10−01

v′ = 5 6.57 × 10−11 2.94 × 10−08 2.10 × 10−06 1.45 × 10−03 1.51 × 10−01 6.88 × 10−01

electron in four MOs. In the MOLPRO MRCI calculation, we
used a similar setup, except that all the virtual orbitals were
correlated and the spin-orbit (SO) contribution was calculated
a posteriori following a scalar relativistic MRCI calculation.
The MRCI results obtained using the DIRAC and MOLPRO

programs shown in Table IX agree very well so that there is
no significant effect from the reduced virtual active space or
the different treatment of the SO effects. For the PDMs, we

observe a good agreement between the two MRCI approaches
as well as between MRCI and FSCC. The PDM of the excited
B 2�1/2 state is more sensitive to the basis-set size and the
virtual cutoff compared to the lower states. However, this state
is not the focus of the present study. Overall, the calculated
values agree very well with the experimental ones.

The dipole moments (both permanent and transition) are
found to be sensitive to the incompleteness of the basis set, as
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shown in Table X. These were calculated at the equilibrium
bond distance, using the MRCI approach in the MOLPRO pro-
gram and freezing two electrons.

APPENDIX C: FRANCK-CONDON FACTORS

The FCFs were extracted from the calculated potential
energy curves using the LEVEL16 [31] program. The po-
tential was represented using 33 points on a nonequidistant
grid (denser around the minimum) spanning the range be-
tween 1.5 Å to 2.2 Å. Cubic spline interpolation over V (r)
was used in the inner region and the extrapolation to the

dissociation limit was done by using four inverse power terms
(r0 to r3). During our previous study on the heavier homo-
logues CaF, SrF, and BaF [32], we investigated the errors
introduced in the numerical scheme in more detail. This setup
turned out to be robust and the final results are rather insensi-
tive to the choice of interpolation and extrapolation scheme.

Table XI presents the FCFs for the vibronic transitions
between the ground and excited electronic states of the MgF
molecule. We used the potential energy surfaces obtained at
the 4c-FSCC(0,1) level of theory and the d-aug-dyall.ae4z
basis set (with CP and �T corrections), and extracted the
FCFs from the LEVEL16 [31] program.
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