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ABSTRACT

We are beginning projects to validate the physics models used for interpretation of electron microscopy images. In one of
them, we will measure electron yields and energy spectra from cleaned well-characterized samples subjected to electron
bombardment inside of a spherical retarding field analyzer in ultra-high vacuum. In another, we will measure the same
features, lithographically patterned on free-standing Si membranes, with measurement techniques that differ in their
interaction physics. A modeling project will compare measurement results with simulations using existing and new
models. Good models should predict the observed yields and produce agreement among measurement techniques.
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1.  INTRODUCTION

By 2025, it is expected that transistors will be manufactured with features approaching 5 nm and require measurement
uncertainties of no more than 0.31 nm.1 Good models of the instrument/sample interaction physics are required to quanti-
tatively interpret measurements with such uncertainties. Compared to backscattered electrons, emitted secondary elec-
trons (SE) have lower energy so can be more efficiently gathered by electric fields and detected, are more numerous at
beam energies below a few kilo-electron-volts, and are more sensitive to surface topography. They are for this reason the
more important signal electrons in SEM metrology. However, SE are most numerously generated with initial energy close
to the plasmon energy, around 15 eV to 25 eV for most materials. Uncertainty in the correct low-energy physics2 leaves
room for different models. 

The models under consideration agree well at incident
electron energies greater than a few hundred electron-
volts, but they diverge at low energy with, e.g., a spread
of more than a factor of two in calculated inelastic mean
free paths (IMFPs) in water at 20 eV.3 The spread in cal-
culated SE yields (ratio of emitted SE to incident beam
electrons) is similar. In such cases, one ordinarily relies
on measurements to determine an appropriate model, but
the corresponding measurements also disagree, often by
factors of 2 or more. In copper, for example, maximum
SE yields vary by about a factor of 1.8 for data collected
in Joy’s database.4 Even in a more closely curated subset
of these, variation is about 35 % (Fig. 1). These discrep-
ancies limit the usefulness of the data for distinguishing
good from bad models. 

We are therefore beginning a cluster of projects aimed at
model validation and improvement. Two of the projects
are aimed at obtaining data suitable for testing and winnowing models. These are a yield metrology project and a mea-
surement intercomparison project. They seek to measure quantities predicted by the models. The final project is a theoret-
ical one. It is aimed at model improvement in response to and in anticipation of model/measurement discrepancies
uncovered by the first two. In this conference report, we will describe these promising projects in Sections 2 through 4
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Figure 1. Comparison of experimental SE yield, , for Cu from Shi-
mizu,5 Baglin,6 Zadražil,7 and Bronstein.8 The database for these
did not provide uncertainties, but curves are smooth relative to
curve-to-curve differences, suggesting errors are mainly systematic.



respectively. The projects started recently. The first is still under construction. For the others, we will present at most some
preliminary measurements or calculation results. 

2.  YIELD METROLOGY

Emitted SE are conventionally defined operationally as
those that emerge from the sample with less than 50 eV.
Higher energy electrons are considered to be beam elec-
trons that are backscattered (or transmitted if the sample is
thin). A typical instrument for SE yield studies is based on
the retarding field method and consists in simplest form of
a hemispherical capacitor or collector with hemispherical
grids placed between the sample and the collector.9 An
electron source is placed above the sample allowing the
electron beam to perpendicularly hit the sample surface.
Applying a retarding bias to the grid makes it a high pass
energy filter, i.e., a retarding field analyzer (RFA). The col-
lector currents measured for two values of the grid bias
(0 V and ) are then used to calculate the secondary
electron yield as , where
I0 is the beam current and  is the collector current as
a function of the retarding potential. Another common pro-
cedure is to measure the sample current with and without
+50 V bias applied to the sample. For thick samples (no
transmission), one then has  with  the sample current and its argument the sample bias.
(In both cases, the 0 V may be replaced with a small negative voltage to avoid recapture of electrons.) Gineste et al.10 use
a retarding potential generated by negatively biased metal plate in the same plane as the sample and surrounding it. The
hemispherical retarding field analyzer has the advantage of better preserving an angle-independent (spherically symmet-
ric) high-pass cutoff energy. This is desirable for best energy resolution by the analyzer. On the other hand, to the extent
that electrons collide with the grids, they are a potential source of measurement artifacts. The sample bias methods invert
the advantage and disadvantage of the first by dispensing with the grid and collector.

Since SE are electrons with energies
below 50 eV, the IMFP is usually less
than 1 nm. This implies that any contam-
ination layer at the surface will critically
affect the resulting yield. This sensitivity
likely accounts for much of the inter-lab-
oratory variation in measured values. For
this reason, our yield measurement sys-
tem under construction will be housed
within an ultra-high vacuum (UHV) sys-
tem with a sample preparation chamber
(left of the gate valve Fig. 2) equipped
with facilities for sputtering, low-energy
electron bombardment,11,12 contaminant
removal via reactive gas chemistry, and
annealing. The measurement chamber is to the right of the gate valve. Each chamber is pumped with an ion pump (shown)
and a turbo pump (out of view on the back side in Fig. 2).

A spherical retarding field analyzer (Fig. 3) will be inserted into the measurement chamber through the flange on the bot-
tom. The RFA consists of 5 spherical shells. The outermost is a grounded shield to prevent stray external electrons from
reaching the interior. Then, in order of decreasing radius, there is a collector, two wire-mesh grids biased  to 0 V
with respect to the sample to create a high-pass filter, then finally a space-charge grid that may be positively biased to

Figure 2. Design schematic of the sample preparation and mea-
surement chambers (left and right of the gate valve).
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Figure 3. Schematics of the RFA, 3-D rendering (left) and cross section (right)
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draw emitted electrons away from the sample. The outer shells will be made of a high-permeability material to act as mag-
netic shielding. The grids will be high transparency metal meshes. The system is designed to permit measurement of sec-
ondary- and backscattered-electron yields and emission energy spectra. Measurements will be “absolute,” that is, ratios of
currents measured with high (and equal) collection efficiency, as opposed to signals converted to grayscale values with
poorly known conversion factors or collector efficiency as in an SEM. All signals may be measured as functions of the
beam energy and angle of incidence. We chose the spherical design for best energy resolution. Angle of incidence varia-
tion will be accomplished by rotating the sample up to 90º. For a normally incident beam, electrons are emitted into the
shaded (Fig. 3) hemisphere. Rotation exposes an additional quadrant. The remaining “inactive” quadrant is unseen by
electrons. Mounting hardware is concentrated in the inactive quadrant to keep the active ones as uniform as possible,
thereby minimizing any change of detector efficiency with angle. The electron beam will be introduced through the
shield, collector, and grids via a drift tube. The sample, grids, drift tube, and collector can be independently biased, and
picoammeters will measure currents to or from each. We plan to also at least initially use the RFA to acquire Auger elec-
tron spectra with which to ascertain the cleanliness of samples when they are transferred from the sample preparation
chamber. There is an available port for a dedicated Auger spectrometer if one is needed.

In this way, detailed measurements of energy spectra and yield as a function of angle from well-characterized samples will
be available to challenge beam-sample interaction models.

3.  MEASUREMENT INTERCOMPARISONS

In the previous section, we described measurements that
aim for quantitative measurements of basic model-pre-
dictable quantities in the simplest configurations: pol-
ished clean samples with no topography and 
detector collection angle. Such measurements are close
to the model, far from the measurement application. Our
second project is complementary, closer to the applica-
tion but further from the model. It is based on intercom-
parison of measurement techniques. To measure, e.g., a linewidth or line height, all techniques require a sample-probe
interaction model for which there may be associated model errors. Discrepancies among techniques that interact with dif-
ferent uncorrelated physics may reveal the presence and magnitude of modeling errors. We have earlier performed such
inter-comparisons, for example between SEM, atomic force microscopy, and electrical critical dimension (ECD) measure-
ments;13 SEM and ECD;14 SEM top-down and SEM cross-section on Si15 and resist16 lines; and SEM, scanning trans-
mission electron microscopy (STEM) cross-section, and critical dimension small-angle x-ray scattering (CD-SAXS).17 In
all of these, the lines were patterned on the surface of a wafer.

In the current project, we are fabricating line/space arrays on thin (200 nm) Si membranes (Fig. 4). Even after etch, the
membranes remain thicker (> 100 nm) than the roughly 35 nm range of a critical dimension SEM’s 1 keV (or lower) elec-
trons. These films should be indistinguishable from a full-thickness wafer at these low energies. However, the same lines
are measurable in transmission, either in the SEM at 20 keV or 30 keV or in a dedicated STEM at higher energies. Arrays
with large enough lateral extent should be measurable by CD-SAXS. 

A noisy and uncalibrated preliminary measurement is shown in Fig. 5. Two simultaneously acquired images, one by
bright field STEM and one in SE mode, are shown on top. Linescans between the horizontal markers on the image are
averaged to produce the signals plotted on the bottom. We should in principle be able to derive topographies (height,
width, shape, etc.) for which STEM and SE simulations produce the corresponding signals. Since signals come from the
same topography, we expect a match if the models are correct. The STEM signal depends strongly on elastic scattering of
high energy electrons whereas the SE signal’s dependence is mainly on generation and transport of low-energy SE. These
models employ different physics. Disagreement would challenge existing models. 

4.  MODEL IMPROVEMENT

SE comprise the main signal in SEM. A key quantity of interest for SE generation is the doubly differential cross section
for inelastic events in which the incident electron transfers energy  and momentum q to a secondary electron. In the first
Born Approximation, this is given as18

Figure 4. Schematic of a patterned line on a thin membrane
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(1)

with N the number density of scatterers and v the speed
of the incident electron.

By integration of this equation over the kinematically
allowed range of  and q, we can obtain the total cross
section, , and the inverse IMFP, . The proba-
bility distribution functions for  and q that are needed
to construct a Monte Carlo simulator are obtained with
less than full integration. The key requirement, then, is a
model for the dielectric function of the medium. Hence, a
first step to improving calculations of , , and q is to
improve the model for calculating the dielectric function. 

Penn introduced a model dielectric function that made
use of the readily available optical data for 
for various materials.19,20 His model extends  to non-
zero q by use of the Lindhard dielectric function, based
on the Random Phase Approximation (RPA) from quan-
tum mechanics. This approach gives results that compare
reasonably well with experimental data for high energies,
but there are discrepancies in the low energy regime rele-
vant for SEM.2,21,22 

Others have tried to address the limitations of this
approach through the introduction of plasmon damping
with a Mermin-type dielectric function,23 inclusion of local field effects,24,25 and other many-body effects arising from
the Coulomb interaction,26 which the Lindhard/RPA dielectric function does not include, to varying degrees of success.
Some inherent limitations of these optical-data models are the dependence on experimental data and the errors associated
with them, the lack of data for some materials and some energy ranges, and the theoretical basis for the extrapolation to
non-zero q.2 

One proposed approach is to use an ab initio method like ground state Density Functional Theory (DFT) to calculate
, and then use it as input to the Penn-type models.2 Another approach is to use DFT to calculate the dielectric

function for all q, and then obtain the differential cross section directly.27 DFT includes exchange and correlation effects
so should be an improvement over Lindhard/Mermin dielectric models that do not, but for some materials like Si where
electron-hole excitations are significant, it gives poor results.28 This isn’t too surprising given that ground state DFT does
not guarantee a proper treatment of the excitations in materials.29 

Extensions of DFT-like time dependent density functional theory (TDDFT) attempt to address this and can give results in
good comparison to experiments for molecules and smaller structures.30,31 

TDDFT has been applied to solids like Cu and has been claimed to give better comparison with experiments compared to
optical data models,32,33 but in such a material, even ground-state DFT gives good agreement with the experiments.27

Electrons in a metal like Cu experience more screening, which makes many-body effects from excitations less signifi-
cant,29 so it is unclear what improvements to the IMFP arise from TDDFT alone. One of the main limitations of applica-
tions of TDDFT to general solids arise from the lack of good functionals that can capture the nature of excitations in
materials like Si.31,34 

This project aims to implement a calculation of the energy- and momentum-dependent ELF for materials like Si using
ground-state DFT as the starting point and solving the Bethe-Salpeter Equation (BSE) for the excitations. The BSE treats
excitations systematically and unambiguously and has been successfully applied to a range of systems, from small mole-
cules to solids, with exceptional agreement with experiments.34-38 For Si, it has been successfully used to calculate highly

Figure 5. Upper: SE image at 30 keV of a line-space array at
approx. 150 nm pitch. Line edges are bright. Middle: Bright-field
STEM image acquired simultaneously with the upper image. Lines
are dark and spaces bright. Bottom: Regions between the horizontal
markers in the images are averaged vertically to produce these rep-
resentative overlaid linescans. Vertical lines to the left and right of
“2” are ± repeatabilities of STEM and SE curves respectively.
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accurate optical ELF in the low energy regime important for SEM. Preliminary results in our initial approximation are
shown in Fig. 6, where they are compared to the full Penn algorithm. At  (Fig. 6a), the FPA agrees exactly with the
measured energy loss function, as it must by construction. At higher q, the FPA peak shifts to higher energy at a faster rate
than does the DFT+BSE result. At  (Fig. 6b), the FPA peak has shifted approximately 3 eV to the right as
required for a free-electron dispersion, but the DFT+BSE calculation shows a smaller energy shift, driven in part by
details of the band structure. Future work will include the couplings that can arise between excitons and plasmons, a
many-body effect that’s been shown to be important in Si.28,39,40 This approach will then be used to obtain momentum
and energy dependent ELFs for subsequent calculation of IMFPs, secondary yields, etc. for Si and other materials of tech-
nological interest.

5.  SUMMARY

We are undertaking several new projects to validate models of signal generation in the SEM. Two of the projects are
focused on testing models with careful measurements. One of these will measure secondary- and backscattered-electron
yields (ratios of emitted electrons in each category to incident beam electrons) and energy spectra as functions of electron
beam energy and angle of incidence. The detector will be a spherical retarding field analyzer that surrounds the sample
completely except for a small entrance aperture for the incoming beam. It will be housed in an ultra-high vacuum chamber
with facilities to put the sample into a reproducibly clean state. Such yields are basic quantities predicted by signal mod-
els. Another project will compare measurements by different techniques on samples with topography. In this case there are
two models in play, one for each of the compared techniques. This makes diagnosis of discrepancies more difficult. The
offsetting advantage is that such more complicated samples represent an important intended application of the SEM. This
is therefore a more complete test of how the instrument is used in practice. The final project is a theoretical one meant to
give us options if (when?) we uncover discrepancies between measurements and predictions.
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