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#### Abstract

We consider solitary wave excitations above the ground state of $F=1$ spin-orbit-coupled Bose-Einstein condensates (SOBECs). The low-energy properties of SOBECs in any of the three branches of the single-particle dispersion relation can be described by suitable scalar nonlinear Schrödinger (NLS) equations which we obtain using multiple-scale expansions. This enables us to examine a variety of different configurations, such as dark solitary waves associated with higher energy branches, as well as dark and bright structures in the lowest branch. The lowest branch can also exhibit a "superstripe" phase that supports solitary waves. In all cases, we provide explicit expressions for the NLS coefficients, and confirm their validity with full numerical simulations of the SOBEC system, including a harmonic confining potential.
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## I. INTRODUCTION

Understanding the effect of synthetic spin-orbit coupling (SOC) in Bose-Einstein condensates (BECs) is an active topic in cold atom physics [1-3]. Starting from its first experimental realizations, this topic has gained considerable traction [4], with the experimentally accessible case with equal contributions of Rashba [5] and Dresselhaus [6] SOC being, arguably, the most studied. The properties of spin-orbit-coupled BECs (SOBECs) have been recently reviewed in Ref. [7] (with an emphasis on the so-called Dicke model and associated phase transitions). While most of the relevant works have focused on two-component systems, prototypical higher spin cases have been proposed [8] and realized [9,10].

Most research on SOBECs has focused on systems in or near equilibrium, however, a number of studies have considered localized nonlinear excitations, i.e., solitary waves. Early studies considered the dynamics of bright and dark solitary waves in one dimension [11,12]; later work considered vortices and their ordering properties in two dimensions [13,14]; by now a progressively increasing body of work addresses such excitations [8,15-23]. More broadly, in one dimension bright and dark solitons play a central role in the dynamics of atomic BECs [24-27], as do vortices in two spatial dimensions [28] and vortex lines and rings in three dimensions [29].

Motivated by the growth of these areas and spinor condensates more generally [30,31], the present work considers solitary waves in higher-spin SOBECs. Experimentally these could be realized using techniques developed earlier by one of the present authors that were used in order to explore

[^0]the ground states of such systems, giving ferromagnetic, polar, and superstripe phases [9]. The collective excitation spectrum takes on the standard Bogoliubov form similar to the two-spin case [32]. The present effort extends this analysis to the case of solitary states that emerge in the presence of mean-field nonlinearity in the vicinity of extrema in the single-particle spectrum. Our study uses multiscale expansions [33,34] to obtain closed-form (albeit approximate) descriptions of solitary wave excitations. We cross-check these against numerical solutions of the one-dimensional (1D) Gross-Pitaevskii equation (GPE), a nonlinear Schrödinger equation describing isolated coherently evolving BECs.

Our analysis begins in Sec. II, where we establish the microscopic model and introduce the multiscale perturbation method. We first validate the multiscale perturbation method by initially selecting parameters for which $F=1$ SOC is reminiscent of the well-studied $F=1 / 2$ case. In Sec. III we obtain the linearized excitation spectrum (i.e., phonons), and controllably introduce nonlinearity, by expanding the solution in a power series of a parameter characterizing the departure from the linear limit. The equations satisfied by the two leading-order corrections identify an effective scalar nonlinear Schrödinger (NLS) equation. The coefficients of the corresponding NLS model and their dependence on the linear and nonlinear system properties are explicitly computed. Subsequently, in Sec. IV, we evaluate these coefficients in each case of interest (near the extrema of the respective bands) giving both dark and bright solitary waves [35,36]. More elaborate structures, including stripe-phase waves, are also considered. In Sec. V, the results of all the cases are compared with direct numerical computations, both with and without a realistic parabolic trap. Lastly, in Sec. VI, we present results for parameters where $F=1$ and $F=1 / 2$ SOC differ qualitatively. In Sec. VII, we conclude and consider possible directions of future study.


FIG. 1. High magnetic field level diagram for the ${ }^{87} \mathrm{Rb} F=1$ hyperfine ground state when the atomic quadratic Zeeman shift is large, giving energy differences $\delta_{ \pm 1}$ between $\left|F=1, m_{F}= \pm 1\right\rangle$ and $\left|F=1, m_{F}=0\right\rangle$. A pair of counterpropagating laser beams, with polarization noted by black arrows, independently Raman couple the $\left|F=1, m_{F}=-1\right\rangle \leftrightarrow\left|F=1, m_{F}=0\right\rangle \quad$ and $\quad\left|F=1, m_{F}=0\right\rangle \leftrightarrow$ $\left|F=1, m_{F}=+1\right\rangle$ transitions as was done experimentally in Ref. [9].

## II. MODEL

We consider quasi-1D spinor BECs with total angular momentum $F=1$ with SOC induced by Raman coupling [2] the three spin components $\left|m_{F}=0, \pm 1\right\rangle$ of the $F=1$ hyperfine ground state. The BEC, with typical per-particle interaction energy $\varepsilon$, is confined in a highly anisotropic trap with longitudinal and transverse frequencies, $\omega_{x}$ and $\omega_{\perp}$, respectively, such that $\hbar \omega_{x}, \varepsilon \ll \hbar \omega_{\perp}$. The system can therefore be described by the 1D many-body Hamiltonian

$$
\begin{align*}
\hat{\mathcal{H}}= & \hat{\mathcal{H}}_{\mathrm{sp}}+\hat{\mathcal{H}}_{\mathrm{int}}=\int d x \sum_{l, m} \hat{\psi}_{l}^{\dagger}(x) H_{l, m}(x) \hat{\psi}_{m}(x) \\
& +\frac{1}{2} \int d x:\left[g_{0} \hat{n}^{2}(x)+\frac{g_{2}}{\hbar^{2}}|\hat{\mathcal{F}}(x)|^{2}\right]: \tag{1}
\end{align*}
$$

where :...: denotes the normal ordering operation. The Hamiltonian can be divided into a two-field single-particle term quantified by the single-particle Hamiltonian operator $\hat{H}(x)$ with matrix elements $H_{l, m}(x)$ and a pair of four-field interaction terms with "symmetric" (spin-independent) and "antisymmetric" (spin-dependent) interaction coefficients $g_{0}$ and $g_{2}$, respectively [37]. These interaction constants are related to $a_{0}$ and $a_{2}$, the $s$-wave scattering lengths of two atoms with total spin $F=0$ and $F=2$, via $g_{0}=2 \hbar \omega_{\perp}\left(a_{0}+2 a_{2}\right) / 3$ and $g_{2}=2 \hbar \omega_{\perp}\left(a_{2}-a_{0}\right) / 3$.

Here, $\hat{\psi}_{m}^{\dagger}(x)$ describes the creation of a boson at position $x$ in magnetic sublevel $m_{F}=m$;

$$
\begin{equation*}
\hat{n}(x) \equiv \sum_{m} \hat{n}(x)=\sum_{m} \hat{\psi}_{m}^{\dagger}(x) \hat{\psi}_{m}(x) \tag{2}
\end{equation*}
$$

is the local density operator; and

$$
\begin{equation*}
\hat{\mathcal{F}}(x)=\sum_{\nu}\left[\sum_{l, m} F_{l, m}^{(\nu)}(x) \hat{\psi}_{l}^{\dagger}(x) \hat{\psi}_{m}(x)\right] \mathbf{e}_{v} \tag{3}
\end{equation*}
$$

with $v \in\{x, y, z\}$, is the angular momentum density vector operator in terms of the three $F=1$ angular momentum matrices $\hat{F}^{(\nu)}$.

We focus on a specific experimentally realized case shown in Fig. 1 in which the $\left|m_{F}=-1\right\rangle \leftrightarrow\left|m_{F}=0\right\rangle$ and
$\left|m_{F}=0\right\rangle \leftrightarrow\left|m_{F}=+1\right\rangle$ transitions are independently Raman coupled. As derived in Appendix A, we make a pair of rotating-wave approximations (RWAs) that lead to the singleparticle SOC Hamiltonian [9,38,39]

$$
\frac{\hat{H}_{0}}{\hbar}=\left[\begin{array}{ccc}
\frac{\hbar\left(-i \partial_{x}+k_{R}\right)^{2}}{2 m_{\mathrm{a}}}+\delta_{\mathrm{q}} & \Omega / 2 & 0  \tag{4}\\
\Omega / 2 & -\frac{\hbar \partial_{x}^{2}}{2 m_{\mathrm{a}}} & \Omega / 2 \\
0 & \Omega / 2 & \frac{\hbar\left(-i \partial_{x}-k_{R}\right)^{2}}{2 m_{\mathrm{a}}}+\delta_{\mathrm{q}}
\end{array}\right]
$$

with the momentum operator $p=-i \hbar \partial_{x}$ and the atomic mass $m_{\mathrm{a}}$. The SOC Hamiltonian is additionally characterized by the wave number of the Raman coupling laser $k_{R}$, the Raman coupling strength $\Omega$, and an experimentally tunable parameter $\delta_{\mathrm{q}}$ analogous to the quadratic Zeeman shift. In terms of the angular momentum operators $\hat{F}_{x, y, z}$, the total single-particle Hamiltonian becomes

$$
\begin{equation*}
\hat{H}=\frac{\left(-i \hbar \partial_{x} \hat{I}+k_{R} \hat{F}_{z}\right)^{2}}{2 m_{\mathrm{a}}}+\frac{\delta_{\mathrm{q}}}{\hbar} \hat{F}_{z}^{2}+\frac{1}{\sqrt{2}} \Omega \hat{F}_{x}+V(x) \hat{I} \tag{5}
\end{equation*}
$$

where we included the spin-independent confining potential $V(x)=m_{\mathrm{a}} \omega_{x}^{2} x^{2} / 2$ with the identity operator $\hat{I}$. We note that this Hamiltonian can be represented in other forms as well by an appropriate pseudospin rotation. For example, one finds cross-terms that correspond to an equal weight to Rashba $\left(p_{x} \hat{F}_{x}+p_{y} \hat{F}_{y}\right)$ and Dresselhaus $\left(p_{x} \hat{F}_{x}-\right.$ $p_{y} \hat{F}_{y}$ ) coupling [38,39]. At the same time, recent studies have considered pure Rashba coupling [16,39-41].

The transformations leading to the single-particle SOC Hamiltonian also modify the spin-dependent interaction energy that results from the angular momentum density (see Appendix A for details). In terms of field operators this takes the explicit form

$$
\begin{aligned}
:|\hat{\mathcal{F}}(x)|^{2}:= & {\left[\left(\hat{\psi}_{+1}^{\dagger} \hat{\psi}_{+1}^{\dagger} \hat{\psi}_{+1} \hat{\psi}_{+1}+\hat{\psi}_{-1}^{\dagger} \hat{\psi}_{-1}^{\dagger} \hat{\psi}_{-1} \hat{\psi}_{-1}\right)\right.} \\
& +2\left(\hat{\psi}_{+1}^{\dagger} \hat{\psi}_{0}^{\dagger} \hat{\psi}_{+1} \hat{\psi}_{0}+\hat{\psi}_{-1}^{\dagger} \hat{\psi}_{0}^{\dagger} \hat{\psi}_{-1} \hat{\psi}_{0}\right. \\
& \left.-\hat{\psi}_{+1}^{\dagger} \hat{\psi}_{-1}^{\dagger} \hat{\psi}_{+1} \hat{\psi}_{-1}\right) \\
& \left.+2\left(\hat{\psi}_{0}^{\dagger} \hat{\psi}_{0}^{\dagger} \hat{\psi}_{+1} \hat{\psi}_{-1}+\hat{\psi}_{+1}^{\dagger} \hat{\psi}_{-1}^{\dagger} \hat{\psi}_{0} \hat{\psi}_{0}\right)\right]
\end{aligned}
$$

that includes contributions to the density-density interaction strength (first three lines) and spin-changing collisions (last line). The spin-changing collision terms are eliminated by the rotating wave approximation, and we introduce : $\left|\hat{\mathcal{F}}_{\mathrm{RWA}}(x)\right|^{2}$ : as the combined operator without these terms.

This final approximation is valid when the per-particle spin-dependent interaction energy scale $\epsilon_{2}=g_{2}\langle n(x)\rangle$ is much smaller than the quadratic Zeeman shift $\left|\delta_{-1}-\delta_{+1}\right|$, i.e., $\epsilon_{2} \ll\left|\delta_{-1}-\delta_{+1}\right|$. For the parameters in Ref. [9] this is easily satisfied with $\epsilon_{2} \approx h \times 5 \mathrm{~Hz}$ and $\left|\delta_{-1}-\delta_{+1}\right| \approx h \times$ 100 kHz .

## A. Gross-Pitaevskii equation

Here, we turn to the mean-field description of this system suitable for weakly interacting atomic BECs described by the 1D GPE with mean-field energy density

$$
\begin{equation*}
\mathcal{E}=\sum_{l, m=-1}^{1} \psi_{l}^{*} \hat{H}_{l m} \psi_{m}+\frac{g_{0}}{2} n^{2}+\frac{g_{2}}{2 \hbar^{2}}\left|\mathcal{F}_{\mathrm{RWA}}\right|^{2} \tag{6}
\end{equation*}
$$

total energy $E=\int_{\mathbb{R}} \mathcal{E} d x$, and atom number $\int_{\mathbb{R}} n(x, t) d x=$ $N$. The density $n=\sum_{m=-1}^{1}\left|\psi_{m}\right|^{2}$ and RWA angular momentum density $\left|\mathcal{F}_{\mathrm{RWA}}(x)\right|^{2}$ are the complex field analogues to the many-body quantities in Sec. II.

We adopt dimensionless expressions with energy, length, time, and density in units of $\hbar \omega_{\perp}, a_{\perp}, \omega_{\perp}^{-1}$, and $\sqrt{N / a_{\perp}}$, leading to dimensionless interaction coefficients $c_{0,2} \equiv$ $g_{0,2} /\left(\hbar \omega_{\perp} a_{\perp}\right)$ and the three-component GPE

$$
\begin{align*}
i \frac{\partial \psi_{+1}}{\partial t}= & \left(\mathcal{L}+\Delta-i \gamma \partial_{x}\right) \psi_{+1}+\Omega \psi_{0} \\
& +c_{2}\left[\left(\psi_{+1}^{*} \psi_{+1}+\psi_{0}^{*} \psi_{0}-\psi_{-1}^{*} \psi_{-1}\right) \psi_{+1}\right]  \tag{7a}\\
i \frac{\partial \psi_{0}}{\partial t}= & \mathcal{L} \psi_{0}+\Omega\left(\psi_{+1}+\psi_{-1}\right) \\
& +c_{2}\left(\psi_{+1}^{*} \psi_{+1}+\psi_{-1}^{*} \psi_{-1}\right) \psi_{0},  \tag{7b}\\
i \frac{\partial \psi_{-1}}{\partial t}= & \left(\mathcal{L}+\Delta+i \gamma \partial_{x}\right) \psi_{-1}+\Omega \psi_{0} \\
& +c_{2}\left[\left(\psi_{-1}^{*} \psi_{-1}+\psi_{0}^{*} \psi_{0}-\psi_{1}^{*} \psi_{1}\right) \psi_{-1}\right], \tag{7c}
\end{align*}
$$

where

$$
\begin{equation*}
\mathcal{L}=\left[-\frac{1}{2} \partial_{x}^{2}+V(x)\right]+c_{0}\left(\psi_{-1}^{*} \psi_{-1}+\psi_{0}^{*} \psi_{0}+\psi_{1}^{*} \psi_{1}\right) \tag{8}
\end{equation*}
$$

and

$$
\begin{equation*}
\Delta=\delta_{\mathrm{q}}+\frac{\gamma^{2}}{2} \tag{9}
\end{equation*}
$$

In our units, the trapping potential becomes $V(x)=\lambda_{t}^{2} x^{2} / 2$, with $\lambda_{t}=\omega_{x} / \omega_{\perp} \ll 1$. Finally, in the equations of motion we introduced $\gamma=a_{\perp} k_{R}$, and made the substitutions $\Omega \mapsto$ $\Omega /\left(2 \omega_{\perp}\right)$, and $\delta_{\mathrm{q}} \mapsto \delta_{\mathrm{q}} / \omega_{\perp}$. In addition, we introduce the ratio $\beta=c_{2} / c_{0}$, which is $\beta=0.04$ for ${ }^{23} \mathrm{Na}$ and $\beta=-0.0046$ for ${ }^{87} \mathrm{Rb}$ [31,42,43].

In the following analysis, we consider the case of a symmetric linear energy spectrum with $\gamma=1$. Finally, in our analysis and simulations, we restrict $\Omega$ to be in the interval $[0,6]$ and fix $\beta=-0.0046$. Having presented the lay of the land, we now turn to our analytical considerations for the associated model.

## B. Multiscale perturbation method

We employ an analytical approach, similar to the one used in the case of binary SOBECs [12,35,44], to derive approximate solitary solutions of the GPE Eqs. (7a)-(7c). In particular, we will use a multiscale perturbation method [ 33,34 ] to derive an effective single-component GP equation; the latter supports exact dark and bright soliton solutions (in the absence of the trap), which are then used for the construction of approximate solitary wave solutions of the original model. These will be tested against direct numerical computations of stationary solutions of the full SOC equations.

First, we introduce the order parameter

$$
\begin{equation*}
\boldsymbol{\Psi}=\mathbf{u} \exp [i(k x-\mu t)], \quad \text { with } \quad \mathbf{u}=\left(\phi_{1}, \phi_{0}, \phi_{-1}\right)^{T} \tag{10}
\end{equation*}
$$

for an excitation with wave vector $k$, where the chemical potential $\mu=\omega+\epsilon^{2} \omega_{0}$ governs the ground-state time dependence. $\omega$ represents the energy in the linear regime, while $\epsilon^{2} \omega_{0}$ is a small deviation about this energy (with $0<\epsilon \ll 1$
being a formal small parameter), and $\omega_{0} / \omega=O(1)$. Note that, as we will see below, $\omega_{0}$ will be a free parameter of the solutions. In the present context, we are seeking solutions that are bifurcating from the band edge of the system's linear eigenstates. Furthermore, we assume that the trapping potential is sufficiently weak, so that the normalized trap frequency is $\lambda_{t}=\epsilon^{2} \tilde{\lambda}_{t}$.

Next, we introduce the following asymptotic expansions in $\epsilon$ for the fields $\phi_{m}$, with $m$ representing the magnetic quantum number, $m=(-1,0,1)$ :

$$
\begin{equation*}
\phi_{m}=\sum_{i=1}^{\infty} \epsilon^{i} \phi_{m i} \tag{11}
\end{equation*}
$$

where the unknown fields $\phi_{m i}$ depend on the slow variables (since $\epsilon \ll 1$ )

$$
X=\epsilon x, \quad T=\epsilon^{2} t
$$

Introducing the above ansatz into Eqs. (7a)-(7c), we arrive at the following equations at the orders $O\left(\epsilon^{1}\right), O\left(\epsilon^{2}\right)$, and $O\left(\epsilon^{3}\right)$, respectively:

$$
\begin{align*}
& \mathbf{W} \mathbf{u}_{1}=0  \tag{12a}\\
& \mathbf{W} \mathbf{u}_{2}=i \mathbf{W}_{0} \partial_{X} \mathbf{u}_{1}  \tag{12b}\\
& \mathbf{W} \mathbf{u}_{3}=i \mathbf{W}_{0} \partial_{X} \mathbf{u}_{2}+\left(i \partial_{T}+\frac{1}{2} \partial_{X}^{2}-\mathbf{A}+\omega_{0}\right) \mathbf{u}_{1} \tag{12c}
\end{align*}
$$

where $\mathbf{u}_{i}=\left(\phi_{1 i}, \phi_{0 i}, \phi_{-1 i}\right)^{T}$, while the matrices $\mathbf{W}, \mathbf{W}_{0}$, and $\mathbf{A}$ are given by

$$
\begin{align*}
\mathbf{W} & =\left(\frac{k^{2}}{2}-\omega\right) \mathbf{I}+\left[\begin{array}{ccc}
k \gamma+\Delta & \Omega & 0 \\
\Omega & 0 & \Omega \\
0 & \Omega & -k \gamma+\Delta
\end{array}\right]  \tag{13a}\\
\mathbf{W}_{0} & =\partial_{k}(\mathbf{W}+\omega \mathbf{I})  \tag{13b}\\
\mathbf{A} & =\operatorname{diag}\left(a_{1}, a_{2}, a_{3}\right) \tag{13c}
\end{align*}
$$

where $a_{1}, a_{2}$, and $a_{3}$ are given by

$$
\begin{align*}
& a_{1}=c_{0} n_{t}+c_{2}\left(-n_{-11}+n_{11}+n_{01}\right)+\tilde{V}(X)  \tag{14a}\\
& a_{2}=c_{0} n_{t}+c_{2}\left(n_{11}+n_{-11}\right)+\tilde{V}(X)  \tag{14b}\\
& a_{3}=c_{0} n_{t}+c_{2}\left(n_{-11}-n_{11}+n_{01}\right)+\tilde{V}(X) \tag{14c}
\end{align*}
$$

also, $n_{t}=\sum_{m=-1}^{1}\left|\phi_{m 1}\right|^{2}, n_{m 1}=\left|\phi_{m 1}\right|^{2}$, and the potential is given by $\tilde{V}(X)=(1 / 2) \tilde{\lambda}_{t}^{2} X^{2}$.

Equations (12) are a central finding of our multiscale expansion method, and can be used to obtain the results that follow.

## III. ANALYTICAL RESULTS FOR $\boldsymbol{\Delta}=\mathbf{0}$

In the subsequent analysis, we will set $\Delta=0$; this corresponds to a quadratic Zeeman shift $\delta_{q}=-\gamma^{2} / 2$.

## A. Linear regime

First, at the leading order $O(\epsilon)$, which is relevant to the linear regime of the problem, we obtain the single-particle energy spectrum $\omega(k)$. Indeed, the solvability condition $\operatorname{det} \mathbf{W}=0$ of Eq. (12a) yields three different branches, a


FIG. 2. Single-particle spectra for $\Omega=0$ (a), $\Omega=0.1$ (b), and $\Omega=1.2$ (c) for the case of fixed $\Delta=0\left(\delta_{q}=-\gamma^{2} / 2\right)$ and $\Omega=0.1$ (d) for fixed $\Delta=\gamma^{2} / 2$. In (a)-(c), lower, middle, and upper lines respectively correspond to the $\omega_{1}(k), \omega_{2}(k)$, and $\omega_{3}(k)$ of the dispersion relation of Eqs. (15a)-(15c), while in the fourth panel the three lines represent three different bands of the single-particle spectra computed using Eq. (29).
lower, a middle, and an upper one, namely, $\omega(k)=\omega_{j}(k)$ ( $j=1,2,3$ ), given by

$$
\begin{align*}
& \omega_{1}=\frac{1}{2}\left(k^{2}-2 \sqrt{k^{2} \gamma^{2}+2 \Omega^{2}}\right)(\text { lower branch })  \tag{15a}\\
& \omega_{2}=\frac{k^{2}}{2} \quad(\text { middle branch })  \tag{15b}\\
& \omega_{3}=\frac{1}{2}\left(k^{2}+2 \sqrt{k^{2} \gamma^{2}+2 \Omega^{2}}\right) \quad(\text { upper branch }) . \tag{15c}
\end{align*}
$$

These branches of the energy spectrum are illustrated in Fig. 2 for different values of the parameter $\Omega$. It is observed that (when the branches are separated) the upper and middle branches $\omega_{2}$ and $\omega_{3}$ feature a global minimum at $k=0$ for every value of $\Omega$. On the other hand, for $\Omega>\gamma^{2} / \sqrt{2}$, the lower branch $\omega_{1}(k)$ features a global minimum at $k=0$, while for $\Omega<\gamma^{2} / \sqrt{2}$ this branch acquires a double-well shape. In this case, $\omega_{1}(k)$ features a maximum at $k=0$ and two minima at $k= \pm \sqrt{\gamma^{2}-2\left(\Omega^{2} / \gamma^{2}\right)}$. The latter is, arguably, the richest scenario in terms of relevant possibilities for solitary waveforms, as we will illustrate below.

It is also straightforward to find that the solvability condition, $\operatorname{det}(\mathbf{W})=0$, of Eq. (12a) leads to the solution

$$
\begin{equation*}
\mathbf{u}_{1}=\mathbf{R} \varphi(X, T) \tag{16}
\end{equation*}
$$

where $\varphi(X, T)$ is an unknown scalar field (to be determined below), while $\mathbf{R}=\left[Q_{1}, Q_{2}, Q_{3}\right]^{T}$ is the right eigenvector of the kernel of $\mathbf{W}$. The components of $\mathbf{R}$ acquire different expressions for each branch of the energy spectrum.

Next, we consider the equation at $O\left(\epsilon^{2}\right)$, namely, Eq. (12b). Generally, the solvability condition of the inhomogeneous equations arising at $O\left(\epsilon^{j}\right)$ for $j \geqslant 2$ is $\mathbf{L} \mathcal{F}_{j} \mathbf{R}=0$, where $\mathcal{F}_{j}$ is the right-hand side term at $O\left(\epsilon^{j}\right)$. Hence, the solvability condition of Eq. (12b) is $\mathbf{L} \mathbf{W}_{0} \mathbf{R}=0$, where $\mathbf{L}=\left[Q_{1}, Q_{2}, Q_{3}\right]$ is the left eigenvector of the kernel of the matrix $\mathbf{W}$. The above solvability condition fixes the value of $k$, which is
given by

$$
\begin{equation*}
k=\gamma \frac{Q_{3}^{2}-Q_{1}^{2}}{Q_{1}^{2}+Q_{2}^{2}+Q_{2}^{2}} \tag{17}
\end{equation*}
$$

At this value of $k$, the group velocity becomes zero, i.e.,

$$
\begin{equation*}
v_{g} \equiv \omega^{\prime}(k)=k-\gamma \frac{Q_{3}^{2}-Q_{1}^{2}}{Q_{1}^{2}+Q_{2}^{2}+Q_{2}^{2}}=0 \tag{18}
\end{equation*}
$$

According to this result, perturbative solutions can only be sought for at the extrema (minima or maxima) of $\omega(k)$, which occur at the "stationary points" $\left(\omega_{m}, k_{m}\right)$, where $\omega_{m}=\omega\left(k_{m}\right)$. Based on this we expect the perturbative solutions to be approximately valid near these points.

Furthermore, at this order, a solution of Eq. (12b) reads

$$
\begin{equation*}
u_{2}=-i\left(\partial_{k} \mathbf{R}\right)\left[\partial_{X} \varphi(X, T)\right] . \tag{19}
\end{equation*}
$$

It is relevant to indicate at this point that this is a single inhomogeneous solution of Eq. (12b) and the most general associated solution can be constructed by appending to it the solution of the homogeneous problem, although we will not pursue this avenue herein.

## B. Nonlinear regime

We now proceed with the equation at $O\left(\epsilon^{3}\right)$, namely, Eq. (12c). The solvability condition of this equation is $\mathbf{L} \mathcal{F}_{3} \mathbf{R}=0$ [where $\mathcal{F}_{3}$ is the right-hand side of Eq. (12c)]. Then, employing the form of the solutions for $u_{1}$ and $u_{2}$, the solvability condition of Eq. (12c) yields the following effective GP equation:

$$
\begin{equation*}
i \varphi_{T}=\left[-\frac{1}{2} \omega^{\prime \prime}\left(k_{m}\right) \partial_{X}^{2}+\tilde{V}(X)+g\left(k_{m}\right)|\varphi|^{2}-\omega_{0}\right] \varphi, \tag{20}
\end{equation*}
$$

where the dispersion and nonlinearity coefficients, $\omega^{\prime \prime}\left(k_{m}\right)$ and $g\left(k_{m}\right)$, are given by

$$
\begin{align*}
\omega^{\prime \prime}\left(k_{m}\right) & =1+2 \frac{k\left(Q_{1} Q_{1}^{\prime}+Q_{2} Q_{2}^{\prime}+Q_{3} Q_{3}^{\prime}\right)+\gamma\left(Q_{1} Q_{1}^{\prime}-Q_{3} Q_{3}^{\prime}\right)}{Q_{1}^{2}+Q_{2}^{2}+Q_{3}^{2}}  \tag{21a}\\
g\left(k_{m}\right) & =c_{0} \frac{\left(Q_{1}^{2}+Q_{2}^{2}+Q_{3}^{2}\right)^{2}+\left(2 Q_{2}^{2}\left(Q_{1}^{2}+Q_{3}^{2}\right)+\left(Q_{1}^{2}-Q_{3}^{2}\right)^{2}\right) \beta}{Q_{1}^{2}+Q_{2}^{2}+Q_{3}^{2}} . \tag{21b}
\end{align*}
$$

Here, $\omega^{\prime \prime}\left(k_{m}\right)=\left.\omega^{\prime \prime}(k)\right|_{k=k_{m}}, g\left(k_{m}\right)=\left.g(k)\right|_{k=k_{m}}$ [i.e., the functions $\omega^{\prime \prime}(k)$ and $g=g(k)$ are evaluated at the stationary point $k_{m}$, as defined above], and $c_{2}=\beta c_{0}$. Notice that the coefficients $\omega^{\prime \prime}\left(k_{m}\right)$ and $g$ take different values for the three different branches of the dispersion relation. Furthermore, the relative sign of these coefficients controls the type of the soliton that is supported by the effective GPE [Eq. (20)]. In particular, considering time-independent solutions, in the absence of the potential $[\tilde{V}(X)=0]$, and for $\omega^{\prime \prime}\left(k_{m}\right) g\left(k_{m}\right)>0$, the NLS Eq. (20) possesses a stationary dark solitary (DS) solution of the form

$$
\begin{equation*}
\varphi_{\mathrm{DS}}(X)=\sqrt{\frac{\omega_{0}}{\left|g\left(k_{m}\right)\right|}} \tanh \left(\sqrt{\frac{\omega_{0}}{\left|\omega^{\prime \prime}\left(k_{m}\right)\right|}} X\right) \tag{22}
\end{equation*}
$$

while for $\omega^{\prime \prime}\left(k_{m}\right) g\left(k_{m}\right)<0$, it possesses a stationary bright soliton (BS) solution:

$$
\begin{equation*}
\varphi_{\mathrm{BS}}(X)=\sqrt{\frac{2 \omega_{0}}{\left|g\left(k_{m}\right)\right|}} \operatorname{sech}\left(\sqrt{\frac{2 \omega_{0}}{\left|\omega^{\prime \prime}\left(k_{m}\right)\right|}} X\right) . \tag{23}
\end{equation*}
$$

It is of course relevant to note that these stationary solutions can, in principle, be boosted using the Galilean transformation of the obtained NLS equation [34]. Hence, in terms of the original variables, the system of Eqs. (7c) yields a solitary wave solution of the form

$$
\begin{align*}
\boldsymbol{\Psi}(x, t ; \mathbf{R}) \approx & {\left[\epsilon \varphi_{S}(\epsilon x) \mathbf{R}\left(k_{m}\right)-i \epsilon^{2} \mathbf{R}^{\prime}\left(k_{m}\right) \partial_{X} \varphi_{S}(\epsilon x)\right] } \\
& \times \exp \left[i\left(k_{m} x-\mu_{m} t\right)\right] \tag{24}
\end{align*}
$$

valid to $O\left(\epsilon^{3}\right)$. Here, $\varphi_{S}$ is the (dark or bright) solution, and $\mu_{m}=\omega_{m}+\epsilon^{2} \omega_{0}$. In light of the above expression for Eq. (20), the solitary wave mass will be inversely proportional to $\omega^{\prime \prime}\left(k_{m}\right)$, given the nature of the contribution of the latter in the equation's dispersive term; see also the details in Appendix A.

In general, there exist two different eigenfunction sets that we consider herein (although different normalizations of the eigenvectors are also possible; we comment on this a bit further below), labeled as $\mathbf{R}_{\mathrm{a}}=\left[Q_{1 a}, Q_{2 a}, Q_{3 a}\right]^{T}$ and $\mathbf{R}_{\mathbf{b}}=$ $\left[Q_{1 b}, Q_{2 b}, Q_{3 b}\right]^{T}$, where

$$
\begin{align*}
Q_{1 a}(\omega, k) & =\frac{\left(\frac{k^{2}}{2}-k \gamma-\omega\right)}{\left(\frac{k^{2}}{2}+k \gamma-\omega\right)} \\
Q_{2 a}(\omega, k) & =-\frac{1}{\Omega}\left(\frac{k^{2}}{2}-k \gamma-\omega\right), \quad Q_{3 a}(\omega, k)=1 \tag{25}
\end{align*}
$$

and

$$
\begin{align*}
& Q_{1 b}(\omega, k)=1, \quad Q_{2 b}(\omega, k)=-\frac{1}{\Omega}\left(\frac{k^{2}}{2}+k \gamma-\omega\right), \\
& Q_{3 b}(\omega, k)=1 / Q_{1 a}(\omega, k) \tag{26}
\end{align*}
$$

Since $\mathbf{R}_{a}$ and $\mathbf{R}_{b}$ are eigenfunctions, in line with earlier calculations in Refs. [11,12], using a linear combination (which, by a continuation argument, may also exist in the nonlinear regime), we may also construct the solitary wave solution, which is of the form

$$
\begin{equation*}
\boldsymbol{\Psi}(x, t) \approx \frac{C}{2}\left[\Psi\left(\mathbf{R}_{a}\right) e^{i k_{m} x}+\Psi\left(\mathbf{R}_{b}\right) e^{-i k_{m} x}\right] \tag{27}
\end{equation*}
$$

where $C$ is an arbitrary constant. For finite $k_{m}$, Eq. (27) represents a stripe solitary wave solution. This is in analogy with the stripe-phase ground state which contains density modulations resulting from interfering contributions to the mean-field wave function $[2,8,45]$.

Below we will present results for the type of solitary wave that is supported at each branch of the energy spectrum, and corroborate our predictions with results of direct numerical simulations.

## IV. SOLITARY WAVES IN A HOMOGENEOUS BEC

## A. Solitary waves at the lower branch

First, we consider the lower branch $\omega_{1}(k)$ of the energy spectrum, which features either a single minimum at $k_{m}=0$ for $\Omega>\gamma^{2} / \sqrt{2}$ or a double-well shape with two minima $k_{m}= \pm \sqrt{\gamma^{4}-2 \Omega^{2}} / \gamma$ for $\Omega<\gamma^{2} / \sqrt{2}$. In the following paragraphs, we discuss the solitary solutions for both cases $\Omega>$ $\gamma^{2} / \sqrt{2}$ and $\Omega<\gamma^{2} / \sqrt{2}$.

## Case I: Dark solitary waves for $\boldsymbol{k}_{\boldsymbol{m}}=\mathbf{0}, \boldsymbol{\Omega}>\boldsymbol{\gamma}^{2} / \sqrt{2}$

In this case $\omega_{m}\left(k_{m}\right)=-\sqrt{2} \Omega$ [see Fig. 2(c)]. Then, at $(\omega, k)=\left(\omega_{m}, k_{m}\right)$, we obtain

$$
\begin{aligned}
\mathbf{R}_{a} & =[1,-\sqrt{2}, 1]^{T}, \quad \mathbf{R}_{a}^{\prime}=\left[-\frac{\sqrt{2} \gamma}{\Omega}, \frac{\gamma}{\Omega}, 0\right]^{T}, \\
\omega^{\prime \prime}\left(k_{m}\right) & =1-\frac{\gamma^{2}}{\sqrt{2} \Omega}, \quad g\left(k_{m}\right)=2 c_{0}(2+\beta),
\end{aligned}
$$

and, similarly,

$$
\begin{aligned}
\mathbf{R}_{b} & =[1,-\sqrt{2}, 1]^{T}, \quad \mathbf{R}_{b}^{\prime}=\left[0,-\frac{\Omega}{\gamma}, \frac{\sqrt{2} \Omega}{\gamma}\right]^{T} \\
\omega^{\prime \prime}\left(k_{m}\right) & =1-\frac{\gamma^{2}}{\sqrt{2} \Omega}, \quad g\left(k_{m}\right)
\end{aligned}
$$



FIG. 3. The steady-state DS solution for $k_{m}=0$ and $\Omega>\frac{\gamma^{2}}{\sqrt{2}}$. (a) The total density, (b)-(d) the density of individual components, (e) the real part of $\left(\psi_{+1}, \psi_{-1}\right)$, (f) the imaginary part of $\left(\psi_{+1}, \psi_{-1}\right)$, and (g)-(i) the density of individual components in Fourier space. The solid lines represent numerical results, and the symbols represent the theoretical prediction of Eq. (27), with circles representing the total density $n$ and squares, diamonds, and hexagrams denoting the spinor components with $m=-1, m=0$, and $m=+1$, respectively. The parameters are $c_{0}=1, \Omega=6, \gamma=1, \lambda_{t}=0, \mu=\omega_{m}+0.1$, and $C=1$.

Observe that since $\omega^{\prime \prime}\left(k_{m}\right)>0$ and $g\left(k_{m}\right)>0\left(\right.$ for $\left.c_{0}>0\right)$, the stationary solution is a DS, as per Eq. (22).

We now numerically solve the time-independent version of Eqs. (7a)-(7c) by considering $\mu_{m}=\omega_{m}+\epsilon^{2} \omega_{0}$. The result of $\Omega=6$ at $\epsilon^{2} \omega_{0}=0.1$ is shown in Fig. 3. We observe that the amplitudes of the dark solitary waves of the components $m=+1$ and $m=-1$ are equal, as obtained analytically in Eq. (27). We further ensure that both the numerical and the analytical results for the total density are matching well by showing them on the top left panel of Fig. 3. Further, the figure shows that the real parts of the wave functions $\psi_{+1}$ and $\psi_{-1}$ are equal; both the relevant real and imaginary parts are shown by means of connected symbols in the left panels of the figure. On the other hand, the change in sign of the profile of imaginary parts follows the analytical solution $u_{2}$. In this manuscript, the density of the individual components in real space is normalized by the maximum of $n(x)$, and the real and imaginary parts of the wave functions are normalized by the maximum of $\sqrt{n(x)}$.


FIG. 4. Density for a stationary DS as a function of time. The three spin components, $m=+1$ (left), $m=0$ (middle), and $m=-1$ (right), are shown. The simulation parameters are $c_{0}=1, \Omega=6$, $\gamma=1, \beta=-0.0046, \lambda_{t}=0.0$, and $\mu=-8.38$.

The representation of the wave functions in the Fourier space shows the contributing momenta. Overall, we confirm that the theoretical prediction adequately captures the numerically obtained solutions in all relevant components. Additionally, we confirmed the stability of this solution both by evolving it for a longer time as shown Fig. 4 and with a full stability analysis of the Bogolyubov-de Gennes (BdG) equations [46]. For details of the corresponding stability calculation, see Appendix C.

To corroborate that the DS solution exists and follows analytical predictions for all values of $\Omega>\frac{\gamma^{2}}{\sqrt{2}}$, we have considered two additional cases, $\Omega=1.2$ and $\Omega=0.8$. The results are shown in Fig. 5. As seen, the numerical results are in line with the analytical predictions, identifying a robust dark solitary wave where one such DS solution is expected to exist.

Case II: Dark solitary waves for $k_{m}= \pm \sqrt{\gamma^{4}-2 \Omega^{2}} / \gamma$, $\Omega<\gamma^{2} / \sqrt{2}$
In this double-well case, $\omega_{m}\left(k_{m}\right)=-\frac{\gamma^{4}+2 \Omega^{2}}{2 \gamma^{2}}$ [see Fig. 2(b)]. Then, at $(\omega, k)=\left(\omega_{m}, k_{m}\right)$, we obtain

$$
\begin{aligned}
\mathbf{R}_{a} & =\left[\frac{-k_{m}+\gamma}{k_{m}+\gamma}, \frac{k_{m} \gamma-\gamma^{2}}{\Omega}, 1\right]^{T}, \\
\mathbf{R}_{a}^{\prime} & =\left[\frac{2\left(k_{m}-\gamma\right)}{\gamma\left(k_{m}+\gamma\right)}, \frac{-k_{m}+\gamma}{\Omega}, 0\right]^{T}, \\
\omega^{\prime \prime}\left(k_{m}\right) & =1-\frac{2 \Omega^{2}}{\gamma^{4}}, \\
g\left(k_{m}\right) & =4 c_{0} \frac{(1+\beta) \gamma^{8}-2 \beta \Omega^{4}}{\gamma^{6}\left(k_{m}+\gamma\right)^{2}} .
\end{aligned}
$$



FIG. 5. The comparison between the theoretical and numerical results for ( $\Omega=1.2, \epsilon^{2} \omega_{0}=0.02$ ) (top panel) and ( $\Omega=0.8, \epsilon^{2} \omega_{0}=$ 0.01 ) (bottom panel). These parameters are still above the critical $\Omega$ below which a nonvanishing $k_{\min }$ exists. (a) and (e) The total density, and (b)-(d) and (f)-(h) the density of individual components. The solid line represents the numerical results and the symbols represent the analytical prediction [Eq. (27)]. Here, circles represent total density $n$ and squares, diamonds, and hexagrams denote spinor components with $m=-1, m=0$, and $m=+1$, respectively.

Similarly, in this case we construct

$$
\begin{aligned}
\mathbf{R}_{b} & =\left[1, \frac{-k_{m} \gamma-\gamma^{2}}{\Omega}, \frac{k_{m}+\gamma}{-k_{m}+\gamma}\right]^{T}, \\
\mathbf{R}_{b}^{\prime} & =\left[0, \frac{-k_{m}-\gamma}{\Omega}, \frac{2\left(k_{m}+\gamma\right)}{\gamma\left(-k_{m}+\gamma\right)}\right]^{T}, \\
\omega^{\prime \prime}\left(k_{m}\right) & =1-\frac{2 \Omega^{2}}{\gamma^{4}}, \quad g\left(k_{m}\right)=4 c_{0} \frac{(1+\beta) \gamma^{8}-2 \beta \Omega^{4}}{\gamma^{6}\left(k_{m}-\gamma\right)^{2}} .
\end{aligned}
$$

Since, in this case too, $\omega^{\prime \prime}\left(k_{m}\right)>0$ and $g\left(k_{m}\right)>0$, the stationary solution is again a dark solitary wave, per Eq. (22). Additionally, since $k_{m}= \pm \sqrt{\gamma^{4}-2 \Omega^{2}} / \gamma$, Eq. (24) for $\mathbf{R}_{a}$ and $\mathbf{R}_{b}$ also provides solutions. The result corresponding to the case $k_{m}=\sqrt{\gamma^{4}-2 \Omega^{2}} / \gamma$ is shown in Fig. 6, where the dark solitary wave is depicted at the right momentum minimum. Naturally, there is a corresponding state around the left momentum minimum, with the relative populations of the $\psi_{+1}$ and $\psi_{-1}$ components reversed (not shown here for brevity). On the other hand, Fig. 7 shows the stripe solitary wave


FIG. 6. The steady-state DS solution for the double-well case with $k_{m}=\sqrt{\gamma^{4}-2 \Omega^{2}} / \gamma$ and $\Omega<\gamma^{2} / \sqrt{2}$. (a) The total density, (b)-(d) the density of individual components, (e) the real part of $\left(\psi_{+1}, \psi_{-1}\right)$, (f) the imaginary part of ( $\psi_{+1}, \psi_{-1}$ ), and (g)-(i) the density of individual components in Fourier space. The solid line represents numerical results and symbols represent the analytical prediction [Eq. (24) for $\mathbf{R}_{a}$ ]. Here, circles represent the total density $n$ and squares, diamonds, and hexagrams denote spinor components with $m=-1, m=0$, and $m=+1$, respectively. The parameters are $c_{0}=1, \Omega=0.1, \gamma=1, \lambda_{t}=0$, and $\mu=\omega_{m}+0.01$.
obtained from a linear combination of plane waves of momenta $\pm k_{m}$. It is interesting to note that despite the presence of a definitive finite wave number in the Fourier spectrum of the different components, the solution does not travel due to its bifurcation from a point in $k$-space where the group velocity is vanishing.

Given that wavelength-scale spatial modulations visible in Fig. 6 have a comparable length scale to the transverse confinement length $a_{\perp}$, it is relevant to briefly comment on the effective one-dimensionality of the system. While length scales can be a useful heuristic, energies are the more suitable quantities to compare when identifying the validity of dimensional reduction. Here, the interfering momentum components have an energy of just $2 E_{r} \approx 7 \mathrm{kHz}$ and the transverse confinement is generated by an optical lattice of depth $V=s E_{r}$ [47]. In this case, the vibrational spacing between the ground and first excited transverse states has energy $\sim 2 E_{r} \sqrt{s}$; for typical confining lattice depths of $s>16 E_{r}$ this implies a spacing of $8 E_{r} \gtrsim 28 \mathrm{kHz}$. As such, coupling to these excited


FIG. 7. The stripe DS solution occurring at the double-wellshaped lower branch. (a) The total density, (b)-(d) the density of individual components, (e) the real part of $\left(\psi_{+1}, \psi_{-1}\right)$, (f) the imaginary part of $\left(\psi_{+1}, \psi_{-1}\right)$, and (g)-(i) the density of individual components in Fourier space. The solid line represents numerical results, and the symbols-which have the same representation as before-represent the analytical prediction [Eq. (27)]. The parameters are $c_{0}=1, \Omega=0.1, \gamma=1, \lambda_{t}=0, \mu=\omega_{m}+0.01$, and $C=1.4$.
states is energetically blocked, confining transverse motion to the ground state.

## Case III: Bright solitary wave for $k_{m}=0, \Omega<\gamma^{2} / \sqrt{2}$

We additionally consider the case corresponding to the local maximum at $k_{m}=0$ of the double-well-shaped lower branch (occurring for $\left.\Omega<\gamma^{2} / \sqrt{2}\right)$, for which $\omega_{m}\left(k_{m}\right)=$ $-\sqrt{2} \Omega$ (see the left panel of Fig. 2). For this case, at $(\omega, k)=\left(\omega_{m}, k_{m}\right)$, we find

$$
\begin{aligned}
\mathbf{R}_{a} & =[1,-\sqrt{2}, 1]^{T}, \\
\mathbf{R}_{a}^{\prime} & =\left[-\frac{\sqrt{2} \gamma}{\Omega}, \frac{\gamma}{\Omega}, 0\right]^{T}, \\
\omega^{\prime \prime}\left(k_{m}\right) & =1-\frac{\gamma^{2}}{\sqrt{2} \Omega}, \\
g\left(k_{m}\right) & =2 c_{0}(2+\beta),
\end{aligned}
$$

and similarly,

$$
\begin{aligned}
\mathbf{R}_{b} & =[1,-\sqrt{2}, 1]^{T} \mathbf{R}_{b}^{\prime}=\left[0,-\frac{\Omega}{\gamma}, \frac{\sqrt{2} \Omega}{\gamma}\right]^{T}, \\
\omega^{\prime \prime}\left(k_{m}\right) & =1-\frac{\gamma^{2}}{\sqrt{2} \Omega}, \quad g\left(k_{m}\right)=2 c_{0}(2+\beta) .
\end{aligned}
$$

Here, an important observation is that, while the nonlinearity coefficient is positive, $g\left(k_{m}\right)>0$, the dispersion coefficient changes sign, since $\omega^{\prime \prime}\left(k_{m}\right)<0$. The latter coefficient is connected with the inverse of the effective mass, i.e., $m_{\text {eff }} \propto$ $1 / \omega^{\prime \prime}\left(k_{m}\right)$ (see, e.g., Refs. [48,49]), which suggests that the solitary waves in this case feature a negative effective mass; this result can also be obtained by employing symmetry considerations (see details in Appendix B). In the case of all the dark solitary waves that are presented in this work, the structures are characterized by a positive effective mass [50].

Importantly, since $g\left(k_{m}\right)>0$ and $\omega^{\prime \prime}\left(k_{m}\right)<0$, the negative mass solitary wave is a bright one. The functional form of this solitary wave is given by Eq. (23), and is illustrated in Fig. 8. We further confirmed that this solution is a spectrally stable coherent structure from the full stability analysis of the BdG equations.

## B. Solitary waves at the middle branch

We now consider structures that can be formed within the second branch of the dispersion relation $\omega_{2}(k)$. This branch has a minimum at $k_{m}=0$, while it is straightforward to find that $\omega_{m}\left(k_{m}\right)=0$; see Fig. 2. Then, we obtain the corresponding eigenvectors associated with the first- and second-order solutions:

$$
\begin{aligned}
\mathbf{R}_{a} & =[-1,0,1]^{T}, \quad \mathbf{R}_{a}^{\prime}=\left[0, \frac{\gamma}{\Omega}, 0\right]^{T}, \\
\omega^{\prime \prime}\left(k_{m}\right) & =1, \quad g\left(k_{m}\right)=2 c_{0} .
\end{aligned}
$$

Similarly, at $(\omega, k)=\left(\omega_{m}, k_{m}\right)$, we find

$$
\begin{aligned}
\mathbf{R}_{b} & =[1,0,-1]^{T}, \quad \mathbf{R}_{b}^{\prime}=\left[0,-\frac{\gamma}{\Omega}, 0\right]^{T} \\
\omega^{\prime \prime}\left(k_{m}\right) & =1, \quad g\left(k_{m}\right)=2 c_{0}
\end{aligned}
$$

In this case too, it is clear that $\omega^{\prime \prime}\left(k_{m}\right)>0$ and $g\left(k_{m}\right)>0$, and hence the system supports a DS solution, given by Eq. (27) and illustrated in Fig. 9. Notice that we have confirmed the absence of unstable eigenvalues for this solution within the realm of the full stability analysis of the BdG equations; once again, see Appendix C for details on the relevant BdG computation setup.

## C. Solitary waves at the upper branch

We now consider the upper branch, $\omega_{3}(k)$, which also features a minimum at $k_{m}=0$. In this case, $\omega_{m}\left(k_{m}\right)=\sqrt{2} \Omega$ (see


FIG. 8. The steady-state BS solution for $\Omega<\gamma^{2} / \sqrt{2}$. (a) The total density, (b)-(d) the density of individual components, (e) the real part of $\left(\psi_{+1}, \psi_{-1}\right)$, (f) the imaginary part of $\left(\psi_{+1}, \psi_{-1}\right)$, and (g)-(i) the density of individual components in Fourier space. The solid line represents numerical results and symbols represent theory [Eq. (27)], where circles represent total density $n$ and squares, diamonds, and hexagrams denote spinor components $m=-1, m=0$, and $m=+1$, respectively. The parameters are $c_{0}=1, \Omega=0.4, \gamma=1, \lambda_{t}=0$, $\mu=\omega_{m}+0.01$, and $C=1$.

Fig. 2) and, correspondingly, we obtain

$$
\begin{aligned}
\mathbf{R}_{a} & =[1, \sqrt{2}, 1]^{T}, \quad \mathbf{R}_{a}^{\prime}=\left[\frac{\sqrt{2} \gamma}{\Omega}, \frac{\gamma}{\Omega}, 0\right]^{T} \\
\omega^{\prime \prime}\left(k_{m}\right) & =1+\frac{\gamma^{2}}{\sqrt{2} \Omega}, \quad g\left(k_{m}\right)=2 c_{0}(2+\beta)
\end{aligned}
$$

Similarly, at $(\omega, k)=\left(\omega_{m}, k_{m}\right)$, we find

$$
\begin{align*}
\mathbf{R}_{b} & =[1, \sqrt{2}, 1]^{T}, \quad \mathbf{R}_{b}^{\prime}=\left[0,-\frac{\gamma}{\Omega},-\frac{\sqrt{2} \gamma}{\Omega}\right]^{T} \\
\omega^{\prime \prime}\left(k_{m}\right) & =1+\frac{\gamma^{2}}{\sqrt{2} \Omega}, \quad g\left(k_{m}\right)=2 c_{0}(2+\beta) . \tag{28}
\end{align*}
$$

Obviously, in this setting too, the same sign of $\omega^{\prime \prime}\left(k_{m}\right)$ and $g\left(k_{m}\right)$, indicates the existence of a DS, which is illustrated in Fig. 10. In this case as well, the spectral stability of the dark solitary wave has been confirmed by virtue of the BdG analysis.


FIG. 9. The steady-state DS solution for the middle branch. (a) The total density, (b)-(d) the density of individual components, (e) the real part of $\left(\psi_{+1}, \psi_{-1}\right)$, (f) the imaginary part of $\left(\psi_{+1}, \psi_{-1}\right)$, and (g)-(i) the density of individual components in Fourier space. The solid line represents numerical results and the symbols correspond to the analytical approximation of Eq. (24) for $\mathbf{R}_{a}$. The parameters are $c_{0}=1, \Omega=6, \gamma=1, \lambda_{t}=0$, and $\mu=\omega_{m}+0.01$.

## V. NUMERICAL RESULTS

 FOR A TRAPPED CONDENSATEIn this section we discuss the solitary wave dynamics for a trapped condensate, a system that is naturally of relevance to experiments $[46,51,52]$. We will focus on structures that can be supported in the lower branch of the dispersion relation and discuss representative cases corresponding to the case of a single minimum or two minima (when the lower branch features a double-well shape). It is reminded that these cases are distinguished by the relative strength of the SOC parameters $\Omega$ and $\gamma\left(\gamma^{2} / \sqrt{2}\right.$, more precisely).

## A. Dark solitary waves for $k_{m}=0, \Omega>\gamma^{2} / \sqrt{2}$ in the trap

We start with the steady-state solution in the presence of the trap, shown in Fig. 11 for $\Omega=6.0$. As before, we identify the stationary state and observe good agreement for each of the components with the observed stationary configurations in the figure. Additionally, in this case, the point spectrum of the BdG excitations of the wave in the presence of the parabolic trap [46,51] provides us with an analytical prediction for the spectrum of the spinor SOC problem. In order to compare


FIG. 10. The steady-state DS solution for the upper branch. (a) The total density, (b)-(d) the density of individual components, (e) the real part of $\left(\psi_{+1}, \psi_{-1}\right)$, (f) the imaginary part of $\left(\psi_{+1}, \psi_{-1}\right)$, and $(\mathrm{g})$-(i) the density of individual components in Fourier space. The solid line and symbols represent, respectively, numerical results and analytical prediction [Eq. (27)], with circles representing total density $n$, and squares, diamonds, and hexagrams denoting spinor components with $m=-1, m=0$, and $m=+1$, respectively. The parameters are $c_{0}=1, \Omega=6, \gamma=1, \lambda_{t}=0, \mu=\omega_{m}+0.1$, and $C=1$.
with the numerical BdG spectrum, we solve the eigenvalue problem described in Appendix C to check the spectral stability of the solutions. The way of construction of our stability problem indicates that if the (generally complex) eigenvalue $\lambda$ features a real part $\lambda_{r}$, then the pertinent configuration is unstable; on the other hand, if the eigenvalue is imaginary, then the configuration is stable and involves purely oscillatory excitations.

The lowest imaginary eigenvalues as functions of $\mu$ are shown in Fig. 12 for $\Omega=6$ (top panel) and $\Omega=1.2$ (bottom panel). The purely imaginary eigenvalues suggest that for large $\mu$, an asymptotic spectral picture is being approached. Within that lies the well-known and extensively studied [46] mode pertaining to the oscillation of the DS inside the trap of $1 / \sqrt{2}$ of the effective trap frequency; the latter, as can be inferred upon rescaling, is found to be equal to $\lambda_{t} \sqrt{\left|\omega^{\prime \prime}\left(k_{m}\right)\right|}$ in our case. The remaining modes, pertaining to the background (rather than the solitary wave) excitations approach the values $\sqrt{n(n+1) / 2} \lambda_{t} \sqrt{\left|\omega^{\prime \prime}\left(k_{m}\right)\right|}$ [53]. On the other hand, the linear limit (of small enough $\mu$, such that the density tends to


FIG. 11. The steady-state DS solution in the lower branch for $k_{m}=0$ and $\Omega>\gamma^{2} / \sqrt{2}$ in the presence of a trap. (a) The total density, (b)-(d) the density of individual components, (e) the real part of $\left(\psi_{+1}, \psi_{-1}\right)$, (f) the imaginary part of $\left(\psi_{+1}, \psi_{-1}\right)$, and (g)-(i) the density of individual components in Fourier space. The parameters are $c_{0}=1, \Omega=6, \gamma=1, \beta=-0.0046, \lambda_{t}=0.05$, and $\mu=\omega_{m}+0.05$.
vanish) shows that the eigenvalues are integer multiples of the above-mentioned effective trap frequency. It is worthwhile to note that as $\Omega$ decreases, we observe a slight deviation of the eigenvalues from the above analytical predictions, although still the relevant agreement is fairly reasonable; cf. the bottom panel of Fig. 12.

## B. Dark solitary waves for $k_{m}= \pm \sqrt{\gamma^{4}-2 \Omega^{2}} / \gamma$, $\Omega<\gamma^{2} / \sqrt{2}$ in the trap

In this case, our representative example is the stripe DS. Figure 13 shows the steady-state stripe DS solution in the presence of a trap for $\Omega=0.1$. It is clear that, despite the confinement of the relevant state (and its undulations) in the parabolic trap, our theory can still adequately capture the relevant configuration. In fact, for large $\mu$, this configuration can be approximated by the product of the ground state of the system (in the Thomas-Fermi approximation) and the dark stripe solitary wave that was found in the absence of the trap. In Fig. 14, we have also examined the lowest imaginary eigenvalues (top panel) and the lowest real eigenvalues (bottom panel) as functions of $\mu$ for $\Omega=0.01$. In this case, we have found that, generically, there exist


FIG. 12. The lowest (normalized) imaginary eigenvalues of the dark solitary wave spectrum, as found from the BdG analysis, are depicted as functions of $\mu$ for $k_{m}=0$ and $\Omega>\gamma^{2} / \sqrt{2}$ by solid blue lines. The parameters are $\Omega=6$ (top panel) and $\Omega=1.2$ (bottom panel), $\gamma=1, \beta=-0.0046$, and $\lambda_{t}=0.05$. A comparison with the asymptotic frequency prediction for the DS oscillation frequency is incorporated as a dashed (red) line, while the remaining asymptotic modes connected to background excitations are depicted by the dashed (black) lines.
intervals of oscillatory instability, as is illustrated in the figure.

Additionally, to study the dynamics of this instability, we have perturbed a stripe dark solitary wave with the eigenvector corresponding to the largest real eigenvalue; the evolution of the perturbed stripe DS is shown in Fig. 15. Here, we observe that the oscillatory nature of the instability induces very long-lived oscillations of the solitary wave around the center of the trap. Similar results were found also for the case of weaker traps, such as $\lambda_{t}=0.01$ (not shown here, for brevity).

## VI. RESULTS FOR $\boldsymbol{\Delta} \neq 0$

In this section, we extend our analysis to $\Delta \neq 0$ (more specifically, setting $\delta_{\mathrm{q}}=0$ ). In this case, the dispersion relation, as obtained from the equation $\operatorname{det}(\mathbf{W})=0$ [with $\mathbf{W}$ given by Eq. (13a)], becomes

$$
\begin{align*}
D(\omega, k)= & \frac{1}{8}\left(k^{2}-2 \omega\right)\left\{\left[k^{2}+2(\Delta-\omega)\right]^{2}-4 \gamma^{2} k^{2}\right\} \\
& -\Omega^{2}\left[k^{2}+2(\Delta-\omega)\right]=0 \tag{29}
\end{align*}
$$

In this case, the lowest branch can form a triple well, in contrast with the $F=1 / 2$-like double-well setting discussed above; i.e., a case bearing three distinct minima for small $\Omega$, as shown in Fig. 2. This makes the system very different from a binary SOC-BEC, yet it is still experimentally


FIG. 13. The steady-state stripe DS solution for $k_{m}= \pm \sqrt{\gamma^{4}-2 \Omega^{2}} / \gamma$ and $\Omega<\gamma^{2} / \sqrt{2}$ in the presence of the trap. (a) The total density, (b)-(d) the density of individual components, (e) the real part of $\left(\psi_{+1}, \psi_{-1}\right)$, (f) the imaginary part of $\left(\psi_{+1}, \psi_{-1}\right)$, and (g)-(i) the density of individual components in Fourier space. The parameters are $c_{0}=1, \Omega=0.1, \gamma=1$, $\beta=-0.0046, \lambda_{t}=0.01$, and $\mu=\omega_{m}+0.025$.
realizable [41]. We note, as was shown, e.g., in Ref. [35], that the energy spectrum can be made asymmetric by introducing an energy shift due to a detuning from Raman resonance.

For nonzero $\Delta$, the eigenfunctions $\mathbf{R}_{\mathbf{a}}=\left[Q_{1 a}, Q_{2 a}, Q_{3 a}\right]^{T}$ and $\mathbf{R}_{\mathbf{b}}=\left[Q_{1 b}, Q_{2 b}, Q_{3 b}\right]^{T}$ become

$$
\begin{align*}
Q_{1 a}(\omega, k) & =\frac{\left(\frac{k^{2}}{2}-k \gamma+\Delta-\omega\right)}{\left(\frac{k^{2}}{2}+k \gamma+\Delta-\omega\right)} \\
Q_{2 a}(\omega, k) & =-\frac{1}{\Omega}\left(\frac{k^{2}}{2}-k \gamma+\Delta-\omega\right), \quad Q_{3 a}(\omega, k)=1 \tag{30}
\end{align*}
$$

and

$$
\begin{align*}
& Q_{1 b}(\omega, k)=1, \quad Q_{2 b}(\omega, k)=-\frac{1}{\Omega}\left(\frac{k^{2}}{2}+k \gamma+\Delta-\omega\right) \\
& Q_{3 b}(\omega, k)=1 / Q_{1 a}(\omega, k) \tag{31}
\end{align*}
$$

Figure 16 shows the analytically and numerically computed solution using $\Omega=0.1$ and $\Delta=\gamma^{2} / 2$ (i.e., quadratic Zeeman shift $\delta_{\mathrm{q}}=0$ ). This solution is obtained for $k_{m}=0$ of the lowest triple-well band, the single-particle ground state.


FIG. 14. The lowest imaginary eigenvalues (top panel) and the lowest real eigenvalues (bottom panel) of the dark solitary wave spectrum as a function of $\mu$ for $k_{m}= \pm \sqrt{\gamma^{4}-2 \Omega^{2}} / \gamma$ and $\Omega<$ $\gamma^{2} / \sqrt{2}$ for $\lambda_{t}=0.05$. The parameters are $\Omega=0.1, \gamma=1$, and $\beta=$ -0.0046 .

As found in Fig. 16, we expect the $m=0$ component to have the largest contribution to the eigenfunction. Moreover, the analytical solution is in very good agreement with the numerical result. Another salient feature of the solution is the asymmetric density distribution of $\pm 1$ wave functions around the wave vector $k_{m}=0$ in the Fourier space. This asymmetry is arising from the small but finite linear potential $\pm \gamma k_{x}$ experienced by the $\pm 1$ wave functions in Fourier space.

## VII. SUMMARY AND FUTURE DIRECTIONS

In the present work, we explored the existence, stability, and wherever relevant, dynamics of solitary wave states in $F=1$ SOBECs. Although our computations were provided for specific parameter sets, the methodology used and the structures considered are expected to be broadly relevant in this system. More specifically, we extended the multiscale expansion technique that was applied in twocomponent systems to analyze the emergence of coherent structures at the extrema of the linear dispersion relation. We constructed second-order approximate solutions, thereby identifying a wide range of nonlinear excitations including "conventional" dark and stripe dark solitary waves as well as bright ones that emerge near the potential maximum of the dispersion relation. All of these excitations were corroborated by means of numerical computations, by first identifying their waveforms via fixed point iterations and then illustrating their stability via a BdG analysis.


FIG. 15. Contour plots of the density depicting the evolution of a stripe dark solitary wave perturbed with the eigenvector of the largest real eigenvalue. Shown are the three spin components, $m=+1$ (left), $m=0$ (middle), and $m=-1$ (right). The parameters are $c_{0}=1$, $\Omega=0.15, \gamma=1, \beta=-0.0046, \lambda_{t}=0.05$, and $\mu=-0.2730$. A similar behavior was observed for the case of $\lambda_{t}=0.01$ (and $\mu=$ -0.4125 ), not shown here.

We confirmed their experimental relevance by studying these states in the presence of a parabolic trap. We were able to directly show that the structures persist in confined settings, and to leverage our reduction technique to predict their BdG spectrum in the presence of the trap in good agreement (where appropriate) with direct numerical computations thereof. Here, we have also been able to identify cases where the trapping may lead to instabilities (e.g., of stripe dark solitary waves) and have illustrated the corresponding instability-induced dynamics, giving rise to long-lived DS oscillations.

The solitary waves herein are particularly interesting when considered from a "synthetic dimensions" perspective [54] whereby the internal atomic states are assigned a synthetic spatial coordinate. The Raman coupling introduces an effective magnetic field normal to the plane of a two-dimensional (2D) strip, which is three sites wide for our $F=1$ case. This perspective is most useful in the triple-well case where dynamics accurately correspond to the motion of a charged particle in a magnetic field $[55,56]$. The antisymmetry of the momentum distributions in Fig. 16(g) versus Fig. 16(i) therefore implies a type of chiral flow for this static structure. The existence of stable traveling solitary waves in this case would lead to dissipationless chiral currents-as in integer quantum Hall systems, but from a completely different mechanism-making the stability of such traveling solitary structures an especially interesting topic for future study. Not only is it of relevance to systematically produce such traveling solutions, but this also would pave the way for examining the potential collision of such states and how elastic or inelastic these are.


FIG. 16. The steady-state DS solution for $v=0, \Omega=0.1$, and $\mu=\omega_{m}+0.008$. (a) The total density and (b) - (d) the density of individual components. (e) and (f) The real and imaginary part, respectively, of $\left(\psi_{1}, \psi_{-1}\right)$, and (g)-(i) momentum-density distributions of the individual spin components. The solid lines represent numerical results and symbols represent the theoretical prediction.

More generally, we expect that the provided methodology will define a playbook for identifying such states in a broad class of spin-orbit coupled systems, including those with the different types of SOC (Rashba or Dresselhaus and combinations thereof) that have been realized in state-of-the-art experiments. Moreover, our results suggest various near-term research directions. For instance, it appears natural to consider stationary structures in higher-dimensional systems such as SOC vortices using the corresponding multiscale expansion method and to explore the associated stability and dynamics.
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## APPENDIX A: EFFECTIVE HAMILTONIAN

## 1. Bichromatic optical fields

We begin with a focus on the single-particle term from which we will obtain SOC in a ${ }^{87} \mathrm{Rb}$ BEC. Figure 1 depicts our basic setup in which an applied magnetic field $\mathbf{B}=B_{0} \mathbf{e}_{z}$ Zeeman splits the three $m_{F}$ sublevels. We consider the case of large applied magnetic field where, owing to the quadratic Zeeman effect, the energy differences $\delta_{ \pm 1}$ between $\left|F=1, m_{F}= \pm 1\right\rangle$ and $\left|F=1, m_{F}=0\right\rangle$ are significantly different from each other, as indicated.

In addition, a pair of counterpropagating laser beams, with equal optical electric field $E_{0}$ and wave vector $k_{\mathrm{R}}$, drive two photon Raman transitions with strength $\Omega$. The beam directed along $+\mathbf{e}_{x}$ (red and orange) has two frequency components denoted by $\omega_{ \pm 1}^{-}$, while the beam directed along $-\mathbf{e}_{x}$ has a single frequency component $\omega^{+}$. As suggested by the level diagram, these frequency components will be selected to independently address the $\left|F=1, m_{F}=-1\right\rangle \leftrightarrow\left|F=1, m_{F}=0\right\rangle$ and $\left|F=1, m_{F}=0\right\rangle \leftrightarrow\left|F=1, m_{F}=+1\right\rangle$ transitions, as was done experimentally in Ref. [9].

This combination of laser beams results in the optical electric field

$$
\begin{align*}
\mathbf{E}(\mathbf{x})= & E_{0}\left\{\left[e^{i\left(k_{\mathrm{R}} x-\omega_{-1}^{-} t+\pi / 2\right)}+e^{i\left(k_{\mathrm{R}} x-\omega_{-1}^{-} t+\pi / 2\right)}\right] \mathbf{e}_{y}\right. \\
& \left.+e^{-i\left(k_{\mathrm{R}} x+\omega^{+} t+\pi / 2\right)} \mathbf{e}_{x}\right\}, \tag{A1}
\end{align*}
$$

where the factors of $\pi / 2$ serve to establish a convenient spatial origin. Raman coupling results from the rank-1 tensor (i.e., vector) light shift [39] described by an effective magnetic field

$$
\begin{align*}
\mathbf{B}_{\mathrm{eff}}(\mathbf{x})= & i u_{v} \mathbf{E}^{*}(\mathbf{x}) \times \mathbf{E}(\mathbf{x}) \\
= & 2 u_{v}\left|E_{0}\right|^{2}\left[\cos \left(2 k_{\mathrm{R}} x+\delta \omega_{-1} t\right)\right. \\
& \left.+\cos \left(2 k_{\mathrm{R}} x+\delta \omega_{+1} t\right)\right] \mathbf{e}_{x} \tag{A2}
\end{align*}
$$

in terms of the frequency differences $\delta \omega_{ \pm 1}=\omega^{+}-\omega_{ \pm 1}^{-}$and the vector polarizability $u_{v}$.

This enters into the light-matter Hamiltonian via

$$
\begin{equation*}
\hat{H}_{\mathrm{LM}}=\frac{g_{F} \mu_{B}}{\hbar} \mathbf{B}_{\mathrm{eff}}(\mathbf{x}) \cdot \hat{\mathbf{F}}, \tag{A3}
\end{equation*}
$$

with Landé $g$-factor $g_{F}$ and Bohr magneton $\mu_{B}$, in this case giving a term proportional to $\hat{F}_{x}$.

## 2. Rotating wave approximation

We now eliminate the time dependence from $\hat{H}_{\mathrm{LM}}$ by first transforming into a rotating frame and then making a pair of RWAs. In general we consider unitary frame transformations $\hat{U}(t)$ that take $\left|\psi^{\prime}\right\rangle=\hat{U}(t)|\psi\rangle$ and recall that $\left|\psi^{\prime}\right\rangle$ evolves according to a rotating frame Hamiltonian

$$
\begin{equation*}
\hat{H}_{\mathrm{rot}}=\hat{U}(t) \hat{H} \hat{U}^{\dagger}(t)-i \hbar \hat{U}(t) \partial_{t} \hat{U}^{\dagger}(t) \tag{A4}
\end{equation*}
$$

We consider the unitary frame transformation

$$
\begin{equation*}
\hat{U}(t)=\exp \left[+i\left(\delta \omega_{-1}|-1\rangle\langle-1|-\delta \omega_{+1}|+1\rangle\langle+1|\right) t\right] \tag{A5}
\end{equation*}
$$

for which the time-derivative term in Eq. (A4) decreases $\left|m_{F}=-1\right\rangle$ in energy by $\hbar \delta \omega_{-1}$ and increases $\left|m_{F}=-1\right\rangle$ in energy by $\hbar \delta \omega_{+1}$, The complexity in the problems comes from the remaining operator transform

$$
\hat{U}(t) \frac{\hat{F}_{x}}{\hbar} \hat{U}^{\dagger}(t)=\frac{1}{\sqrt{2}}\left(e^{-i \delta \omega_{-1} t}|0\rangle\langle-1|+e^{-i \delta \omega_{+1} t}|+1\rangle\langle 0|+\text { H.c. }\right),
$$

leading to a total of 16 terms in the light matter Hamiltonian

$$
\begin{align*}
\hat{H}_{\mathrm{LM}}= & \frac{g_{F} \mu_{B} u_{v}\left|E_{0}\right|^{2}}{\sqrt{2}}\left\{\left[e^{2 i k_{\mathrm{R}} x}+e^{-i\left(2 k_{\mathrm{R}} x+2 \delta \omega_{-1} t\right)}+e^{i\left(2 k_{\mathrm{R}} x+\left(\delta \omega_{+1}+\delta \omega_{-1}\right) t\right)}+e^{-i\left(2 k_{\mathrm{R}} x+\left(\delta \omega_{+1}+\delta \omega_{-1}\right) t\right)}\right]|0\rangle\langle-1|\right. \\
& \left.+\left[e^{i\left(2 k_{\mathrm{R}} x+\left(\delta \omega_{-1}-\delta \omega_{+1}\right)\right.}+e^{-i\left(2 k_{\mathrm{R}} x+\left(\delta \omega_{-1}+\delta \omega_{+1}\right)\right.}+e^{2 i k_{\mathrm{R}} x}-e^{-i\left(2 k_{\mathrm{R}} x+2 \delta \omega_{+1} t\right)}\right]|+1\rangle\langle 0|+\text { H.c. }\right\} \tag{A6}
\end{align*}
$$

The rotating wave approximation consists of eliminating all rapidly rotating terms, leading to the final RWA Hamiltonian

$$
\begin{equation*}
\hat{H}_{\mathrm{RWA}}=\delta_{q}(|-1\rangle\langle-1|+|+1\rangle\langle+1|)+\Omega_{R}\left[e^{2 i k_{\mathrm{R} x} x}|0\rangle\langle-1|+e^{2 i k_{\mathrm{R}} x}|+1\rangle\langle 0|+\mathrm{H} . \mathrm{c}\right] \tag{A7}
\end{equation*}
$$

where we aggregated the numerical prefactors in Eq. (A6) into the Raman coupling strength $\Omega_{R}$ and introduced $\delta_{q}=\delta_{-1}-$ $\delta \omega_{-1}=\delta_{+1}-\delta \omega_{+1}$ (thereby constraining $\omega_{ \pm 1}$ ).

In practice, terms rotating more rapidly than $\sim 100 \mathrm{kHz}$ can be safely neglected as they exceed both the single-particle and interaction energy scales in the problem. For the ${ }^{87} \mathrm{Rb}$ system specifically this implies that $B_{0} \gtrsim 30 \mathrm{G}$, so that both the linear and quadratic Zeeman shifts are above this scale.

This leads to the single-particle Hamiltonian

$$
\begin{equation*}
\hat{H}_{0}=\frac{\hbar^{2} k^{2}}{2 m_{\mathrm{a}}}+\frac{\Omega}{\sqrt{2}}\left[\cos \left(2 k_{R} x\right) \hat{F}_{x}-\sin \left(2 k_{R} x\right) \hat{F}_{y}\right]+\frac{\delta_{\mathrm{q}}}{\hbar} F_{z}^{2} \tag{A8}
\end{equation*}
$$

A final spin rotation about $\mathbf{e}_{z}$ by an angle $2 k_{R} x$ leads to the spin-orbit coupled Hamiltonian

$$
\begin{equation*}
\hat{H}_{0}=\frac{\left(-i \hbar \partial_{x} \hat{I}+k_{R} \hat{F}_{z}\right)^{2}}{2 m_{\mathrm{a}}}+\frac{\delta_{\mathrm{q}}}{\hbar} \hat{F}_{z}^{2}+\frac{\Omega}{\sqrt{2}} \hat{F}_{x} \tag{A9}
\end{equation*}
$$

in Eq. (5).

## 3. Interaction Hamiltonian

We now turn our attention to the four-field terms in Eq. (1). In the second quantized notation, the transformation analogous to Eq. (A5) is

$$
\begin{equation*}
\hat{\mathcal{U}}(t)=\exp \left[+i\left(\delta \omega_{-1} \hat{n}_{-1}(x)-\delta \omega_{+1} \hat{n}_{+1}(x)\right) t\right] \tag{A10}
\end{equation*}
$$

for example, giving the parallel action of $\hat{U}(t)|+1\rangle=e^{-i \delta \omega_{+1} t}|+1\rangle$ versus $\hat{\mathcal{U}}(t) \hat{\psi}_{+1}(x) \hat{\mathcal{U}}^{\dagger}(t)=e^{-i \delta \omega_{+1} t} \hat{\psi}_{+1}(x)$. We now consider the action of this transformation on the interaction contribution to the many-body Hamiltonian

$$
\hat{\mathcal{H}}_{\mathrm{int}}=\frac{1}{2} \int d x:\left[g_{0} \hat{n}^{2}(x)+\frac{g_{2}}{\hbar^{2}}|\hat{\mathcal{F}}(x)|^{2}\right]:
$$

where : $\cdots$ : denotes the normal ordering operation. We now consider the term-by-term action of our rotation on this many-body Hamiltonian. The total density is trivially unchanged,

$$
\begin{equation*}
\hat{\mathcal{U}}(t): \hat{n}^{2}(x): \hat{\mathcal{U}}^{\dagger}(t)=: \hat{n}^{2}(x): \tag{A11}
\end{equation*}
$$

and acquires no time dependence. By contrast, the spin-dependent term

$$
\begin{align*}
\hat{\mathcal{U}}(t):|\hat{\mathcal{F}}(x)|^{2}: \hat{\mathcal{U}}^{\dagger}(t)= & \hat{\mathcal{U}}(t)\left[\hat{\psi}_{+1}^{\dagger} \hat{\psi}_{+1}^{\dagger} \hat{\psi}_{+1} \hat{\psi}_{+1}+\hat{\psi}_{-1}^{\dagger} \hat{\psi}_{-1}^{\dagger} \hat{\psi}_{-1} \hat{\psi}_{-1}+2 \hat{\psi}_{+1}^{\dagger} \hat{\psi}_{0}^{\dagger} \hat{\psi}_{+1} \hat{\psi}_{0}+2 \hat{\psi}_{-1}^{\dagger} \hat{\psi}_{0}^{\dagger} \hat{\psi}_{-1} \hat{\psi}_{0}-2 \hat{\psi}_{+1}^{\dagger} \hat{\psi}_{-1}^{\dagger} \hat{\psi}_{+1} \hat{\psi}_{-1}\right. \\
& \left.+2 \hat{\psi}_{0}^{\dagger} \hat{\psi}_{0}^{\dagger} \hat{\psi}_{+1} \hat{\psi}_{-1}+2 \hat{\psi}_{+1}^{\dagger} \hat{\psi}_{-1}^{\dagger} \hat{\psi}_{0} \hat{\psi}_{0}\right] \mathcal{U}^{\dagger}(t) \\
= & {\left[\hat{\psi}_{+1}^{\dagger} \hat{\psi}_{+1}^{\dagger} \hat{\psi}_{+1} \hat{\psi}_{+1}+\hat{\psi}_{-1}^{\dagger} \hat{\psi}_{-1}^{\dagger} \hat{\psi}_{-1} \hat{\psi}_{-1}+2 \hat{\psi}_{+1}^{\dagger} \hat{\psi}_{0}^{\dagger} \hat{\psi}_{+1} \hat{\psi}_{0}+2 \hat{\psi}_{-1}^{\dagger} \hat{\psi}_{0}^{\dagger} \hat{\psi}_{-1} \hat{\psi}_{0}-2 \hat{\psi}_{+1}^{\dagger} \hat{\psi}_{-1}^{\dagger} \hat{\psi}_{+1} \hat{\psi}_{-1}\right.} \\
& \left.+2 \hat{\psi}_{0}^{\dagger} \hat{\psi}_{0}^{\dagger} \hat{\psi}_{+1} \hat{\psi}_{-1} e^{-i\left(\delta \omega_{+1}-\delta \omega_{-1}\right) t}+2 \hat{\psi}_{+1}^{\dagger} \hat{\psi}_{-1}^{\dagger} \hat{\psi}_{0} \hat{\psi}_{0} e^{i\left(\delta \omega_{+1}-\delta \omega_{-1}\right) t}\right] \tag{A12}
\end{align*}
$$

does have time-dependent contributions in the spin-changing collision terms, which are eliminated by the RWA. This leads to the RWA expression used in the main manuscript,

$$
\begin{align*}
:\left|\hat{\mathcal{F}}_{\mathrm{RWA}}(x)\right|^{2}: \equiv & {\left[\hat{\psi}_{+1}^{\dagger} \hat{\psi}_{+1}^{\dagger} \hat{\psi}_{+1} \hat{\psi}_{+1}+\hat{\psi}_{-1}^{\dagger} \hat{\psi}_{-1}^{\dagger} \hat{\psi}_{-1} \hat{\psi}_{-1}+2 \hat{\psi}_{-1}^{\dagger} \hat{\psi}_{0}^{\dagger} \hat{\psi}_{-1} \hat{\psi}_{0}\right.} \\
& \left.+2 \hat{\psi}_{+1}^{\dagger} \hat{\psi}_{0}^{\dagger} \hat{\psi}_{+1} \hat{\psi}_{0}-2 \hat{\psi}_{+1}^{\dagger} \hat{\psi}_{-1}^{\dagger} \hat{\psi}_{+1} \hat{\psi}_{-1}\right] . \tag{A13}
\end{align*}
$$

## APPENDIX B: EFFECTIVE MASS

As was shown in Secs. III B and IV A, the effective NLS equation

$$
\begin{equation*}
i \varphi_{T}+\frac{1}{2} \omega^{\prime \prime}\left(k_{m}\right) \partial_{X}^{2} \varphi-g\left(k_{m}\right)|\varphi|^{2} \varphi+\omega_{0} \varphi=0 \tag{B1}
\end{equation*}
$$

can have negative prefactors for both dispersion and nonlinearity, i.e., $\omega^{\prime \prime}\left(k_{m}\right)=-\left|\omega^{\prime \prime}\left(k_{m}\right)\right|<0$ and $-g\left(k_{m}\right)<0$. In this case, the NLS (B1) possesses a stationary bright solitary wave solution (23). Starting from this stationary waveform, one may use the Galilean invariance of the NLS equation and construct a traveling bright solitary wave of the form

$$
\begin{align*}
\varphi_{\mathrm{BS}}(X, T)= & \sqrt{\frac{2 \omega_{0}}{g\left(k_{m}\right)}} \operatorname{sech}\left[\sqrt{\frac{2 \omega_{0}}{\left|\omega^{\prime \prime}\left(k_{m}\right)\right|}}\left(X-v_{s} T\right)\right] \\
& \times \exp i\left(k_{s} X-\omega_{s} T\right) \tag{B2}
\end{align*}
$$

The above solitary wave is characterized by a velocity $v_{s}$, a frequency $\omega_{s}$, and a wave number $k_{s}$ that are connected by a "solitary wave dispersion relation,"

$$
\begin{equation*}
v_{s}=-\left|\omega^{\prime \prime}\left(k_{m}\right)\right| k_{s}, \quad \omega_{s}=-\frac{1}{2}\left|\omega^{\prime \prime}\left(k_{m}\right)\right| k_{s}^{2} \tag{B3}
\end{equation*}
$$

Notice that the velocity $v_{s}$ can be directly obtained from the dispersion relation using $v_{s}=\partial \omega_{s} / \partial k_{s}=-\left|\omega^{\prime \prime}\left(k_{m}\right)\right| k_{s}$. It is straightforward to find that the NLS Eq. (B1) conserves the momentum $P$ (i.e., $\partial P / \partial T=0$ ), which is given by

$$
\begin{equation*}
P=\frac{i}{2} \frac{g\left(k_{m}\right)}{\left|\omega^{\prime \prime}\left(k_{m}\right)\right|} \int_{-\infty}^{\infty}\left(\varphi \varphi_{X}^{*}-\varphi^{*} \varphi_{X}\right) d X \tag{B4}
\end{equation*}
$$

Substituting the traveling solitary wave (B2) into Eq. (B4), one finds the solitary wave momentum

$$
\begin{equation*}
P_{s}=2 \sqrt{2 \omega_{0}} k_{s} \tag{B5}
\end{equation*}
$$

Leveraging the particle picture of a solitary wave (B2), we determine the effective mass $m_{\text {eff }}$ from

$$
\begin{equation*}
m_{\mathrm{eff}}=\frac{\partial P_{s}}{\partial v_{s}} \tag{B6}
\end{equation*}
$$

which leads to

$$
\begin{equation*}
m_{\mathrm{eff}}=\frac{\partial P_{s} / \partial k_{s}}{\partial v_{s} / \partial k_{s}}=-\frac{2 \sqrt{2 \omega_{0}}}{\left|\omega^{\prime \prime}\left(k_{m}\right)\right|} \tag{B7}
\end{equation*}
$$

As mentioned in Sec. IV, the bright solitary wave, which exists for $\omega^{\prime \prime}\left(k_{m}\right)<0$, features a negative effective mass. Contrarily, as suggested by Eq. (B7), dark solitary waves which exist for $\omega^{\prime \prime}\left(k_{m}\right)>0$ have positive effective mass.

## APPENDIX C: LINEARIZED GPE AND BDG ANALYSIS

The dimensionless coupled GPE equations can be expressed as

$$
\begin{equation*}
i \partial_{t} \boldsymbol{\Psi}=\left(\hat{h}+c_{0} n \mathbf{I}+c_{2} \mathbf{A}_{1}\right) \boldsymbol{\Psi} \tag{C1}
\end{equation*}
$$

with

$$
\hat{h}=\frac{1}{2}\left(-\partial_{x}^{2} \mathbf{I}-i \gamma \partial_{x} f_{z}\right)+V(x) \mathbf{I}+\sqrt{2} \Omega f_{x}
$$

and

$$
\mathbf{A}_{1}=\left[\begin{array}{ccc}
n_{1}+n_{0}-n_{-1} & 0 & 0 \\
0 & n_{1}+n_{-1} & 0 \\
0 & 0 & n_{-1}+n_{0}-n_{1}
\end{array}\right]
$$

in terms of the densities $n_{i}=\left|\psi_{i}\right|^{2}=\psi_{i}^{*} \psi_{i}$. Then, letting $\boldsymbol{\Psi}_{0}=\left(\psi_{+1}, \psi_{0}, \psi_{-1}\right)$ be a steady-state solution, we consider small perturbations $\delta \Psi$ around the steady state, and introduce the ansatz

$$
\boldsymbol{\Psi}=\left(\boldsymbol{\Psi}_{0}+\epsilon \delta \boldsymbol{\Psi}\right) \exp (-i \mu t)
$$

into Eq. ( C 1$)$. At order $O(\epsilon)$, we obtain the linear equation

$$
\begin{equation*}
i \partial_{t} \delta \boldsymbol{\Psi}=\mathbf{K}_{R} \delta \boldsymbol{\Psi}+\mathbf{K}_{I} \delta \boldsymbol{\Psi}^{*} \tag{C2}
\end{equation*}
$$

for $\delta \boldsymbol{\Psi}$, where

$$
\begin{aligned}
& \mathbf{K}_{R}=\hat{h}+c_{0} n \mathbf{I}-\mu+c_{0} \mathbf{B}_{1}+c_{2} \mathbf{C}_{1}, \\
& \mathbf{K}_{I}=\hat{h}+c_{0} n \mathbf{I}+c_{0} \mathbf{B}_{2}+c_{2} \mathbf{C}_{2},
\end{aligned}
$$

and

$$
\begin{gathered}
\mathbf{B}_{1}=\left[\begin{array}{ccc}
n_{1} & \psi_{0}^{*} \psi_{+1} & \psi_{-1}^{*} \psi_{+1} \\
\psi_{+1}^{*} \psi_{0} & n_{0} & \psi_{-1}^{*} \psi_{0} \\
\psi_{+1}^{*} \psi_{-1} & \psi_{0}^{*} \psi_{-1} & n_{-1}
\end{array}\right], \\
\mathbf{C}_{1}=\left[\begin{array}{ccc}
F_{z}+n_{1}+n_{0} & \psi_{0}^{*} \psi_{+1} & -\psi_{-1}^{*} \psi_{+1} \\
\psi_{+1}^{*} \psi_{0} & n_{-1}+n_{1} & \psi_{-1}^{*} \psi_{0} \\
-\psi_{+1}^{*} \psi_{-1} & \psi_{0}^{*} \psi_{-1} & -F_{z}+n_{-1}+n_{0}
\end{array}\right], \\
\mathbf{B}_{2}=\left[\begin{array}{ccc}
\psi_{+1}^{2} & \psi_{0} \psi_{+1} & \psi_{-1} \psi_{+1} \\
\psi_{+1} \psi_{0} & \psi_{0}^{2} & \psi_{-1} \psi_{0} \\
\psi_{+1} \psi_{-1} & \psi_{0} \psi_{-1} & \psi_{-1}^{2}
\end{array}\right] \\
\mathbf{C}_{2}=\left[\begin{array}{ccc}
\psi_{+1}^{2} & \psi_{0} \psi_{+1} & -\psi_{-1} \psi_{+1} \\
\psi_{+1} \psi_{0} & 0 & \psi_{-1} \psi_{0} \\
-\psi_{+1} \psi_{-1} & \psi_{0} \psi_{-1} & \psi_{-1}^{2}
\end{array}\right]
\end{gathered}
$$

Finally, inserting a perturbation of the form

$$
\delta \boldsymbol{\Psi}=\mathbf{P} \exp (\lambda t)+\mathbf{Q}^{*} \exp \left(\lambda^{*} t\right)
$$

into the the linearized problem (C2) gives the coupled equations

$$
\begin{aligned}
& i \lambda \mathbf{P}=\mathbf{K}_{R} \mathbf{P}+\mathbf{K}_{I} \mathbf{Q} \\
& i \lambda \mathbf{Q}=-\mathbf{K}_{R}^{*} \mathbf{Q}-\mathbf{K}_{I}^{*} \mathbf{P}
\end{aligned}
$$

which can be explicitly written as the eigenvalue problem

$$
\begin{equation*}
\mathbf{M V}=\lambda \mathbf{V} \tag{C3}
\end{equation*}
$$

with

$$
\mathbf{M}=-i\left[\begin{array}{cc}
\mathbf{K}_{R} & \mathbf{K}_{I} \\
-\mathbf{K}_{I}^{*} & -\mathbf{K}_{R}^{*}
\end{array}\right] \quad \text { and } \quad \mathbf{V}=\left[\begin{array}{l}
\mathbf{P} \\
\mathbf{Q}
\end{array}\right]
$$
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