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We generalize the notion of quantum state designs to infinite-dimensional spaces. We first prove
that, under the definition of continuous-variable (CV) state 𝑡-designs from Comm. Math. Phys. 326,
755 (2014), no state designs exist for 𝑡 ≥ 2. Similarly, we prove that no CV unitary 𝑡-designs exist
for 𝑡 ≥ 2. We propose an alternative definition for CV state designs, which we call rigged 𝑡-designs,
and provide explicit constructions for 𝑡 = 2. As an application of rigged designs, we develop
a design-based shadow-tomography protocol for CV states. Using energy-constrained versions of
rigged designs, we define an average fidelity for CV quantum channels and relate this fidelity to the
CV entanglement fidelity. As an additional result of independent interest, we establish a connection
between torus 2-designs and complete sets of mutually unbiased bases.

I. INTRODUCTION & SUMMARY

It is useful in a wide variety of fields to be able to
efficiently calculate uniform averages of polynomial func-
tions over points in a space. Prominent examples include
Gaussian quadrature rules [1] and spherical designs [2, 3],
which reduce integrals of polynomials to weighted sums
of polynomial values at particular points. More gener-
ally, a 𝑡-design over a space is a set of points picked in
such a way that averaging any polynomial of degree ≤ 𝑡
over the design is equivalent to uniformly averaging the
same polynomial over the space. Gaussian quadrature
rules and spherical designs are 𝑡-designs over the hyper-
cube and hypersphere, respectively, and closely related
ideas can be formulated for simplices and tori [4–10] as
well as general topological spaces [11].

Designs also have a number of important applications
in quantum theory. A quantum state 𝑡-design is an en-
semble of quantum states such that expectation values
of homogeneous polynomials of degree 𝑡 or less in the
amplitudes of quantum states are the same whether the
averaging is performed uniformly over all states or over
only the states in the design [12–22]. State, unitary, and
spherical [20, 23] designs are important tools in tomogra-
phy [16, 19, 24–28], state distinction [20, 29], randomized
benchmarking [23, 30–33], fidelity estimation [23, 34–
39], cryptography [40, 41], sensing [42, 43], fundamental
physics [21, 44–46], and error correction [47–50].

Both the original formulation of designs and its quan-
tum counterparts hold only for finite-dimensional spaces.
This means that none of the applications proven to work
through the use of designs, e.g., quantum state fidelity re-
lations [23, 30–33, 35, 36] and design-based tomographic
protocols [25–28], carry over naturally to countably in-
finite-dimensional spaces. Such spaces are important
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for quantum applications because they describe quantum
systems whose natural degrees of freedom are continuous
variables (CVs), e.g., electromagentic modes of optical
or microwave cavities, or mechanical modes of harmonic
oscillators.

Formulating a notion of designs would unlock impor-
tant abilities for CV systems. We proceed to do so in
this paper, summarizing both our formalism and several
fleshed-out applications below.

Non-existence of CV designs A first attempt
to define state 𝑡-designs for CV systems was made in
Ref. [51]. The authors showed that a particular set
of CV states — the Gaussian states [52] — does not
form a CV 2-design. This is perhaps surprising since
Gaussian unitaries are the infinite-dimensional analog
of finite-dimensional Clifford unitaries, which themselves
can form 2-designs [53–56]. Similarly, Ref. [57] defined
the notion of CV unitary 𝑡-designs and argued that Gaus-
sian unitaries do not form a 2-design. These results leave
open the question of whether CV state (unitary) designs
require non-Gaussian states (unitaries).

In this work, we answer this open question and prove
that CV state and unitary 𝑡-designs do not exist for
any 𝑡 ≥ 2. Our results hold for any separable, infinite-
dimensional Hilbert space, not just the space 𝐿2(R) asso-
ciated with CV quantum systems. Thus, even the inclu-
sion of non-Gaussian states and unitaries does not help
in defining 𝑡-designs over CV systems.

Our proof relies on the connection between state de-
signs and simplex designs. We first show that infinite-
dimensional simplex 𝑡-designs do not exist for 𝑡 ≥ 2.
Then, using the simple fact that the complex probabil-
ity amplitudes of any pure quantum state can be pa-
rameterized by a simplex (for the moduli) and a torus
(for the phases), we show by contradiction that infinite-
dimensional state designs do not exist either.

Rigged designs We show that removing the require-
ment for states to be normalizable yields a meaningful
extension of the notion of designs. We define rigged 𝑡-
designs that utilize states in a rigged Hilbert space, the
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Hilbert space populated by, e.g., the non-normalizable
eigenstates of the oscillator position and momentum op-
erators. We construct several examples for rigged 2-
designs, thus proving that rigged state designs exist even
though CV state (𝑡 ≥ 2)-designs do not.

In particular, it is well-known that there is no notion
of uniform integration over 𝐿2(R), and our proof that
CV 𝑡-designs do not exist for 𝑡 ≥ 2 proves that there is
no form of integration over 𝐿2(R) that has even basic
qualities that mimick uniform integration. Rigged de-
signs get around this shortcoming by expanding the in-
tegration space to the set of all non-normalizable states
in a rigged Hilbert space—specifically, the space 𝑆(R)′
of tempered distributions. We construct a measure on
𝑆(R)′ that mimicks the qualities of a uniform measure
over infinite-dimensional quantum states, and we then
construct designs on this space.

Our first rigged design consists of Fock states as well
as the phase states, which form a well-known positive
operator-valued measure (POVM) that is optimal for
measuring the angle of rotation induced on a mode [58–
64] (see [65, Sec. 3.9] for an exposition). The other exam-
ples combine Fock states with the cosine and sine states
(and rotated states thereof), close relatives of the phase
states [59]. In all cases, an extra parameter is induced on
the phase states via evolution by a “Kerr” Hamiltonian
𝑛̂2, with 𝑛̂ the occupation number operator [66].

Design-based shadows The ability to use rigged
𝑡-designs as POVMs lends itself to a natural extension
of shadow tomography [25–28] to CV systems. In finite-
dimensional versions of such protocols, one generates a
classical snapshot of an unknown quantum state by per-
forming random measurements according to the states
from a 2- or 3-design. Then the expectation values over
several observables can be efficiently and accurately esti-
mated using these classical snapshots [26].

We propose a CV shadow tomography protocol based
on the Kerred-phase-state and Fock-state rigged 2-
design. The advantage of our protocol is that it main-
tains the key feature of the original qubit shadow pro-
tocols; namely, the ability to efficiently measure many
observables using only a set of “shadow” snapshots of a
particular form. This protocol can be generalized to an
efficient multi-mode protocol using a recent result [67].
We discuss how our rigged CV shadows can be used for
CV entanglement verification.

Although our design-based shadow protocol is more
experimentally taxing than, e.g., CV shadows based on
conventional homodyne or photon parity measurements
[67], it can be implemented by combining and improving
previously demonstrated experimental techniques. In or-
der to utilize our first (second, third) rigged two-design
as a POVM in the lab, one needs to be able to evolve
the system under a Kerr Hamiltonian and then apply
the phase (cosine, sine) state POVM. In addition, one
needs to alternatively measure in the Fock-state basis.
All three aspects of this protocol — CV phase measure-
ments [68, 69], photon-number resolution (e.g., [70]), and

engineered Kerr evolution [71–73] — have been realized
in some form in microwave cavities coupled to supercon-
ducting qubits [66]. Providing an experimentally realiz-
able implementation of our protocol that can achieve the
same scaling as our predicted sample complexity is an
interesting avenue for future work.

Approximate CV designs Another natural ques-
tion to ask is whether approximate CV state designs exist
in 𝐿2(R). Or, can the notion of designs be defined over
the CV states that satisfy some energy constraints? We
provide a solution to this problem by regularizing the
rigged CV designs.

To approximate our rigged designs with sets of normal-
ized states, we use operators called regularizers, which
correspond to different cutoffs of the infinite-dimensional
space. For example, a regularizer that projects onto a
low-energy finite-dimensional subspace corresponds to a
hard cutoff, i.e., a maximum-energy constraint. A regu-
larizer that smoothly decays with increasing energy but
has support on the full infinite-dimensional space corre-
sponds to a soft cutoff, i.e., an average-energy constraint.
By analogy to numerical quadrature rules on the real line,
a sharp cutoff is akin to restricting the domain of integra-
tion to a compact interval, while a smooth cutoff is akin
to endowing the line with a Gaussian measure. More-
over, certain regularizers allow us to extend the notion of
a frame potential [16, 17, 74] to infinite dimensions.

Regularizers (a.k.a. cooling or damping operators) and
related ideas have been employed in works on CV quan-
tum error-correcting codes [75, 76][77, Appx. B], uniform
continuity for quantum entropies [78], energy-constrained
capacities [79] and distances [80, 81] of CV channels, and
CV cryptographic protocols [82].

Average CV fidelity Armed with regularized-
rigged designs, we extend the well-known notion of aver-
age fidelity (over all states) of a quantum channel from
finite-dimensional [23, 30–33] to CV systems. In pre-
vious such extensions, systems were limited to the set-
ting where the average fidelity between operations is
estimated over an ensemble of coherent states [83–91].
Other approaches to benchmarking CV operations rely
on witnesses that are lower bounds to the true average
fidelity over an ensemble of Gaussian states [89, 90], while
energy-constrained diamond-distance based performance
estimates require knowledge of the noise model in exper-
imental approximations and are often computationally
taxing [80, 91–96].

We provide two different definitions of the average fi-
delity of a CV quantum channel. These formulas can
be directly employed to estimate the average fidelity be-
tween CV quantum gates and their experimental approx-
imations [92]. Our formulation yields an experimental
procedure to estimate the average fidelity of an arbitrary
CV quantum gate without requiring the knowledge of
the noise involved in experimental implementations. As
a concrete example, we estimate the average fidelity be-
tween an ideal displacement operation and its experimen-
tal approximation [92], suggesting that an average over
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coherent states only is not a good approximation to an
average over all CV states.

Average-to-entanglement fidelity relation An-
other interesting open question in CV information theory
is to establish a relation between the average channel fi-
delity and the entanglement fidelity, similar to the finite-
dimensional setting [35, 36]. In this work, we solve this
open problem and establish connections between average
and entanglement fidelities for CV operations.

We utilize the conventional notion of single-mode CV
entanglement fidelity, namely, the fidelity over a two-
mode squeezed vacuum state [97, 98]. We then evalu-
ate our average fidelity over states in the corresponding
regularized-rigged design. Combining these two fidelity
formulas, we establish a simple relation between the av-
erage gate fidelity and the entanglement fidelity for CV
operations.

Relating designs to MUBs As an additional result
of independent interest, we find a relationship between
torus 2-designs and complete sets of mutually unbiased
bases [99], and we prove that the condition of mutually
unbiasedness can be replaced by a torus 2-design condi-
tion.

Outline The rest of the paper is meant to succinctly
relay the results and is structured as follows. In Sec-
tion II, we introduce finite-dimensional designs. In Sec-
tion III, we develop the notion of infinite-dimensional
designs and prove that CV state and unitary 𝑡-designs
do not exist for any 𝑡 ≥ 2. In Section IV, we then de-
fine rigged designs and provide explicit constructions for
rigged 2-designs. In Section V, we introduce regularized
rigged designs. In Section VI, we study applications of
rigged and regularized rigged designs. In particular, in
Section VI A, we introduce the shadow tomography for-
malism to CV quantum states. In Section VI B, we dis-
cuss how such rigged CV shadows can be used for CV
entanglement verification. Next, in Section VI C, we de-
fine various notions of the average fidelity of a CV quan-
tum channel using regularized rigged 2-designs. We then
prove a relationship between the CV entanglement and
average fidelities. Finally, in Section VII, we conclude
with a brief summary and discuss open questions.

II. FINITE DIMENSIONAL DESIGNS

In this section, we review relevant prior results on
finite-dimensional state designs, making contact with de-
signs on simplices and tori.

Quantum state designs reduce integrals of polynomi-
als over all quantum states to averages over a discrete
set. Let C𝑑 denote a 𝑑-dimensional Hilbert space with
orthonormal basis {|𝑛⟩}𝑑−1

𝑛=0. Due to their normaliza-
tion and global-phase redundancy, quantum states in
this space correspond to points in the complex-projective
space CP𝑑−1 [100, 101]. A non-trivial complex-projective
𝑡-design is a set of states 𝑋 ⊊ CP𝑑−1, sampled according

to some probability measure 𝜇, satisfying [12–21]

E
𝜓∈𝑋

𝑓(𝜓) =

∫︁
CP𝑑−1

𝑓(𝜓) d𝜓 (1)

for any polynomial 𝑓(𝜓) of degree 𝑡 or less in the ampli-
tudes of 𝜓 and degree 𝑡 or less in the conjugate ampli-
tudes. The canonical measure d𝜓 on the set of such quan-
tum states, called the Fubini-Study measure [100, 101],
is the unique unit-normalized volume measure that is in-
variant under the action of the unitary group U(𝑑) (see
Appendix B 1 for more details).

The above conventional relation can be lifted into a re-
lation between particular operators by using the fact that
polynomials of degree up to 𝑡 in state degrees of freedom
can be expressed as expectation values of operators with
𝑡 copies of the state.

Consider, for example, 𝑡 = 2 and an arbitrary poly-
nomial 𝑓(𝜓) =

∑︀𝑑−1
𝑗,𝑘,𝑙,𝑚=0 𝑓𝑗𝑘𝑙𝑚𝜓𝑗𝜓𝑘𝜓𝑙𝜓𝑚 in the ampli-

tudes 𝜓𝑗 := ⟨𝑗|𝜓⟩ and their conjugates 𝜓𝑗 , with complex
coefficients 𝑓𝑗𝑘𝑙𝑚. This polynomial can equivalently be
expressed as an expectation value of a bipartite operator
𝑓 with respect to two copies of |𝜓⟩⟨𝜓|,

𝑓(𝜓) =

𝑑−1∑︁
𝑗,𝑘,𝑙,𝑚=0

𝑓𝑗𝑘𝑙𝑚⟨𝑙|𝜓⟩⟨𝑚|𝜓⟩⟨𝜓|𝑗⟩⟨𝜓|𝑘⟩ (2a)

= Tr
(︁
𝑓 |𝜓⟩⟨𝜓|⊗2

)︁
, (2b)

where 𝑓 =
∑︀𝑑−1
𝑗,𝑘,𝑙,𝑚=0 𝑓𝑗𝑘𝑙𝑚|𝑗⟩|𝑘⟩⟨𝑙|⟨𝑚|. Using this rela-

tion, we see that 𝑋 is a 𝑡-design if and only if

E
𝜓∈𝑋

(|𝜓⟩⟨𝜓|)⊗𝑡 =
∫︁
CP𝑑−1

(|𝜓⟩⟨𝜓|)⊗𝑡 d𝜓 . (3)

Next, we can use representation theory (see Ap-
pendix C 3 for details) to solve the integral on the right-
hand side, yielding∫︁

CP𝑑−1

(|𝜓⟩⟨𝜓|)⊗𝑡 d𝜓 =
Π

(𝑑)
𝑡

TrΠ
(𝑑)
𝑡

, (4)

where Π
(𝑑)
𝑡 is the projector onto the permutation-

invariant (a.k.a. symmetric [102]) subspace of (C𝑑)⊗𝑡, the
𝑡-fold tensor product of the original space, and Tr is the
trace function. When 𝑡 = 1, this integral reduces to a res-
olution of the identity. For higher 𝑡, the resolution can
only be of the symmetric subspace since the 𝑡-fold tensor
product of any state is symmetric under all permutations
(see Appendix B 2 for details).

Combining the above manipulations yields the follow-
ing “operator-level” definition of a complex-projective 𝑡-
design,

E
𝜓∈𝑋

(|𝜓⟩⟨𝜓|)⊗𝑡 = Π
(𝑑)
𝑡

TrΠ
(𝑑)
𝑡

. (5)
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Designs can be obtained via the convenient parameter-
ization of pure states in terms of a simplex and a torus.
State amplitudes can be written as

⟨𝑗|𝜓⟩ = √
𝑝𝑗 e

i𝜑𝑗 , (6)

where the probabilities 𝑝𝑗 add up to one due to normal-
ization, and the phases 𝜑𝑗 are 2𝜋-periodic (with 𝜑0 set to
zero to remove global-phase redundancy). By definition,
the probability distribution defined by 𝑝𝑗 is a point on
the (𝑑− 1)-simplex,

∆𝑑−1 :=

{︂
(𝑝0, . . . , 𝑝𝑑−1) ∈ [0, 1]𝑑

⃒⃒⃒⃒ 𝑑−1∑︁
𝑗=0

𝑝𝑗 = 1

}︂
, (7)

while the vector of phases parameterizes a (𝑑 − 1)-torus
𝑇 𝑑−1. Hence, volume integration over all states is re-
duced to volume integration over the simplex and the
torus [100, 101] (see Appendix C 4 for details). This nat-
urally makes contact with simplex and torus designs.

Simplex and torus designs are defined in similar fashion
to complex-projective designs. A set 𝑋 ⊂ ∆𝑚 of prob-
ability vectors is an 𝑚-simplex 𝑡-design if for all tuples
𝑎 = (𝑎1, . . . , 𝑎𝑡) ∈ {0, 1, . . . ,𝑚}𝑡,

E
𝑞∈𝑋

𝑡∏︁
𝑖=1

𝑞𝑎𝑖 =

∫︁
Δ𝑚

𝑡∏︁
𝑖=1

𝑝𝑎𝑖 d𝑝, (8)

where d𝑝 is the standard measure on the simplex. A set
of angles 𝑋 ⊂ 𝑇𝑚 is an 𝑚-torus 𝑡-design if for all tuples
𝑎 = (𝑎1, . . . , 𝑎𝑡) ∈ {1, 2, . . . ,𝑚}𝑡 and 𝑏 = (𝑏1, . . . , 𝑏𝑡) ∈
{1, 2, . . . ,𝑚}𝑡,

E
𝜃∈𝑋

𝑡∏︁
𝑖=1

ei(𝜃𝑎𝑖
−𝜃𝑏𝑖 ) =

∫︁
𝑇𝑚

𝑡∏︁
𝑖=1

ei(𝜑𝑎𝑖
−𝜑𝑏𝑖

) d𝜑, (9)

where d𝜑 is the standard measure on the torus. We dis-
cuss various constructions of simplex and torus designs
in Appendix C 1 and Appendix C 2, respectively.

There is a bilateral connection between complex-
projective designs and designs on the corresponding sim-
plices and tori. Denoting 𝜋 as the “Born-rule” map that
produces the vector of probabilities (𝑝𝑛)𝑑−1

𝑛=0 from a state
|𝜓⟩, the set 𝜋(𝑋) is a simplex 𝑡-design for any complex-
projective 𝑡-design 𝑋 [8, 103] (see Appendix C 5 for de-
tails). On the other hand, a combination of a simplex
and a torus 𝑡-design of appropriate dimensions yields a
complex-projective 𝑡-design [8]. We provide a proof of
these latter connections and present various combina-
tions that yield complex-projective 2-designs for all 𝑑 in
Appendix C 4.

Our simplex designs from Eq. (8) are more commonly
referred to as simplex positive, interior (or boundary)
cubature rules [4–9]. Our torus 𝑡-designs from Eq. (9)
closely resemble trigonometric cubature rules [5], but the
two are not equivalent. In Appendix F, we show that
torus designs are equivalent to a special case of torus

cubature rules from Ref. [8]. We then establish a con-
nection between torus 2-designs and mutually unbiased
bases (MUBs), which might be of independent interest.
To the best of our knowledge, this connection has not
been previously discussed.

III. CONTINUOUS-VARIABLE DESIGNS

In this section, we develop the notion of continuous-
variable (CV) designs and present our main results in
Theorem 2 and Corollary 3.

Let 𝐿2(R) denote an infinite-dimensional, separable
Hilbert space of square-integrable functions on the real
line, with a countable Fock-state (a.k.a. photon number-
state or occupation number-state) basis {|𝑛⟩ | 𝑛 ∈ N0},
where N0 denotes the natural numbers including zero.
We note that all separable Hilbert spaces are isomorphic
to 𝐿2(R). We call unit-norm vectors in 𝐿2(R) CV quan-
tum states.

The right-hand side of Eq. (4) is straightforward to
generalize to infinite dimensions. Let Π𝑡 denote the pro-
jector onto the symmetric subspace of 𝑡 copies of 𝐿2(R)
(see Appendix B 2). For any tuples 𝑎 = (𝑎1, . . . , 𝑎𝑡) ∈ N𝑡0
and 𝑏 = (𝑏1, . . . , 𝑏𝑡) ∈ N𝑡0,

Π𝑡(𝑎; 𝑏) :=

(︃
𝑡⨂︁
𝑖=1

⟨𝑎𝑖|
)︃
Π𝑡

(︃
𝑡⨂︁
𝑖=1

|𝑏𝑖⟩
)︃

(10)

denotes the matrix elements of Π𝑡. The trace of this
projector, TrΠ𝑡, is infinite, but we can simply omit it
from the equation.

The left-hand side of Eq. (4) is unfortunately impossi-
ble to generalize to infinite dimensions [104]. Since 𝐿2(R)
is infinite dimensional, there is no finite Haar measure on
its corresponding unitary group U(𝐿2(R)) [105, Sec. 5].
Therefore, there is no natural unitarily invariant volume
measure on the set of CV quantum states. However, if
one could define the unitarily invariant volume integra-
tion over all CV states, Schur’s lemma would imply that
the resulting integration would be proportional to Π𝑡.
Therefore, in principle, infinite-dimensional state designs
can be defined using the definition of complex-projective
designs in Eq. (5), but without the TrΠ𝑡 term.

An infinite-dimensional design may be parameterized
by points in a noncompact space with a non-normalizable
measure. To accommodate this, we relax the assump-
tion that the parameter space of a design is a probability
space and instead assume it is a generic measure space
— a triple consisting of 𝑋 ⊂ 𝐿2(R), a collection Σ of all
reasonable subsets of 𝑋 called a 𝜎-algebra, and a mea-
sure 𝜇 (see Appendix D for details). The only difference
from a probability space is that 𝜇(𝑋), the measure on
the entire space, no longer has to be finite.

Combining the above ideas, we define CV designs as
abstract measure spaces that average to the unnormal-
ized symmetric-subspace projector.
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Definition 1. Let 𝑋 ⊂ 𝐿2(R). The measure space
(𝑋,Σ, 𝜇) is a continuous-variable 𝑡-design if∫︁

𝑋

(|𝜓⟩⟨𝜓|)⊗𝑡 d𝜇(𝜓) = Π𝑡, (11)

where we use the weak (Pettis) integral. 1 In other words,
for all tuples 𝑎, 𝑏 ∈ N𝑡0,∫︁

𝑋

(︃
𝑡∏︁
𝑖=1

⟨𝑎𝑖|𝜓⟩⟨𝜓|𝑏𝑖⟩
)︃
d𝜇(𝜓) = Π𝑡(𝑎; 𝑏) . (12)

Definition 1 is a formalized version of the definition of
CV state 𝑡-designs given in Ref. [51]. We note that Defi-
nition 1 bypasses the issue of defining a volume measure
on the set of CV quantum states. We do not perform any
integration on the set of all states and instead require a
design to match the projector onto the symmetric sub-
space. This construction is illustrated in Fig. 1.

There is an alternative motivation for Definition 1
that we describe in detail in Appendix D 5. It is based
on the following observation in finite dimensions. In-
tegration over the set CP𝑑−1 of 𝑑-dimensional quantum
states is equivalent to integration over C𝑑 with 𝑑 inde-
pendent zero-mean, unit-variance complex Gaussian dis-
tributions. The integration is over each of the 𝑑 ampli-
tudes of the quantum state with respect to the Gaussian
measure, and the resulting state is then normalized. We
can similarly put an infinite product of Gaussian mea-
sures on the space C∞ and then define a CV 𝑡-design to
be a measure space over 𝐿2(R) that matches integration
over C∞ for polynomials of degree 𝑡 or less. We show in
Appendix D5 that this definition is equivalent to Defini-
tion 1.

Since Π1 = 1, where 1 denotes the infinite-dimensional
identity operator, any orthonormal basis for 𝐿2(R) or
POVM is a CV 1-design. For example, the photon-
number basis |𝑛⟩ satisfies

∑︀
𝑛∈N0

|𝑛⟩⟨𝑛| = 1, which
corresponds to a photon counting measurement. Co-
herent states {|𝛼⟩} also form a 1-design as they sat-
isfy

∫︀
C |𝛼⟩⟨𝛼| d2𝛼

𝜋 = 1, which corresponds to a hetero-
dyne measurement. Finally, the eigenstates of cos(𝜑)𝑥̂+
sin(𝜑)𝑝 form a 1-design, which corresponds to a homo-
dyne measurement.

In Section II, we argued that a complex-projective de-
sign on C𝑑 gives rise to a simplex design. Similarly, in Ap-
pendix D 1, we prove that the existence of CV 𝑡-designs
implies the existence of infinite-dimensional simplex 𝑡-
designs. Here, we define a infinite-dimensional simplex

1 The use of the weak integral in the definition of CV designs is
well-motivated. For the purposes of designs, the weak (Pettis)
integral is more natural than the strong (Bochner) integral be-
cause we are generally interested in averaged functions of 𝜓. Ul-
timately, we will prove that CV 𝑡-designs do not exist for 𝑡 ≥ 2,
which immediately implies the result for the case of the strong
integral as well.

design by starting with a finite-dimensional simplex inte-
gration over the unit-normalized Lebesgue measure and
then removing the normalization requirement of the mea-
sure as we take the dimension to infinity.

By construction, a CV 1-design induces an infinite di-
mensional simplex 1-design by converting the amplitudes
of a quantum state to probabilities via the Born rule.
For example, the simplex design induced by the CV 1-
design {|𝑛⟩ | 𝑛 ∈ N0} is a set of probability distributions{︀
𝑝(𝑛) | 𝑛 ∈ N0

}︀
. Here 𝑝(𝑛) = (𝑝

(𝑛)
0 , 𝑝

(𝑛)
1 , . . . ) is a proba-

bility distribution over N0 defined as 𝑝(𝑛)𝑖 = 𝛿𝑖𝑛.
As for 𝑡 > 1 designs, we prove that no set of CV states,

Gaussian or not, forms a CV 𝑡-design for any 𝑡 ≥ 2 (see
Appendix D for proofs).

Theorem 2. For any 𝑡 ≥ 2, continuous-variable state
𝑡-designs do not exist.

The non-existence of state (𝑡 ≥ 2)-designs immediately
implies non-existence of unitary (𝑡 ≥ 2)-designs because
their existence would imply the existence of state designs.

Corollary 3. For any 𝑡 ≥ 2, continuous-variable unitary
𝑡-designs do not exist.

To prove Theorem 2, we show that infinite-dimensional
simplex 𝑡-designs do not exist for 𝑡 ≥ 2, and then in-
voke the connection between state and simplex designs
described in Section II. The non-existence of infinite-
dimensional simplex designs can be understood as fol-
lows. All simplex (𝑡 ≥ 2)-designs require at least
one point near the centroid of the simplex. The cen-
troid of a finite-dimensional simplex ∆𝑑−1 is the point
(1/𝑑, . . . , 1/𝑑). However, for the infinite-dimensional
case, the centroid is no longer a valid point on the prob-
ability simplex. In the context of quantum states, this
translates to the fact that uniform superpositions of all
Fock states are not normalizable. We are therefore mo-
tivated to remove the requirement that elements of CV
𝑡-designs are normalized states.

IV. RIGGED DESIGNS:
DEFINITION & CONSTRUCTIONS

The non-existence of CV 𝑡-designs for 𝑡 > 1 stems from
the requirement that elements of said designs, according
to Definition 1, belong to 𝐿2(R) and thus should have
finite norm. We are therefore motivated to develop a new
notion of CV designs that allows for non-normalizable
states.

To include non-normalizable states in a CV design,
we need to consider a set larger than 𝐿2(R). We con-
sider the space of tempered distributions, denoted as
𝑆(R)′ ⊃ 𝐿2(R), which contains infinitely squeezed posi-
tion or momentum states as well as oscillator phase states
[58–62, 65]. Despite being awkwardly called “states”,
these and other distributions may not be normalizable.
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Discrete variable Continuous variable Rigged

Π
(𝑑)
𝑡 : (C𝑑)⊗𝑡 → (C𝑑)⊗𝑡

∫︀
CP𝑑−1 (|𝜓⟩⟨𝜓|)⊗𝑡 d𝜓 ∝ Π

(𝑑)
𝑡

(𝑋 ⊂ CP𝑑−1,Σ, 𝜇) s.t.∫︀
𝑋
(|𝜓⟩⟨𝜓|)⊗𝑡 d𝜇(𝜓) ∝ Π

(𝑑)
𝑡

Π𝑡 : 𝐿
2(R)⊗𝑡 → 𝐿2(R)⊗𝑡

(𝑋 ⊂ 𝐿2(R),Σ, 𝜇) s.t.∫︀
𝑋
(|𝜓⟩⟨𝜓|)⊗𝑡 d𝜇(𝜓) ∝ Π𝑡

Π𝑡 : 𝑆(R)⊗𝑡 → 𝑆(R)⊗𝑡

(𝑋 ⊂ 𝑆(R)′,Σ, 𝜇) s.t.∫︀
𝑋
(|𝜒⟩⟨𝜒|)⊗𝑡 d𝜇(𝜒) ∝ Π𝑡

Fact

Definition (CP𝑑−1 𝑡-design) Definition (CV 𝑡-design) Definition (Rigged 𝑡-design)

𝑑→ ∞

𝑑→ ∞

FIG. 1. Sketch of definitions of finite-dimensional designs, continuous-variable (CV) designs and rigged designs. The key point
is the absence of the middle block in the middle and right columns. A generalization of the middle block to the continuous-
variable case is ill-defined, as discussed in Section III. Therefore, to define CV designs, we simply skip the middle step, as
discussed in Definition 1. An alternative characterization/definition of CV and rigged designs is described in Appendix D5.

The use of distributions, whether for our purposes or
for CV measurement protocols such as homodyne detec-
tion [86], is only well-defined for those CV states for
which inner products with tempered distributions are
finite. This class consists of those states which ad-
mit finite expectation values of all powers of the occu-
pation number operator 𝑛̂ =

∑︀
𝑛∈N0

𝑛 |𝑛⟩⟨𝑛|, making
up the Schwartz space 𝑆(R) ⊂ 𝐿2(R) [106]. Together,
the three spaces of interest make up the Gelfand triple
𝑆(R) ⊂ 𝐿2(R) ⊂ 𝑆(R)′ , the standard rigged Hilbert space
for a quantum harmonic oscillator [107–109].

We modify Definition 1 to include tempered distribu-
tions. The motivation for our modification is summarized
in Fig. 1.

Definition 4. Let 𝑋 ⊂ 𝑆(R)′. The measure space
(𝑋,Σ, 𝜇) is called a rigged 𝑡-design if∫︁

𝑋

(|𝜒⟩⟨𝜒|)⊗𝑡
′
d𝜇(𝜒) = 𝛼𝑡′Π𝑡′ (13)

for all positive integers 𝑡′ ≤ 𝑡, where 𝛼𝑡′ ∈ (0,∞), where
we use the weak (Pettis) integral. In other words, for all
tuples 𝑎, 𝑏 ∈ N𝑡′0 ,

∫︁
𝑋

⎛⎝ 𝑡′∏︁
𝑖=1

⟨𝑎𝑖|𝜒⟩⟨𝜒|𝑏𝑖⟩

⎞⎠ d𝜇(𝜒) = 𝛼𝑡′Π𝑡′(𝑎; 𝑏) (14)

for 𝑡 ≤ 𝑡′.

Analogously to what is discussed below Definition 1,
there is an alternative motivation Definition 4 that we
describe in Appendix D5. Recall that we described an
equivalent definition of CV designs to be measure spaces
over 𝐿2(R) that match integration over C∞ with an in-
finite product of Gaussian measures. In Appendix D5,

we further show C∞ ∖ 𝑆(R)′ has measure zero in C∞, so
that the integration over C∞ is equivalent to integration
over 𝑆(R)′. It follows therefore that rigged 𝑡-designs ex-
ist for any 𝑡 ∈ N, since we can simply take the aforemen-
tioned measure space over 𝑆(R)′ to be our design. This
design is however not desirable since it involves infinite-
dimensional integration. We thus look for more manage-
able measure spaces that form rigged designs.

Inclusion of distributions circumvents the no-go The-
orem 2 and allows us to construct several examples of
rigged 2-designs. Our first example consists of Fock
states {|𝑛⟩}𝑛∈N0

and a family of distributions that we
call Kerred phase states |𝜃⟩𝜙 — tempered distributions
defined informally as

|𝜃⟩𝜙 :=
1√
2𝜋

∑︁
𝑛∈N0

exp
[︀
i(𝜃𝑛+ 𝜙𝑛2)

]︀
|𝑛⟩ , (15)

and formally as functionals mapping |𝜓⟩ ∈ 𝑆(R) to

𝜓(𝜃, 𝜙) := 𝜙⟨𝜃|𝜓⟩ =
1√
2𝜋

∑︁
𝑛∈N0

exp
[︀
−i(𝜃𝑛+ 𝜙𝑛2)

]︀
⟨𝑛|𝜓⟩.

(16)
The Kerred phase “states” consist of oscillator phase
states [58–65], evolved up to some “time” 𝜃 under a
Hamiltonian 𝑛̂2 associated with the optical Kerr effect.
In Appendix D 3, we prove that

1

2

∑︁
𝑛∈N0

(|𝑛⟩⟨𝑛|)⊗𝑡+ 1

2

∫︁ 𝜋

−𝜋
d𝜃

∫︁ 𝜋

−𝜋
d𝜙
(︁
𝜙|𝜃⟩⟨𝜃|𝜙

)︁⊗𝑡
= 𝛼𝑡Π𝑡

(17)
for 𝑡 = 1 and 𝑡 = 2, where 𝛼1 = 𝜋 + 1/2 and 𝛼2 = 1.

To show that the above set is a design, we extend sim-
plex and torus 2-designs to the rigged regime (see Ap-
pendix D 3 for details). The integration over the two
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phases {𝜃, 𝜙} corresponds to a torus 2-design. The Fock
states |𝑛⟩ correspond to extremal points of a simple sim-
plex 2-design consisting of extremal points and the cen-
troid in the finite-dimensional case, with the centroid
vanishing in the infinite-dimensional case (as discussed
in Section III). By removing the normalization condi-
tion, we define an “non-normalizable centroid”, which
corresponds to a uniform superposition of Fock states
|𝜃 = 0⟩𝜙=0. Combining such a state with the aforemen-
tioned torus 2-design gives the Kerred phase states.

Oscillator phase states are (left) eigenstates of the os-
cillator phase operator 𝑍 =

∑︀
𝑛∈N0

|𝑛+1⟩⟨𝑛| [58–65], an
analogue of the oscillator raising operator but without
the square-root factor. Both the phase and raising opera-
tors do not admit right eigenstates, but ±-superpositions
of each operator with its adjoint yield (anti-)Hermitian
operators that admit well-known distributions as eigen-
states. Superpositions of lowering and raising operators
admit position and momentum states as eigenstates, re-
spectively, while superpositions of the phase operator and
its adjoint admit the cosine and sine states, respectively
[59]. In Appendix D 3, we show that these two sets of
states, when evolved under the Kerr Hamiltonian and
combined with Fock states, make up two more examples
of rigged 2-designs. More generally, since 𝑍 is unitarily
related to 𝑍ei𝜔 via a Fock-space rotation ei𝜔𝑛̂, eigenstates
of a linear combination of 𝑍ei𝜔 and its conjugate should
similarly yield a distinct set of designs for any 𝜔.

We do not provide constructions of useful rigged 3-
designs. As shown with an example in Appendix D 3,
not all simplex 2-designs can be extended to infinite di-
mensions. Thus, the difficulty in constructing a rigged
3-design lies is finding a simplex 3-design that is well-
behaved enough to be extended to infinite dimensions.
We leave this exciting open question for future work.

V. REGULARIZED RIGGED DESIGNS

Our rigged designs consist of non-normalizable states,
but some applications require approximate versions of
such designs that consist of physical quantum states. One
way to approximate is to simply truncate the Fock space,
corresponding to a hard or maximum-energy cutoff. This
brings us back to finite dimensions, reducing rigged de-
signs to ordinary quantum state designs. Another way,
possible only with our infinite-dimensional formulation,
is to impose a soft or average-energy cutoff that main-
tains the ability for states to have infinite support in Fock
space. Both cutoffs can be encompassed in a general reg-
ularization formalism.

Let the regularizer 𝑅 be a positive-semidefinite opera-
tor that yields a corresponding “regularized projector”

Π
(𝑅)
𝑡 := 𝑅⊗𝑡Π𝑡𝑅

⊗𝑡 such that TrΠ
(𝑅)
𝑡 <∞ . (18)

The two aforementioned energy cutoffs correspond, re-

spectively, to regularizers

𝑅 =

{︃
𝑃𝑑 :=

∑︀𝑑−1
𝑛=0 |𝑛⟩⟨𝑛| hard cutoff, 𝑑 ∈ N0

𝑅𝛽 := e−𝛽𝑛̂ soft cutoff, 𝛽 > 0
, (19)

but our formalism allows for more general 𝑅. We con-
struct regularized designs by applying a regularizer to
elements of a rigged design.

Suppose (𝑋,Σ, 𝜇) is a rigged 𝑡-design satisfying 𝛼𝑡 = 1.
Regularization by an appropriate regularizer, such as 𝑅𝛽
and 𝑃𝑑, converts 𝑋 into a set of normalized states

𝑌 := {|𝜓⟩ = 𝑅 |𝜒⟩ / ‖𝑅 |𝜒⟩‖ | |𝜒⟩ ∈ 𝑋} , (20)

with corresponding 𝜎-algebra Σ𝑌 and measure

d𝜈(|𝜓⟩) = d𝜇(𝜒) · ‖𝑅 |𝜒⟩‖2𝑡 /TrΠ(𝑅)
𝑡 . (21)

These regularized designs average to Π
(𝑅)
𝑡 /TrΠ

(𝑅)
𝑡 in-

stead of Π𝑡,∫︁
𝑌

(|𝜓⟩⟨𝜓|)⊗𝑡 d𝜈(𝜓) =
∫︁
𝑋

(𝑅 |𝜒⟩⟨𝜒|𝑅)⊗𝑡 d𝜇(𝜒)

TrΠ
(𝑅)
𝑡

=
Π

(𝑅)
𝑡

TrΠ
(𝑅)
𝑡

. (22)

The use of normalized states allows us to promote
𝑌 to a probability space. By taking the trace of both
sides of Eq. (22) and applying assumption (18), we
see that the measure 𝜈 is automatically normalized,
1 =

∫︀
𝑌
⟨𝜓|𝜓⟩𝑡 d𝜈(𝜓) = 𝜈(𝑌 ). This allows us to express∫︀

𝑌
(·) d𝜈(𝜓) as a statistical expectation E𝜓∈𝑌 (·) of states

in 𝑌 sampled according to the distribution defined by 𝜈
(see Appendix D 4 for details). This yields the definition
below, with a related definition of regularized CV unitary
designs provided in Appendix D 7.

Definition 5. Let 𝑌 ⊂ 𝐿2(R). The probability space
(𝑌,Σ𝑌 , 𝜈) is called an 𝑅-regularized rigged 𝑡-design if

E
𝜓∈𝑌

(|𝜓⟩⟨𝜓|)⊗𝑡 = Π
(𝑅)
𝑡

TrΠ
(𝑅)
𝑡

. (23)

Analogous to the discussion below Definitions 1 and 4,
there is again an alternative motivation for Definition 5
that we detail in Appendix D 5. Recall that an infi-
nite product of zero-mean, unit-variance Gaussian mea-
sures on C∞ forms a rigged 𝑡-design. We show in Ap-
pendix D5 that if the variance of the 𝑖th measure is in-
stead 𝜆𝑖 such that the diagonal operator 𝑅𝑖𝑖 = 𝜆𝑖 is trace
class (

∑︀
𝑖 𝜆𝑖 < ∞), then the resulting measure space is

a
√
𝑅-regularized rigged 𝑡-design for any 𝑡 ∈ N. Impor-

tantly, with this measure, C∞ ∖ 𝐿2(R) has measure zero
in C∞ so that the design is a measure space over 𝐿2(R)
as desired.

We now consider regularizing the Fock-state and
Kerred phase-state design (17) with the soft-energy cut-
off 𝑅 = 𝑅𝛽 = e−𝛽𝑛̂ (19). Denote the regularized Kerred
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phase states (a.k.a. phase coherent states [110]) as

|𝜃⟩𝜙 :=
𝑅𝛽 |𝜃⟩𝜙
‖𝑅𝛽 |𝜃⟩𝜙‖

=
√︀
1− e−2𝛽

∞∑︁
𝑛=0

e−𝛽𝑛+i𝜃𝑛+i𝜙𝑛2 |𝑛⟩ ,

(24)
such that ‖|𝜃⟩𝜙‖ = 1. Then it follows that

∑︁
𝑛∈N0

𝑤𝑛 |𝑛⟩⟨𝑛|⊗2
+ 𝑓𝛽

∫︁
𝜙|𝜃⟩⟨𝜃|⊗2

𝜙 d𝜃 d𝜙 =
Π

(𝑅𝛽)
2

TrΠ
(𝑅𝛽)
2

,

(25)

where the limit of integration for both 𝜃 and 𝜙 is [−𝜋, 𝜋],
𝑓𝛽 := cosh𝛽/(e𝛽(2𝜋)2), and 𝑤𝑛 = 4 sinh2 𝛽 cosh 𝛽

e𝛽(4𝑛+3) .
Given a fixed average-energy constraint 𝐸, it is natural

to define an energy-constrained state design consisting of
states {𝜓}, such that each state in the design satisfies
Tr(𝑛̂𝜓) ≤ 𝐸. Our regularized-rigged design does not sat-
isfy this condition explicitly as it contains Fock states |𝑛⟩
with 𝑛 > 𝐸, as shown in Eq. (25). However, the contribu-
tion of large 𝑛 terms is suppressed by the 𝑤𝑛 coefficient
in Eq. (25), which decays exponentially with 𝑛. Thus,
our regularized-rigged designs are good approximations
to energy-constrained state designs. It is an interest-
ing open question to further develop the framework for
energy-constrained state designs; we make some headway
in this direction by formulating constrained integration
in Appendix C 6, albeit for the finite-dimensional case.

As another example, we show in Appendix D 6 that
displaced Fock states form regularized 2-designs for
which the regularizer is the maximum-energy cutoff from
Eq. (19), granted that we are allowed to use negative
weights in the combination.

An important feature not inherited from the finite-
dimensional case is that, in general, an 𝑅-regularized
rigged 𝑡-design is not an 𝑅-regularized rigged (𝑡 − 1)-
design. For example, if 𝑌 is an 𝑅-regularized rigged 2-
design, then

E
𝜓∈𝑌

|𝜓⟩⟨𝜓| = Π
(𝑅)
1

2TrΠ
(𝑅)
2

(︀
(Tr𝑅2)1+𝑅2

)︀
̸= Π

(𝑅)
1

TrΠ
(𝑅)
1

,

(26)
violating Eq. (23) for 𝑡 = 1. Similarly, if 𝑌 is an 𝑅-
regularized rigged 3-design, then

E
𝜓∈𝑌

(|𝜓⟩⟨𝜓|)⊗2 =
Π

(𝑅)
2

3TrΠ
(𝑅)
3

×
(︂
(Tr𝑅2)1⊗ 1+ 1⊗𝑅2 +𝑅2 ⊗ 1

)︂ (27)

instead of Π(𝑅)
2 /TrΠ

(𝑅)
2 .

Notice that, as 𝑅 gets closer to the identity in Eqs. (26)
and (27), Tr𝑅2 dominates the remaining terms. This be-
havior holds for general 𝑡. As described further in Ap-
pendix D 4, if 𝑌 is an 𝑅-regularized rigged 𝑡-design, then
it is almost an 𝑅-regularized rigged (𝑡− 1)-design in the

sense that

E
𝜓∈𝑌

(|𝜓⟩⟨𝜓|)⊗(𝑡−1) ≈ Π
(𝑅)
𝑡−1

TrΠ
(𝑅)
𝑡−1

(︀
1 +𝑂

(︀
1/Tr𝑅2

)︀)︀
. (28)

We conclude this section by generalizing the frame po-
tential from finite dimensions [16, 17, 74] to regularized
rigged 𝑡-designs. For a positive definite (and therefore
invertible) regularizer 𝑅, we define the frame potential
of an ensemble 𝒢 over unit vectors in 𝐿2(R) to be

𝑉
(𝑅)
𝑡 (𝒢) := E

𝜓,𝜑∈𝒢

⃒⃒
⟨𝜓|𝑅−1 |𝜑⟩

⃒⃒2𝑡
. (29)

In Appendix D 4 a, we prove the following proposition
regarding the frame potential.

Proposition 6. Let 𝑅 be positive definite. For any en-
semble 𝒢,

𝑉
(𝑅)
𝑡 (𝒢) ≥ 1

TrΠ
(𝑅)
𝑡

, (30)

with equality if and only if 𝒢 is an 𝑅-regularized rigged
𝑡-design.

Note the presence of the 𝑅−1 in Eq. (29). We
will see something similar in Section VIC, where we
find that finite-dimensional formulas nicely generalize to
infinite-dimensions by introducing factors of 𝑅−1 to 𝑅-
regularized rigged designs.

VI. APPLICATIONS OF RIGGED DESIGNS

In Section VIA, we develop a shadow tomography pro-
tocol for CV systems based on rigged CV designs. In
Section VIB, we show how such CV rigged shadows can
be used for entanglement verification. In Section VIC,
we develop the notion of the average fidelity of a CV
quantum channel by using regularized-rigged 2-designs,
relate this fidelity to the CV entanglement fidelity, and
compare various fidelities for the case of the pure loss
channel.

A. Design-based CV shadows

The main idea behind finite-dimensional shadow to-
mography protocols is to perform random measurements
of an unknown state to create classical snapshots through
which many properties of the same unknown state can be
efficiently predicted [25–28]. One can perform 𝑂(log𝑀)
random measurements of an unknown state 𝜌 to accu-
rately predict the expectation values of 𝑀 different ob-
servables with high probability. Each measurement for
one such protocol yields a shadow of the form 3|𝑒⟩⟨𝑒| − 𝐼
on each qubit of the system, where 𝑒 is an eigenstate of
one of the qubit Pauli matrices, and 𝐼 is the two-by-two
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identity. The number of measurements needed is inde-
pendent of the dimension of the Hilbert space, a property
that can be proven using designs [26].

Shadow tomography can be framed in terms of
informationally-complete positive operator-valued mea-
sures (POVMs), which include quantum state (𝑡 ≥ 2)-
designs [111]. The concept of POVMs extends to infinite
dimensions in such a powerful way that POVM elements
can even be tempered distributions [65; 82, Appx. A].
Such POVMs are widely used. For example, homo-
dyne measurements correspond to measurements in the
position-state POVM or its rotated counterparts [112],
while measuring in the phase-state POVM is optimal
for determining the angle induced by a phase-space rota-
tion [65, Sec. 3.9].

Utilizing rigged designs as infinite-dimensional
POVMs, we develop a CV shadow tomography protocol
(see Appendix E 1 for more details). Here, our goal
is to determine ⟨𝒪𝑗⟩ := Tr(𝜌𝒪𝑗) for a collection of
𝑀 single-mode observables 𝒪1, . . . ,𝒪𝑀 , where 𝜌 is an
unknown infinite-dimensional state which we can access
on a quantum device. We first describe a protocol
utilizing a rigged 3-design, and then describe a protocol
utilizing a rigged 2-design such as the one constructed
in Eq. (17). The former case is slightly more general
and easier to describe, but we have not yet constructed
useful rigged 3-designs. We leave this question for future
work.

1. CV shadows with rigged three-designs

Let (𝑋,Σ, 𝜇) denote a rigged 3-design, which implies
that

∫︀
𝑋
(|𝜒⟩⟨𝜒|)⊗𝑡 d𝜇(𝜒) = 𝛼𝑡Π𝑡 for 𝑡 ∈ {1, 2, 3} and 𝛼𝑡 ∈

(0,∞). Without loss of generality, let 𝛼1 = 1, rescaling
the measure 𝜇 if necessary. Then, it follows that the
design resolves the identity,∫︁

𝑋

|𝜒⟩⟨𝜒|d𝜇(𝜒) = 1 , (31)

and therefore, 𝜈 : 𝐴 ↦→
∫︀
𝐴
|𝜒⟩⟨𝜒|d𝜇(𝜒) is a POVM.

Recall that a POVM maps subsets, which correspond
to collections of measurement outcomes, to bounded,
nonnegative self-adjoint operators (see Appendix B 1 for
a measure theory review and Appendix E 1 for a short re-
view on POVMs). Sampling from such a POVM results
in sampling measurement outcomes from the probability
measure 𝜇′ : 𝐴 ↦→ Tr(𝜌𝜈(𝐴)). We denote the measure-
ment outcome corresponding to 𝜒 as 𝑐(𝜒) that we then
store on a classical computer.

Suppose that we measure 𝑁 times from 𝜇′, resulting in
outputs {𝑐(𝜒1), . . . , 𝑐(𝜒𝑁 )}. Each of these outputs corre-
sponds to a CV shadow

𝜌𝑖 :=
2

𝛼2
|𝜒𝑖⟩⟨𝜒𝑖| − 1 . (32)

Note that |𝜒𝑖⟩ is not generally a physical quantum state
but instead a tempered distribution. Fortunately, this is

unimportant, since we are simply storing a description of
|𝜒𝑖⟩ on a classical computer.

Using the classical snapshot and the classical descrip-
tion of observables 𝒪𝑗 , one can compute

𝑜𝑗 :=
1

𝑁

𝑁∑︁
𝑖=1

Tr(𝜌𝑖𝒪𝑗) . (33)

On average, this yields the right answer: by the rigged
2-design property of 𝑋, E[𝑜𝑗 ] = ⟨𝒪𝑗⟩, where the expec-
tation value is taken over measurement outcomes. More-
over, convergence to the right answer depends only on
the features of 𝒪𝑗 : using the rigged 3-design property
of 𝑋, we find that Var(𝑜𝑗) = 𝑂

(︁
(Tr|𝒪𝑗 |)2

𝑁

)︁
in the large-

𝑁 limit (see Appendix E 1 for details). We perform the
aforementioned procedure 𝐾 times, resulting in a collec-
tion 𝐶𝑗 = {𝑜(1)𝑗 , . . . , 𝑜

(𝐾)
𝑗 }. Following Ref. [26, Thm. 1],

for each 𝑗, the median of 𝐶𝑗 is within 𝜀 of ⟨𝒪𝑗⟩ with
probability at least 1− 𝛿 provided that

𝑁 = 𝑂

(︂
1

𝜀2
(max

𝑗
Tr |𝒪𝑗 |)2

)︂
, (34a)

𝐾 = 𝑂(log(𝑀/𝛿)) . (34b)

In other words, using a shadow tomography procedure
with a rigged 3-design, we can accurately determine the
expectation values of 𝑀 observables using only ∼ log𝑀
measurements, provided that each observable 𝒪𝑗 is rea-
sonably well-behaved; that is, provided that max𝑗 Tr |𝒪𝑗 |
is not too large.

2. CV shadows with rigged two-designs

If we had only used a rigged 2-design in the above pro-
tocol, we would still have that E[𝑜𝑗 ] = ⟨𝒪𝑗⟩. For certain
observables 𝒪𝑗 , we can show that a rigged 2-design is
sufficient to give reasonable bounds on the variance by
following an analogous result in finite dimensions from
Ref. [111].

As before, suppose we have a collection of 𝑁 shadows
𝜌1, . . . , 𝜌𝑁 sampled from the POVM defined by the rigged
2-design, yielding estimates 𝑜𝑗 (33). We pick observables
that satisfy

𝑐 < Tr(𝜌𝑖𝒪𝑗) < 𝑑 (35)

for some 𝑐 < 𝑑 ∈ R almost surely for every shadow 𝜌𝑖.
Then, to achieve a success probability of at least 1 − 𝛿
and maximum additive error 𝜀, we need only

𝑁 ≥ log

(︂
2𝑀

𝛿

)︂
(𝑑− 𝑐)2

2𝜀2
(36)

shadows to determine ⟨𝒪𝑗⟩ for each 1 ≤ 𝑗 ≤𝑀 .
For concreteness, we consider a simple example of the

rigged 2-design shadow protocol. Let each observable 𝒪𝑗
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be of the form 𝒪𝑗 = |𝑎𝑗⟩⟨𝑏𝑗 |+ |𝑏𝑗⟩⟨𝑎𝑗 | for 𝑎𝑗 , 𝑏𝑗 ∈ N0. We
use the rigged 2-design from Eq. (17) consisting of Fock
states and Kerred phase states. The explicit sampling
step for this procedure is worked out in Appendix E 1 c.
Using the explicit form of |𝜃⟩𝜙, it follows that for any
possible shadow 𝜌𝑖 coming from this design, |Tr(𝜌𝑖𝒪𝑗)| <
1/5. Therefore, to determine the 𝑀 observables {𝒪𝑗} to
a maximum additive error 𝜀 with success probability at
least 1− 𝛿, we need only

𝑁 ≥ log

(︂
2𝑀

𝛿

)︂
2

25𝜀2
(37)

measurements.

B. Entanglement verification

In finite dimensions, classical shadows of a quantum
state allows for the checking of many entanglement wit-
nesses on that state [26]. Indeed, the same result holds
for design-based CV shadows.

From Ref. [113, Thm. 2.2], for infinite-dimensional
states 𝜌, 𝜌 is entangled if and only if there exists a
finite-rank operator 𝐴 and a real number 𝛼 such that
𝛼 + Tr(𝜌𝐴) < 0 and 𝛼 + Tr(𝜎𝐴) ≥ 0 for all separable
states 𝜎. Since 𝐴 is finite rank, the expectation value of
𝐴 with respect to a rigged shadow is finite even though
the rigged shadow is not a normalizable quantum state.
Hence, the use of rigged shadows (obtained from very
few measurements of 𝜌) allows one to test many candi-
date witnesses 𝐴 in order to determine if 𝜌 is entangled.

C. Fidelities of CV quantum channels

We develop the notions of the average fidelity of a
continuous-variable (CV) quantum channel as well as
their relationship to the CV entanglement fidelity. Such
notions require approximate (i.e., regularized) versions
of our rigged designs. We work out the case of a gen-
eral positive semi-definite regularizer 𝑅, but note that
the reader should keep in mind the two physically rele-
vant hard- and soft-energy cases (19), corresponding to
𝑅 = 𝑃𝑑 :=

∑︀𝑑−1
𝑛=0 |𝑛⟩⟨𝑛| and 𝑅 = 𝑅𝛽 := e−𝛽𝑛̂, respec-

tively. Finally, we benchmark the performance of a dis-
placement operation by evaluating various fidelities for
the case of the loss channel in Section VIC 3.

1. Average fidelity of CV quantum channels

In a 𝑑-dimensional Hilbert space, quantum states be-
long to a compact space CP𝑑−1. Therefore, one can define
quantities that are averaged over all quantum states. In
particular, for a quantum channel 𝒟, the average channel

fidelity is defined as [23, 34–38]

𝐹 (𝒟) :=

∫︁
CP𝑑−1

⟨𝜓| 𝒟(|𝜓⟩⟨𝜓|) |𝜓⟩d𝜓, (38)

quantifying how close 𝒟 is to an identity channel on av-
erage. Due to non-existence of a standard measure on
infinite-dimensional space, as discussed in Section III,
this formula cannot be extended to CV systems.

Since there are exactly two copies of |𝜓⟩⟨𝜓| in the
integrand for the average fidelity, the integral over all
states can be substituted with an average over any state
2-design 𝑋 using Eqs. (4-5),

𝐹 (𝒟) = E
𝜓∈𝑋

⟨𝜓| 𝒟(|𝜓⟩⟨𝜓|) |𝜓⟩ . (39)

The design provides a more manageable sample of states
that is useful for estimating the average fidelity of quan-
tum operations [23, 30–33]. This formula can be ex-
tended to infinite dimensions using normalized (i.e., reg-
ularized) versions of our rigged designs from Section V.

Let 𝑌 denote a regularized-rigged 2-design with a gen-
eral positive semi-definite regularizer 𝑅. There is more
than one way to generalize the average fidelity from the
finite-dimensional case, and we consider two average-
fidelity quantities defined for a CV channel 𝒟,

𝐹
(𝑅)

1 (𝒟) := 𝑁𝑅 E
𝜓∈𝑌

⟨𝜓|𝑅+𝒟(𝜓)𝑅+ |𝜓⟩ , (40a)

𝐹
(𝑅)

2 (𝒟) := E
𝜓∈𝑌

⟨𝜓| 𝒟(𝜓) |𝜓⟩ , (40b)

where we use the short-hand notation 𝒟(𝜓) = 𝒟(|𝜓⟩⟨𝜓|),
and where the constant 𝑁𝑅 = Tr𝑅4+(Tr𝑅2)2

Tr𝑅2+(Tr𝑅)2 . The sec-
ond quantity faithfully uses two copies of the normalized
state projections |𝜓⟩⟨𝜓| sampled from the design, while
the first can revert one copy back to its non-normalizable
version using the Moore-Penrose inverse 𝑅+ of the regu-
larizer.

As a sanity check, let us employ a hard-energy cut-
off and plug in the regularizer 𝑅 = 𝑃𝑑 =

∑︀𝑑−1
𝑛=0 |𝑛⟩⟨𝑛|

from Eq. (19) into Eq. (40). This essentially recovers the
finite-dimensional case. Since the Moore-Penrose inverse
of a projector is itself, the two average-fidelity quanti-
ties are equal for this case. Moreover, if 𝒟 is trace-
preserving for states within the subspace defined by 𝑃𝑑,
then 𝐹

(𝑃𝑑)

1 (𝒟) = 𝐹
(𝑃𝑑)

2 (𝒟) = 𝐹 (𝒟), recovering the finite-
dimensional design-based average fidelity from Eq. (39).

In a setting relevant to CV states enjoying infinite sup-
port, such as coherent or squeezed states, one should
consider a regularizer with no zero eigenvalues. We
prove in Appendix E 2 that an 𝑅-regularized rigged 2-
design is informationally-complete for states on the entire
Fock space whenever 𝑅 is invertible. Therefore, choosing
𝑅 = 𝑃𝑑 may not be a good approximation of average
fidelity over all CV states.
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2. Average-to-entanglement fidelity relation

In the finite-dimensional case, the entanglement fidelity
for a quantum channel 𝒟 on C𝑑 is [23, 34–36]

𝐹𝑒(𝒟) := ⟨𝜑| (ℐ ⊗ 𝒟)(𝜑) |𝜑⟩ , (41)

where |𝜑⟩ := 1√
𝑑

∑︀𝑑−1
𝑛=0 |𝑛⟩ ⊗ |𝑛⟩ denotes a maximally en-

tangled state, and ℐ is the identity channel. This fidelity
quantifies how well entanglement with a reference sys-
tem is preserved by 𝒟. We refer the reader to Ref. [114,
Ap. A] for a nice review of the utility of the entangle-
ment fidelity. The entanglement fidelity is related to the
average fidelity by the following simple formula [35, 36]

𝐹 (𝒟) =
𝑑𝐹𝑒(𝒟) + 1

𝑑+ 1
. (42)

We can similarly relate our average-fidelity relations (40)
to a CV version of entanglement fidelity.

Maximally entangled states become non-normalizable
as 𝑑→ ∞, meaning that CV versions of such states also
have to be regularized in order to define an analogous
fidelity. We require that 𝑅 be diagonal in the Fock-state
basis and define the regularized state

|𝜑𝑅⟩ :=
1√
Tr𝑅

(𝑅1/4 ⊗𝑅1/4)
∑︁
𝑛∈N0

|𝑛⟩ ⊗ |𝑛⟩ , (43)

a purification of the regularizer state

𝜌𝑅 := Tr2(|𝜑𝑅⟩⟨𝜑𝑅|) = 𝑅/Tr𝑅 . (44)

The 𝑅-regularized CV entanglement fidelity of a channel
𝒟 is then

𝐹 (𝑅)
𝑒 (𝒟) := ⟨𝜑𝑅| (ℐ ⊗ 𝒟)(𝜑𝑅) |𝜑𝑅⟩ . (45)

In Appendix E 2, we show that both CV average-
fidelity quantities from Eq. (40) are related to the CV
entanglement fidelity (45) as

𝐹
(𝑅)

1 (𝒟) =
𝑑𝑅𝐹

(𝑅)
𝑒 (𝒟) + Tr[𝒟(𝜌𝑅2)𝑅𝑅+]

𝑑𝑅 + 1
, (46a)

𝐹
(
√
𝑅)

2 (𝒟) =
𝑑𝑅𝐹

(𝑅)
𝑒 (𝒟) + 𝑑𝑅 Tr[𝒟(𝜌𝑅)𝜌𝑅]

𝑑𝑅 + 1
. (46b)

Since we are assuming 𝑅 is diagonal, 𝑅𝑅+ is simply a
projector onto the subspace for which 𝑅 has support.
For invertible 𝑅, this subspace is the whole space so that
𝑅𝑅+ = 1, and therefore Eq. (46a) yields a CV general-
ization of the finite-dimensional average-to-entanglement
fidelity relation (42):

𝐹
(𝑅)

1 (𝒟) =
𝑑𝑅𝐹

(𝑅)
𝑒 (𝒟) + 1

𝑑𝑅 + 1
, (47)

where the effective dimension dictated by the regularizer
is the inverse purity of the regularizer state (44),

𝑑𝑅 := 1/Tr 𝜌2𝑅 = (Tr𝑅)2/Tr𝑅2 . (48)

This effective dimension in the infinite-dimensional case
plays the role of, and reduces to, the actual dimension in
the finite-dimensional case.

The above general formulation reduces to a more phys-
ically relevant one when the soft-energy cutoff 𝑅 = 𝑅𝛽 =
e−𝛽𝑛̂ (19) is used as the regularizer. The state |𝜑𝑅⟩
(43) becomes a Gaussian two-mode squeezed vacuum
state (a.k.a. thermofield double) with squeezing param-
eter 𝑟 = log[ 1+e−𝛽/2√

1−e−𝛽
] [98], while the regularizer state

(44) becomes a thermal state whose “inverse tempera-
ture” 𝛽 > 0 sets the energy scale of states involved in the
regularization. The effective dimension (48) becomes

𝑑𝑅 = 2Tr(𝜌𝑅𝑛̂) + 1 , (49)

directly related to the mean energy of the thermal state.
Similar energy-dependent factors also replace dimensions
in studies of uniform continuity for quantum entropies
[78] as well as bounds on energy-constrained capacities of
Gaussian channels [79]. Since |𝜑𝑅⟩ is a Gaussian state,
the corresponding CV entanglement fidelity may be ex-
tractable via reasonable experimental protocols [88, 89].

As for more general 𝑅, we emphasize that Eqs. (46)
and (47) only hold as is when 𝑅 is diagonal in the {|𝑛⟩}
basis even though Eq. (40) is well-defined even when 𝑅
is not diagonal. Of course, one has the freedom to ar-
bitrarily choose the basis with respect to which the CV
entanglement fidelity is defined, so 𝑅 being diagonal is
not a substantial restriction.

Recall in Eq. (29) and Proposition 6, we saw that in-
troducing factors of 𝑅−1 into a definition of frame poten-
tial resulted in finite-dimensional formulae nicely gener-
alizing to infinite-dimensions. We again see this effect
present in Eq. (47). The definition of 𝐹

(𝑅)

1 utilizes fac-
tors of 𝑅−1 while 𝐹

(𝑅)

2 does not. As a consequence, the
finite-dimensional relation (42) involving 𝐹 and 𝐹𝑒 very
closely matches the infinite-dimensional relation (47) in-
volving 𝐹

(𝑅)

1 and 𝐹
(𝑅)
𝑒 , whereas the relation involving

𝐹
(𝑅)

2 and 𝐹 (𝑅)
𝑒 (46b) contains a factor not present in the

finite-dimensional case.

3. Fidelity benchmarks for displacement operations

We compare the fidelity quantities introduced in this
section to known quantities for the case of the pure loss
channel, 𝒟 = ℒ𝜅 [115], with transmissitivity 𝜅 ∈ [0, 1].
This case is relevant to benchmarking the performance
of displacement operations that are implemented via a
non-ideal two-mode beam-splitter, with the transmissiv-
ity characterizing the degree of nonideality [92, 116]. All
quantities described below are computed analytically in
Appendix E 2 a.

In order to put all quantities on as equal of a footing,
we set them to be a function of a fixed energy scale 𝑛̄ us-
ing the following convention (with other choices possible).
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FIG. 2. Various fidelity benchmarks for the pure-loss channel ℒ𝜅 plotted vs the channel’s transmissitivity 𝜅, with the energy-
constrained parameter 𝑛̄ = 4, and all other fidelity parameters being functions of 𝑛̄ according to Eq. (50). (a) Comparison of
fidelities that utilize a reference mode: the CV entanglement fidelity 𝐹𝑒 (45) with soft- and hard-energy constraints (19) as well
as the minimum energy-constrained entanglement fidelity 𝐹min (51). (b) Comparison of our three average-fidelity quantities —
the soft-energy constrained average fidelities 𝐹 (𝑅𝛽)

1 (46a) and 𝐹
(𝑅𝛽/2)

2 (46b) as well as the hard-energy constrained case 𝐹 (𝑃𝑑)
1,2

— with the fidelity 𝐹 𝑛̄
coh (52) calculated by averaging over an ensemble of coherent states. The qualitatively different behavior

of the coherent-state fidelity suggests that it may not be a good approximation to averages over CV states.

For the soft- and hard-energy regularizers, 𝑅𝛽 = 𝑒−𝛽𝑛̂

and 𝑃𝑑 =
∑︀𝑑−1
𝑛=0 |𝑛⟩⟨𝑛| (19), respectively, we set

𝛽 = log(1 + 1/𝑛̄) and 𝑑 = ⌊𝑛̄⌋+ 1 . (50)

The soft-energy cutoff then corresponds to an average
energy of 𝑛̄ for the regularizer thermal state (44) and an
effective dimension 𝑑𝑅 = 2𝑛̄+ 1 (49).

Our first comparison is between all fidelities that utilize
a reference mode. This comparison is between the CV en-
tanglement fidelity (45), with either soft- or hard-energy
regularization, and its minimum energy-constrained ver-
sion [92, 117]

𝐹
(𝑛̄)

min(ℒ𝜅) := min
𝜓𝐸𝐴:Tr(𝑛̂𝐴𝜓𝐴)≤𝑛̄

⟨𝜓| ℒ𝜅(𝜓𝐸𝐴) |𝜓⟩𝐸𝐴 , (51)

consisting of an optimization of the CV entanglement
fidelity over all input states whose average energy on the
mode acted on by the channel is bounded by 𝑛̄.

The three reference-mode fidelities {𝐹 (𝑃𝑑)
𝑒 , 𝐹

(𝑅𝛽)
𝑒 ,

𝐹
(𝑛̄)
min} are plotted for 𝑛̄ = 4 and all transmissivities
𝜅 ∈ [0, 1] in Fig. 2(a). All quantities decrease in simi-
lar fashion with decreasing transmissitivy, with the soft-
energy fidelity following the scaling of the minimum case
slightly better than the hard-energy fidelity near unity
transmissitivity. Due to the parameterization picked in
Eq. (50), the entanglement fidelities for the two energy
constraints are equal for zero transmissivity, 𝐹 (𝑃𝑑)

𝑒 =

𝐹
(𝑅𝛽)
𝑒 = 1/(𝑛̄+ 1)2 at 𝜅 = 0.
Our second comparison is between fidelities that do

not utilize a reference mode. This set includes both of

our CV average fidelities from (40), each with either a
soft- or a hard-energy constraint. These are related to
the entanglement fidelity of a CV channel via Eqs. (46a)
and (46b), respectively. Since the pure-loss channel is
trace preserving on the subspace defined by 𝑃𝑑, two of
these four fidelities are equal in the case of the hard-
energy constraint, 𝐹

(𝑃𝑑)

1 = 𝐹
(𝑃𝑑)

2 =: 𝐹
(𝑃𝑑)

1,2 . This com-
parison also includes the average fidelity of the pure-loss
channel over an ensemble of coherent states,

𝐹
(𝑛̄)

coh(ℒ𝜅) :=
∫︁
C
𝑝(𝛼) ⟨𝛼| ℒ𝜅(𝛼) |𝛼⟩d2𝛼, (52)

where |𝛼⟩ denotes the coherent state specified by 𝛼 ∈ C.
We choose the density function to be 𝑝(𝛼) = 1

𝜋𝑛̄e
−|𝛼|2/𝑛̄

to ensure that the average occupation number of the en-
semble of coherent states is

∫︀
C 𝑝(𝛼) |𝛼|

2
d2𝛼 = 𝑛̄.

The four average-fidelity quantities {𝐹 (𝑃𝑑)

1,2 , 𝐹
(𝑅𝛽)

1 ,

𝐹
(𝑅𝛽/2)

2 , 𝐹
(𝑛̄)

coh} are plotted for 𝑛̄ = 4 and all transmissivi-
ties 𝜅 in Fig. 2(b). Note that the average fidelity over an
ensemble of coherent states does not qualitatively match
the other fidelities. In particular, the concavity of 𝐹 coh

near unity transmissivity is different from the other fi-
delity quantities. This may be related to the fact that
an ensemble of coherent states only forms a CV 1-design,
whereas the other fidelities are defined with respect to
various notions of 2-designs. This result suggests that
the coherent-state average may not be a useful approxi-
mation for an average over all CV states.
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VII. CONCLUSION

In this work, we study quantum state designs in finite
and infinite dimensions. In finite dimensions, we review
a method for constructing complex-projective designs us-
ing simplex and torus designs. In particular, we establish
a relationship between torus designs and complete sets of
mutually unbiased bases.

We then prove a no-go theorem implying that a naïve
extension of the definition of state designs to infinite di-
mensions fails. Similarly, we prove that CV unitary 𝑡-
designs do not exist for any 𝑡 ≥ 2. Prior to our work,
it was proven [51] (argued [57]) that Gaussian resources
are not sufficient to form CV state (unitary) designs. Our
no-go theorem establishes a stronger result implying that
even non-Gaussian resources are not sufficient to form
CV designs.

The lack of CV designs is due to a restriction to us-
ing only normalizable states. We successfully extend the
notion of state designs to infinite dimensions by propos-
ing a new definition of CV state designs using non-
normalizable states. These non-normalizable states be-
long to a rigged Hilbert space, and we provide various
constructions of such rigged 2-designs consisting of Fock
states and oscillator phase states [58–62, 65] subject to
Kerr-Hamiltonian evolution.

As an application of rigged designs, we extended the
formalism of shadow tomography [25–28] to CV systems.
We show that our rigged 2-designs and, if useful ones
exist, rigged 3-designs can yield efficient shadow-based
protocols. It is an interesting direction to experimen-
tally implement our design-based CV shadow tomogra-
phy protocol based on rigged 2-designs and compare it
with other protocols based on homodyne or heterodyne
measurements [112], which can also be formulated within
a shadow-like framework (albeit without the use of de-
signs) [67]. The POVMs defined by the rigged 2-designs
that we constructed are highly non-Gaussian. It is an
exciting open theoretical and experimental direction to
develop techniques to measure from such POVMs.

We construct approximate CV designs by regularizing
the elements of rigged designs. These regularized-rigged
designs consist of physical quantum states and therefore
can be used to define information-theoretic quantities,
such as fidelities, for CV quantum channels. In particu-
lar, we define various notions of the average fidelity of
a CV channel. We then establish a relation between
the average fidelity and the entanglement fidelity of a
CV channel. Our result is a natural generalization of
finite-dimensional formulas [118], where the dimension is
replaced by the effective dimension that depends on the
mean energy of the input state to the channel. It is an in-
teresting open question to develop efficient experimental
methods to prepare states belonging to regularized-rigged
designs introduced in our work. On the theory side, it
may be interesting to determine a relationship between
the energy-constrained diamond distance [80, 81] and the
average fidelity introduced in our work.

As discussed in Section VI C 3, an important applica-
tion of regularized-rigged designs is to estimate the aver-
age fidelity between an ideal unitary and its experimen-
tal approximations. We emphasize again that our results
are applicable directly when analytical expressions of an
ideal unitary gate and its experimental approximation
are known. Instead of estimating the average fidelity over
a subset of states such as coherent states, one can calcu-
late a good approximation of the average fidelity over all
states using our regularized-rigged designs.

We construct rigged and regularized-rigged CV state
2-designs, leaving the interesting question of construct-
ing useful CV state 𝑡-designs for 𝑡 ≥ 3 to future work.
Another interesting direction is to develop the notion of
energy-constrained CV state designs, where each state
in the design satisfies a fixed energy constraint. Our
regularized-rigged state designs are good approximations
of energy-constrained CV state designs.

Our rigged designs are defined on the Hilbert space
𝐿2(R) of a single mode, but can formally be mapped
into any other countably infinite Hilbert space because
all such spaces are isomorphic. A mapping like this from
the single-mode space to the space 𝐿2(R𝑛) of multiple
modes is likely to be physically obscure. An interest-
ing future topic would be to develop designs for other
spaces, such as multiple modes, rotors and rigid bodies
[76], using states natural to those spaces. For example,
we anticipate that designs similar to our Kerred phase-
state designs can be formulated for the space of the pla-
nar rotor, 𝐿2(U(1)) [76, Sec. IV.B]. Similarly, cross-Kerr
interactions [66] may provide a recipe for rigged designs
for multiple modes.

We also prove that CV unitary 𝑡-designs do not exist
for any 𝑡 ≥ 2. A natural research question is whether,
similar to rigged CV state designs, there exists a rea-
sonable notion of CV operator designs. We introduce
one such notion in this work, leaving the interesting and
important question of how to construct such designs to
future work.

Finally, another interesting avenue to explore is that of
designs for function spaces. In Appendix D 5, we showed
how our rigged designs can be interpreted as designs over
infinite-dimensional function spaces. Can this theory be
further generalized to other functional integrals, such as
e.g. path integrals? In particular, in field theories, one is
typically interested in correlators (i.e. polynomials in the
fields) of various degrees; a 𝑡-design is therefore a space
of fields that match all correlators up to degree 𝑡. Can
designs be defined and used in this context? Refs. [119–
122], which contain a small number of cubature rules for
Weiner integrals, may be a useful place to start.
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Appendix A: Pointers to Appendices

In Appendices B to F, we provide proofs of our main results and summarize relevant background material on
continuous-variable (CV) information theory. Appendix B covers relevant definitions from measure theory and prop-
erties of projectors onto the symmetric subspace of a separable Hilbert space. Appendices C 1 and C2 review finite-
dimensional simplex and torus designs. Appendices C 3 to C 5 review complex-projective designs and their relationship
to simplex and torus designs. Using simplex and torus designs, we develop a design formalism for constrained complex-
projective integration in Appendix C 6. To the best of our knowledge, the formalism developed in Appendix C 6 is
novel. Similarly, to the best of our knowledge, Definition 1, Theorem C.9, and Proposition C.11 from Appendix C 2
are new, though we prove in Appendix F that Definition 1 is equivalent to a previous definition given in Ref. [8]. A
relationship between simplex, torus, and complex-projective designs was described Ref. [8]. We further extend on this
relationship in Appendices C 3 to C 5.

Readers who are familiar with finite-dimensional complex-projective designs may wish to begin directly from Ap-
pendix D. Appendices D and E discuss the main results of this paper. In Appendices D 1 and D 2, we prove that CV
state and unitary 𝑡-designs do not exist for 𝑡 > 1. In Appendices D 3 and D 4, we define and construct rigged and
regularized rigged designs, which are generalizations of CV state designs. In Appendix D 5, we discuss an alternative
characterization of CV, rigged, and reguarized rigged designs based on integration over infinite-dimensional Gaussian
measures. In Appendix D 7, using regularized rigged designs, we propose a new definition of an approximate CV
unitary 𝑡-design. In Appendix E 1, we develop the formalism for CV shadows based on rigged designs. We then define
the average fidelity of a CV channel based on regularized rigged designs in Appendix E 2. Finally, in Appendix F, we
establish a relationship between torus 2-designs and complete sets of mutually unbiased bases that, to the best of our
knowledge, had not been previously established.
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Appendix B: Preliminaries

In this section, we summarize some definitions and prior results relevant for the rest of the appendix. We point
readers to [97, 98] and [123] for background on continuous-variable information theory and measure theory, respectively.

Throughout this manuscript, N and N0 denote the sets of positive and non-negative integers, respectively. A 𝑡-fold
Cartesian product N0 × · · · × N0 will be denoted by N𝑡0. Z𝑑 will be the integers modulo 𝑑, Z𝑑 = {0, . . . , 𝑑− 1}.
States: We will consider continuous-variable states (normalized vectors) in the separable infinite dimensional Hilbert
space ℋ = 𝐿2(R). Separable Hilbert spaces, by definition, have a Schauder or Hilbert Space basis; any vector in a
separable Hilbert space can be written as

∑︀∞
𝑛=0 𝛼𝑛 |𝑣𝑛⟩ for some Schauder basis {𝑣𝑛} which is always guaranteed to

exist [124, ch. 17.1]. For concreteness, when discussing an explicit basis, we will use the standard Fock basis on 𝐿2(R),
denoted by {|𝑛⟩ | 𝑛 ∈ N0}. In the position representation, a Fock state |𝑛⟩ is 𝜓𝑛(𝑥) = ⟨𝑥|𝑛⟩ = 𝜋−1/4

√
𝑛!2𝑛

e−𝑥
2/2𝐻𝑛(𝑥),

where 𝐻𝑛 is the 𝑛th Hermite polynomial. We will also consider 𝑑 dimensional qudit states, where the Hilbert space
is C𝑑. We will fix an orthonormal basis of C𝑑 and denote it as {|0⟩ , . . . , |𝑑− 1⟩}. Qudit states belong to complex-
projective space CP𝑑−1, which is described more in Appendix B 1.

m-torus and m-simplex: The 𝑚-torus is denoted by 𝑇𝑚 ∼= [0, 2𝜋)𝑚 = (R/2𝜋Z)𝑚. The unit-normalized Lebesgue
measure on 𝑇𝑚 is given by d𝜑 := 1

(2𝜋)𝑚 d𝜑1 . . . d𝜑𝑚. Moreover, the 𝑚-simplex is defined as

∆𝑚 =

{︃
(𝑝0, . . . , 𝑝𝑚) ∈ [0, 1]𝑚+1|

𝑚∑︁
𝑖=0

𝑝𝑖 = 1

}︃
. (B1)

Any integration over ∆𝑚 can be defined using the unit-normalized Lebesgue measure on ∆𝑚 as follows:∫︁
Δ𝑚

𝑓(𝑝) d𝑝 = 𝑚!

∫︁
[0,1]𝑚+1

𝑓(𝑝0, . . . , 𝑝𝑚)𝛿(1− 𝑝0 − · · · − 𝑝𝑚) d𝑝0 . . . d𝑝𝑚, (B2)

where 𝛿 is the Dirac delta function and 𝑓(𝑝) is any function over 𝑝.

1. Measure theory

In this section, we summarize definitions and key theorems from measure theory. We point readers to [123] for
more details. For a concise introduction to basic concepts in measure theory, we recommend video lectures in [125],
which serves as much of the inspiration for our summary below.

For a finite set 𝑋, the most natural way to assign a measure (i.e. “size” or “volume”) to subsets of 𝑋 is by cardinality.
However, for many applications, this method breaks down for infinitely large sets. Intuitively speaking, measure theory
is a way to generalize the notion of determining the size of a subset to infinitely large sets. To begin, fix a possibly
infinite set 𝑋. We will denote the power set of 𝑋 by 𝒫(𝑋).

To assign generalized “volumes” to subsets of 𝑋, we are looking for a map 𝜇 : Σ → [0,∞], where Σ ⊆ 𝒫(𝑋) is some
collection of subsets of 𝑋. For a subset 𝐴 ⊆ 𝑋, let 𝐴 ∈ Σ. We assign the volume, or measure, of 𝐴 in 𝑋 to be
𝜇(𝐴). Notice that the codomain of 𝜇 is the positive extended real line [0,∞], which we define to be [0,∞) ∪ {∞}.
This notation signifies [0,∞) as the standard nonnegative part of R, and {∞} as the set containing the symbol ∞.
In other words, we include ∞ in the codomain of the measure 𝜇. For all 𝑟 ∈ [0,∞], the symbol ∞ is defined by the
following three rules:

𝑟 +∞ := ∞ , 𝑟 · ∞ :=

{︃
0 if 𝑟 = 0

∞ otherwise ,
∞−∞ undefined . (B3)

The domain Σ of 𝜇 is the collection of all measurable subsets of 𝑋, where a measure is assigned to each element of Σ
by 𝜇. In particular, the collection of measurable sets should satisfy:
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1. ∅, 𝑋 ∈ Σ, i.e., a volume can be assigned to the empty set and the whole set 𝑋.

2. If 𝐴 ∈ Σ, then the complement of 𝐴, 𝐴𝑐 = 𝑋 ∖𝐴, should also be in Σ, i.e., if 𝐴 is measurable, the complement
of 𝐴 should also be measurable.

3. If a countable collection of sets 𝐴𝑖 are in Σ, then their union
⋃︀
𝑖𝐴𝑖 should also be in Σ.

A set Σ ⊆ 𝒫(𝑋) satisfying these aforementioned properties is called a 𝜎-algebra.
Given a set 𝑋 and a 𝜎-algebra Σ on 𝑋, one can then formally define a measure 𝜇 : Σ → [0,∞]. 𝜇 should generalize

the properties of volume, and therefore must satisfy the following two conditions:

1. 𝜇(∅) = 0, i.e., the empty set has zero volume.

2. For any countable collection of pairwise disjoint sets 𝐴𝑗 ∈ Σ, 𝜇(
⋃︀
𝑗 𝐴𝑗) =

∑︀
𝑗 𝜇(𝐴𝑗), i.e., the volume of a region

is the sum of the volumes of its constituents.

The triplet (𝑋,Σ, 𝜇) is called a measure space. A measure 𝜇 on 𝑋 is called 𝜎-finite if 𝑋 is the union of at most
countably many subsets of finite measure. In other words, if their exist a countable collection 𝐴1, 𝐴2, · · · ∈ Σ
such that

⋃︀
𝑗 𝐴𝑗 = 𝑋 and each 𝐴𝑗 satisfies 𝜇(𝐴𝑗) < ∞, then 𝜇 is 𝜎-finite. For example, consider 𝑋 = R, and

𝐴𝑗 = (𝑗 − 1.1, 𝑗 + 0.1) ∪ (−𝑗 − 0.1,−𝑗 + 1.1). The length of each 𝐴𝑗 is 2.4 which is finite, and the countable union
∪𝑗𝐴𝑗 = R. Hence, R with the measure 𝜇((𝑎, 𝑏)) = 𝑏− 𝑎 is 𝜎-finite.

One can show that for many cases of interest, not all subsets can be measurable (i.e. Σ ̸= 𝒫(𝑋)) if the measure is
desired to satisfy certain properties. For example, in the case of 𝑋 = R, we desire the measure to have the properties
𝜇(𝑟 + 𝐴) = 𝜇(𝐴) for all 𝑟 ∈ R and 𝐴 ⊆ 𝑋, and 𝜇([𝑎, 𝑏]) = 𝑏 − 𝑎. One can prove that such a 𝜇 : 𝒫(𝑋) → [0,∞]
cannot exist. Hence, in general, one must restrict the 𝜎-algebra Σ to not be the entire power set. The most important
𝜎-algebra on R is the Borel 𝜎-algebra, which is the smallest 𝜎-algebra that contains all open sets in R equipped with
the standard topology. The most important measure on R is the Lebesgue measure, which satisfies the two properties
above. Given the product of two 𝜎-finite measure spaces, one can define a unique product measure space. Using this
construction, one can construct the Lebesgue measure on R2, and this can be reinterpreted as a Lebesgue measure
on C.

A crucial feature of measure spaces is the concept of 𝜇-almost-everywhere, often abbreviated 𝜇-a.e., or just a.e. if
the measure is clear. A property is said to hold 𝜇-a.e. if it is true everywhere except on a subset that is contained
inside a subset of measure zero. For example, the rationals Q are contained within a measurable subset of measure
zero in the reals R with respect to the Lebesgue measure. In fact, Q is itself measurable. Therefore, the property
that “𝑟 ∈ R is irrational” holds a.e. with respect to the Lebesgue measure. One important property that will show
up often is 𝑓 ≤ 𝑔 a.e. for two measurable functions 𝑓, 𝑔. This means that the set {𝑥 ∈ 𝑋 | 𝑔(𝑥) > 𝑓(𝑥)} is contained
within a measurable set with measure zero.

Between two measure spaces (𝑋1,Σ1, 𝜇1) and (𝑋2,Σ2, 𝜇2), a map 𝑓 : 𝑋1 → 𝑋2 is called measurable if the preimage
of measurable sets is measurable, meaning that 𝑓−1(𝐴2) ∈ Σ1 for all 𝐴2 ∈ Σ2. For 𝑋2 = R with the standard Lebesgue
measure, if a map 𝑓 : 𝑋 → R is measurable then for every 𝑟 ∈ R the preimage 𝑓−1({𝑟}) = {𝑥 ∈ 𝑋1 | 𝑓(𝑥) = 𝑟} is
measurable [123, p. 359-360]. Intuitively, in order to integrate over a function, we must be able to determine the
measure of the domain for which that function takes a certain value. For example, in the case of a bump function
𝑓 : R → R where 𝑓(𝑟) = 𝑐 whenever 𝑟 ∈ 𝐴 and zero otherwise, the integral of 𝑓 is defined as 𝑐𝜇1(𝐴) = 𝑐𝜇1(𝑓

−1({𝑐})).
Therefore, we must require that 𝑓−1({𝑐}) be measurable.

We will now briefly describe the intuition for Lebesgue integration. For a measurable set 𝐴 ∈ Σ, the indicator
function 1l𝐴(𝑥) is defined to be 1 if 𝑥 ∈ 𝐴 and 0 otherwise. A simple function is any function of the form 𝑓sim =∑︀𝑚
𝑖=1 𝛼𝑖1l𝐴𝑖

for each 𝛼𝑖 ∈ R and 𝐴𝑖 ∈ Σ. The Lebesgue integral of 𝑓sim is defined as
∫︀
𝑋
𝑓sim d𝜇 :=

∑︀𝑚
𝑖=1 𝛼𝑖𝜇(𝐴𝑖).

Let 𝒮 denote the set of all simple functions. For a non-simple, nonnegative function 𝑓 , the Lebesgue integral of 𝑓 is
defined as a supremum over all simple functions∫︁

𝑋

𝑓 d𝜇 := sup
𝑓sim∈𝒮

𝑓sim≤𝑓 a.e.

∫︁
𝑋

𝑓sim d𝜇. (B4)

Finally, for a general measurable function 𝑓 , the Lebesgue integral of 𝑓 is defined in terms of the integral of nonneg-
ative functions by

∫︀
𝑋
𝑓 d𝜇 =

∫︀
𝑋
max(0, 𝑓) d𝜇 −

∫︀
𝑋
max(0,−𝑓) d𝜇, and is hence defined only if both max(0, 𝑓) and

max(0,−𝑓) are integrable since ∞−∞ is undefined.
A measurable function 𝑓 is said to be integrable if

∫︀
𝑋
|𝑓 |d𝜇 is finite. One basic fact about Lebesgue integration

is that if 𝑓 ≤ 𝑔 almost everywhere, then
∫︀
𝑋
𝑓 d𝜇 ≤

∫︀
𝑋
𝑔 d𝜇. Also, the integral is linear, so that

∫︀
𝑋
(𝑓 + 𝑔) d𝜇 =∫︀

𝑋
𝑓 d𝜇+

∫︀
𝑋
𝑔 d𝜇. Oftentimes, we will include an integration parameter for clarity. We define the notation∫︁

𝑋

𝑓(𝑥) d𝜇(𝑥) :=

∫︁
𝑋

𝑓 d𝜇 . (B5)



18

The space 𝐿𝑡(𝑋,Σ, 𝜇) is the set measurable functions (identified if they agree almost everywhere) 𝑓 : 𝑋 → R for

which
∫︀
𝑋
|𝑓 |𝑡 d𝜇 <∞. Define the 𝑡-norm to be ‖𝑓‖𝑡 :=

(︁∫︀
𝑋
|𝑓 |𝑡 d𝜇

)︁1/𝑡
. With respect to the 𝑡-norm, 𝐿𝑡(𝑋,Σ, 𝜇) is a

Banach space. 𝐿2(𝑋,Σ, 𝜇) is a Hilbert space with respect to the inner product ⟨𝑓, 𝑔⟩ =
∫︀
𝑋
𝑓𝑔 d𝜇 in the real case, and

similarly in the complex case but with 𝑔 → 𝑔. A bounded sequence in 𝐿𝑡(𝑋,Σ, 𝜇) is a sequence of measurable maps
(𝑓𝑖)𝑖∈N for which ‖𝑓𝑖‖𝑡 < 𝑀 for some finite number 𝑀 ∈ R. When the 𝜎-algebra and measure are clear from context,
we denote 𝐿𝑡(𝑋,Σ, 𝜇) as 𝐿𝑡(𝑋). For example, when 𝐿2(R) is written, the 𝜎-algebra and measure are assumed to be
the standard Borel 𝜎-algebra and Lebesgue measure on R.

Theorems and lemmas

We now state and discuss various theorems that are used in our proofs. First, we review the Lebesgue Dominated
Convergence Theorem, which provides a condition under which a limit can be brought inside of an integral.

Theorem B.1 (Lebesgue Dominated Convergence Theorem [123, Chapter 18.3]). Let (𝑋,Σ, 𝜇) be a measure space
and (𝑓𝑛)𝑛∈N a sequence of measurable functions on 𝑋 for which 𝑓𝑛 → 𝑓 pointwise almost everywhere on 𝑋 and the
function 𝑓 is measurable. Assume there is a nonnegative function 𝑔 that is integrable over 𝑋 and dominates the
sequence (𝑓𝑛)𝑛∈N on 𝑋 in the sense that |𝑓𝑛| ≤ 𝑔 almost everywhere on 𝑋 for all 𝑛. Then 𝑓 is integrable over 𝑋 and
lim𝑛→∞

∫︀
𝑋
𝑓𝑛 d𝜇 =

∫︀
𝑋
𝑓 d𝜇.

As a simple example of the Lebesgue Dominated Convergence Theorem, consider the sequence of functions 𝑓𝑛(𝑥) =
e−𝑛𝑥

2

on R. (𝑓𝑛)𝑛∈N converges pointwise to the zero function, because for every fixed 𝑥, lim𝑛→∞ 𝑓𝑛(𝑥) = 0. Every
𝑓𝑛 is bounded above by 𝑔(𝑥) = e−𝑥

2

for all 𝑥, and the integral of 𝑔 over R is finite. Hence, lim𝑛→∞
∫︀
R 𝑓𝑛 d𝜇 =∫︀

R lim𝑛→∞ 𝑓𝑛 d𝜇 = 0. If we instead just compute the integral, we find that
∫︀
R 𝑓𝑛 d𝜇 =

√︀
𝜋/𝑛, which indeed goes to

zero as 𝑛→ ∞.

Next, we state the Riesz Weak Compactness Theorem, which forms the backbone of our proof that continuous-
variable state 𝑡-designs do not exist for 𝑡 ≥ 2.

Theorem B.2 (Riesz Weak Compactness Theorem [123, Chapter 19.5]). Let (𝑋,Σ, 𝜇) be a 𝜎-finite measure space.
Let 1 < 𝑡 < ∞ and 𝑡′ such that 1/𝑡 + 1/𝑡′ = 1. If (𝑝𝑖)∞𝑖=0 is a bounded sequence in 𝐿𝑡(𝑋) = 𝐿𝑡(𝑋,Σ, 𝜇), then there
exist a subsequence (𝑝𝑖𝑘)

∞
𝑘=0 of (𝑝𝑖)∞𝑖=0 and a function 𝑞 ∈ 𝐿𝑡(𝑋) for which

∀ℎ ∈ 𝐿𝑡
′
(𝑋) : lim

𝑘→∞

∫︁
𝑋

𝑝𝑖𝑘ℎd𝜇 =

∫︁
𝑋

𝑞ℎd𝜇. (B6)

Indeed, this theorem will be the main ingredient in our proof of the non-existence of continuous-variable 𝑡-designs.
Notice that this theorem does not hold for 𝑡 = 1, but rather 𝑡 > 1. This will ultimately be the reason why our proof of
non-existence of continuous-variable state 𝑡-designs only holds for 𝑡 ≥ 2. This is a nice sanity check, since Example D.4
shows explicit examples of continuous-variable state 1-designs. The proof of the Riesz Weak Compactness Theorem
uses that 𝐿𝑡(𝑋) is a reflexive Banach space for all 1 < 𝑡 <∞. For each such 𝑡, 𝐿𝑡

′
(𝑋) is naturally isomorphic to the

dual space of 𝐿𝑡(𝑋). However, 𝐿1(𝑋) is not the dual of 𝐿∞(𝑋). Since the Riesz Weak Compactness Theorem is so
important for this work, we present a simple example to help understand the theorem.

Example B.3. Suppose (𝑓𝑛)𝑛∈N is a sequence of functions 𝑓𝑛 : [0, 1] → R defined by 𝑓𝑛 =
√
𝑛1l[0,1/𝑛] ∈ 𝐿2([0, 1]),

where the indicator function 1l[𝑎,𝑏](𝑥) on an interval [𝑎, 𝑏] is 1 for any 𝑥 in the interval, and 0 elsewhere. The norm of
𝑓𝑛 is ‖𝑓𝑛‖22 =

∫︀
[0,1]

|𝑓𝑛|2 d𝜇 = 𝑛𝜇([0, 1/𝑛]) = 1. Hence, (𝑓𝑛)𝑛∈N is a bounded sequence in 𝐿2([0, 1]). Therefore, there
is a subsequence (𝑓𝑛𝑘

)𝑘∈N and a function 𝑞 ∈ 𝐿2([0, 1]) for which

∀ℎ ∈ 𝐿2([0, 1]) : lim
𝑘→∞

∫︁
[0,1]

𝑓𝑛𝑘
ℎd𝜇 =

∫︁
[0,1]

𝑞ℎd𝜇. (B7)

Consider the constant function ℎ = 1 ∈ 𝐿2([0, 1]). We can explicitly compute the left-hand side to be
lim𝑘→∞

∫︀
[0,1]

√
𝑛𝑘1l[0,1/𝑛𝑘] = lim𝑘→∞

√
𝑛𝑘/𝑛𝑘 = 0. Similarly, one can consider functions ℎ𝑎,𝑏 = 1l[𝑎,𝑏] for any

𝑎 ≤ 𝑏 ∈ [0, 1] and compute the left-hand side to be zero for all choice of 𝑎 and 𝑏. Therefore, it must be that∫︀
[0,1]

𝑞1l[𝑎,𝑏] d𝜇 = 0 for all 𝑎 and 𝑏, meaning that 𝑞 must be zero almost everywhere.
One says that the subsequence (𝑓𝑛𝑘

) converges weakly to 0 in 𝐿2([0, 1]). This is to be contrasted with strong
convergence. If (𝑓𝑛𝑘

) were to converge strongly to 0 in 𝐿2([0, 1]), then lim𝑘→∞
∫︀
[0,1]

|𝑓𝑛𝑘
− 0|2 d𝜇 = 0, which is clearly

not the case. It is not hard to see that the full sequence (𝑓𝑛) also converges weakly to 0.
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Consider instead the sequence (𝑓𝑛)𝑛∈N defined by 𝑓𝑛 = (−1)𝑛. The sequence is bounded in 𝐿2([0, 1]). Therefore,
there is a subsequence (𝑓𝑛𝑘

)𝑘∈N that converges weakly to a function 𝑞 ∈ 𝐿2([0, 1]). This example shows why the Riesz
Weak Compactness Theorem only proves that a subsequence weakly converges to 𝑞, as opposed to the whole sequence.
In this case, one can take the subsequence of even 𝑛 so that 𝑓𝑛 = 1 or odd 𝑛 so that 𝑓𝑛 = −1. These subsequences
then converge weakly (and strongly) to 1 and −1 respectively, but the full sequence (𝑓𝑛)𝑛∈N does not converge weakly
to anything in 𝐿2([0, 1]). ◇

Notice that the Riesz Weak Compactness Theorem requires a 𝜎-finite measure space. Thus, in order to use the
theorem, we will need to be able to ensure that our measure space is 𝜎-finite. The following lemma will allow us to
do this.

Lemma B.4 ([123, Ch. 18.2, Prop. 9]). Let (𝑋,Σ, 𝜇) be a measure space and 𝑓 : 𝑋 → [0,∞] a nonnegative integrable
function on 𝑋. Then 𝑓 is finite almost everywhere and the set {𝑥 ∈ 𝑋 | 𝑓(𝑥) > 0} is 𝜎-finite.

Haar measure

Suppose (𝐺, ·) is a compact Hausdorff topological group. Let Σ be the Borel 𝜎-algebra on 𝐺; that is, the smallest
𝜎-algebra that contains all open sets of 𝐺. A measure 𝜇 is called left-invariant if 𝜇(𝐴) = 𝜇(𝑔𝐴) for all 𝑔 ∈ 𝐺 and
𝐴 ∈ Σ. The Haar measure on 𝐺 is the unique left-invariant measure satisfying 𝜇(𝐺) = 1. The finite dimensional
unitary group 𝐺 = U(𝑑) is compact, as therefore can be equipped with the measure 𝜇Haar satisfying∫︁

U(𝑑)

d𝜇Haar(𝑈) = 1,

∫︁
U(𝑑)

𝑓(𝑈) d𝜇Haar(𝑈) =

∫︁
U(𝑑)

𝑓(𝑉 𝑈) d𝜇Haar(𝑈) =

∫︁
U(𝑑)

𝑓(𝑈𝑉 ) d𝜇Haar(𝑈) (B8)

for any 𝑉 ∈ U(𝑑).
The Haar measure on U(𝑑) induces a unitarily invariant measure on complex-projective space CP𝑑−1. The construc-

tion is summarized as follows [100, 101, 126]. The unitary group is defined on C𝑑 with respect to an inner product.
The unit sphere 𝑆2𝑑−1 ⊂ C𝑑 can be viewed as an embedding into C𝑑, and consists of all unit normalized vectors in
C𝑑. The inner product on C𝑑 remains defined on 𝑆2𝑑−1. The set of all quantum states in C𝑑 is CP𝑑−1 := 𝑆2𝑑−1/U(1).
Modding out by U(1) represents the irrelevance of a global phase factor. In particular, 𝑆2𝑑−1 can be viewed as a
fiber-bundle, with CP𝑑−1 the base space and U(1) the fiber on top of each point in CP𝑑−1. The bundle projection
𝜋 : 𝑆2𝑑−1 → CP𝑑−1 induces a map between the tangent spaces 𝜋* : 𝑇𝑝𝑆2𝑑−1 → 𝑇𝜋(𝑝)CP𝑑−1 (the pushforward map).
With some care, 𝜋* can be used to construct a Hermitian metric on 𝑇CP𝑑−1 via the inner product on 𝑆2𝑑−1. The
real part of such a metric defines a Riemannian metric 𝑔, which can then be used to define a volume form, called the
Fubini-Study volume form, on CP𝑑−1 in the usual way. By construction, the Fubini-Study volume form is unitarily
invariant with respect to the definition of unitary via the inner product on 𝑆2𝑑−1. In particular, 𝜋 is a Riemannian
submersion and the resulting metric is the unique unitarily invariant metric up to scaling. In this way, we have
defined a unitarily invariant measure on CP𝑑−1. Integrals with respect to this measure are denoted

∫︀
CP𝑑−1 𝑓(𝜓) d𝜓.

By unitary invariance,
∫︀
CP𝑑−1 𝑓(𝑈𝜓) d𝜓 =

∫︀
CP𝑑−1 𝑓(𝜓) d𝜓 for all 𝑈 ∈ U(𝑑).

A (nonfinite) Haar measure can also be defined on non-compact groups provided that they are locally compact. We
will not discuss this fact much here, other than to say that the unitary group on 𝐿2(R), U(𝐿2(R)), does not have a
Haar measure since it is not locally compact [105, sec. 5]. Hence, there is no natural way to integrate over all unitaries
acting on the space of continuous-variable quantum states.

2. Projector onto symmetric subspace

In this section, we summarize the analytical form of projectors onto the symmetric subspace of a separable Hilbert
space ℋ, either finite- or infinite dimensional. Let 𝑆𝑡 denote a group of permutations of 𝑡 elements. For any 𝜎 ∈ 𝑆𝑡,
let 𝑊𝜎 : ℋ⊗𝑡 → ℋ⊗𝑡 denote a unitary operator that transforms the Fock basis as follows:

𝑊𝜎 |𝑛1⟩ ⊗ · · · ⊗ |𝑛𝑡⟩ = |𝑛𝜎−1(1)⟩ ⊗ · · · ⊗ |𝑛𝜎−1(𝑡)⟩ . (B9)

Let Π𝑡 : ℋ⊗𝑡 → ℋ⊗𝑡 denote the projector onto the symmetric subspace of ℋ⊗𝑡, i.e., the subspace isomorphic to the
quotient space ℋ⊗𝑡/{𝑣 −𝑊𝜎𝑣 | 𝑣 ∈ ℋ⊗𝑡, 𝜎 ∈ 𝑆𝑡}. Using 𝑊𝜎, Π𝑡 can be defined as follows.

Claim B.5. For each 𝑡 ∈ N, let Π𝑡 denote a projector onto the symmetric subspace of ℋ⊗𝑡. Then

Π𝑡 =
1

|𝑆𝑡|
∑︁
𝜎∈𝑆𝑡

𝑊𝜎 . (B10)
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For completeness, we outline an algebraic proof of Π𝑡. It can also be proven using group-theoretic tools, as is shown
in e.g. [21, sec. 2], and using linear algebra, as shown in [102, prop. 1]. For a complete discussion on the symmetric
projector, we refer to Harrow’s “The Church of the Symmetric Subspace” [102].

Proof. We denote the set of permutations of a vector 𝑣 ∈ ℋ⊗𝑡 as 𝑃 (𝑣) := {𝑊𝜎𝑣 | 𝜎 ∈ 𝑆𝑡}, where 𝑊𝜎 is given by
Eq. (B9). Let ℬ = {|𝑖⟩ | 𝑖 ∈ {1, . . . ,dimℋ}} be an orthonormal basis of ℋ, and ℬ⊗𝑡 the corresponding orthonormal
basis of ℋ⊗𝑡.

As an example, suppose 𝑡 = 4 and 𝑣 = |1⟩ ⊗ |2⟩ ⊗ |1⟩ ⊗ |1⟩ ∈ ℬ⊗𝑡. We will use the notation 𝑣! to mean 𝑣! = 3! · 1!,
since |1⟩ occurs three times and |2⟩ one time. Similarly, suppose 𝑡 = 5 and 𝑣 = |5⟩⊗3 ⊗ |1⟩⊗2. Then 𝑣! = 3! · 2!. One
can then verify that

ℬ′ =

{︃
1√︀
𝑣! |𝑆𝑡|

∑︁
𝜎∈𝑆𝑡

𝑊𝜎𝑣 | 𝑣 ∈ ℬ⊗𝑡

}︃
, (B11)

is an orthonormal basis of the symmetric subspace of ℋ⊗𝑡. For any 𝑣 ∈ ℬ⊗𝑡 and 𝑢 ∈ ℬ′, the following holds:

⟨𝑣|𝑢⟩ =
√︃

𝑣!

|𝑆𝑡|
𝛿𝑢∈span(𝑃 (𝑣)) =

{︃√︁
𝑣!
|𝑆𝑡| if 𝑢 ∈ span(𝑃 (𝑣))

0 otherwise.
(B12)

Using one dimensional subspaces spanned by the basis vectors in ℬ′, the projector onto the symmetric subspace of
ℋ⊗𝑡 can be represented as

Π𝑡 =
∑︁
𝑢∈ℬ′

|𝑢⟩⟨𝑢| . (B13)

Next, we determine the matrix elements of Π𝑡 in the basis ℬ. Let 𝑣, 𝑤 ∈ ℬ. Then

⟨𝑣|Π𝑡 |𝑤⟩ =
∑︁
𝑢∈ℬ′

⟨𝑣|𝑢⟩⟨𝑢|𝑤⟩ (B14a)

=

√
𝑣!𝑤!

|𝑆𝑡|
∑︁
𝑢∈ℬ′

𝛿𝑢∈span(𝑃 (𝑣))𝛿𝑢∈span(𝑃 (𝑤)) (B14b)

=
𝑣!

|𝑆𝑡|
𝛿𝑣∈𝑃 (𝑤). (B14c)

Finally, consider the matrix elements of 1
|𝑆𝑡|

∑︀
𝜎∈𝑆𝑡

𝑊𝜎:

⟨𝑣|
(︃

1

|𝑆𝑡|
∑︁
𝜎∈𝑆𝑡

𝑊𝜎

)︃
|𝑤⟩ = 1

|𝑆𝑡|
∑︁
𝜎∈𝑆𝑡

⟨𝑣|𝑊𝜎 |𝑤⟩ (B15a)

=
𝑣!

|𝑆𝑡|
𝛿𝑣∈𝑃 (𝑤), (B15b)

which proves the claim.

We now define some more notation for the matrix elements of the symmetric projector.

Definition B.6. For any tuples 𝑎, 𝑏 ∈ N𝑡0, define

Π𝑡(𝑎; 𝑏) ≡ Π𝑡(𝑎1, . . . , 𝑎𝑡; 𝑏1, . . . , 𝑏𝑡) (B16a)

:=

(︃
𝑡⨂︁
𝑖=1

⟨𝑎𝑖|
)︃
Π𝑡

(︃
𝑡⨂︁
𝑖=1

|𝑏𝑖⟩
)︃
, (B16b)

and define

Λ𝑡(𝑎) ≡ Λ𝑡(𝑎1, . . . , 𝑎𝑡) := Π𝑡(𝑎; 𝑎). (B17)
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For this appendix, we will need some properties of Λ. Clearly, Λ𝑡(𝑎) > 0 for all tuples 𝑎 ∈ N𝑡0. Similarly,
Λ𝑡(𝑎) = Λ𝑡(𝜎(𝑎)) for any 𝜎 ∈ 𝑆𝑡. Additionally, Λ𝑡(𝑎1, . . . , 𝑎𝑡) = Λ𝑡(𝑎1 + 1, . . . , 𝑎𝑡 + 1). Finally, for a tuple 𝑏 ∈ N𝑡−1

0

and a number 𝑖 ∈ N0, denote the direct sum as the tuple 𝑏 ⊕ (𝑖) := (𝑏1, . . . , 𝑏𝑡−1, 𝑖). For any fixed 𝑏 ∈ N𝑡−1
0 , there

exists an 𝑁 ∈ N such that for all 𝑚,𝑚′ > 𝑁 : Λ𝑡(𝑏⊕ (𝑚)) = Λ𝑡(𝑏⊕ (𝑚′)). This means that, for example

lim
𝑚→∞

Λ𝑡(0, . . . , 0,𝑚) > 0. (B18)

To get a handle on these definitions and properties, consider the example for 𝑡 = 2.

Example B.7. In the case of 𝑡 = 2,

Π2 =
1

2

(︀
𝑊(1)(2) +𝑊(12)

)︀
=

1

2
(1+ 𝑆) , (B19)

where 𝑆 is the SWAP operator. We used cyclic notation for permutations, so that (1)(2) is the identity permutation
and (12) is the other permutation in 𝑆2. One can also find Π2 by summing over projectors onto an orthonormal set
of symmetric states, as

Π2 = |0⟩ |0⟩⟨0| ⟨0|

+

(︂ |0⟩ |1⟩+ |1⟩ |0⟩√
2

)︂(︂ ⟨0| ⟨1|+ ⟨1| ⟨0|√
2

)︂
+ |1⟩ |1⟩⟨1| ⟨1|

+

(︂ |0⟩ |2⟩+ |2⟩ |0⟩√
2

)︂(︂ ⟨0| ⟨2|+ ⟨2| ⟨0|√
2

)︂
+ . . . .

(B20)

Therefore,

Π2(𝑎1, 𝑎2; 𝑏1, 𝑏2) =
1

2
(𝛿𝑎1𝑏1𝛿𝑎2𝑏2 + 𝛿𝑎1𝑏2𝛿𝑎2𝑏1) , (B21)

and Λ2(𝑎1, 𝑎2) =
1
2 (1 + 𝛿𝑎1𝑎2). ◇

Appendix C: Finite dimensional designs

1. Simplex designs

A simplex 𝑡-design, more commonly referred to as a (positive, interior) simplex cubature rule in the literature [4–9],
is a set of points on the simplex and a weight function that exactly integrates polynomials of degree 𝑡 or less.

Definition C.1 (Simplex design). Let 𝑃 ⊂ ∆𝑚 be a finite set, and 𝑢 : 𝑃 → R>0 be a weight function on 𝑃 . Let d𝑝
denote the standard unit normalized Lebesgue measure on the simplex. The pair (𝑃, 𝑢) is called an 𝑚 dimensional
simplex 𝑡-design if, for all tuples 𝑎 = (𝑎1, . . . , 𝑎𝑡) ∈ {0, 1, . . . ,𝑚}𝑡,

∑︁
𝑞∈𝑃

𝑤(𝑞)

𝑡∏︁
𝑖=1

𝑞𝑎𝑖 =

∫︁
Δ𝑚

𝑡∏︁
𝑖=1

𝑝𝑎𝑖 d𝑝. (C1)

The pair (𝑃, 𝑢) defines a probability ensemble, and we will therefore define E𝑞∈𝑃 𝑔(𝑞) :=
∑︀
𝑞∈𝑃 𝑤(𝑞)𝑔(𝑞) for any

function 𝑔.

Since the coordinates of a point on the simplex sum to 1, by summing over one of the 𝑎𝑖 on both sides, we find
that a simplex 𝑡-design is automatically a simplex (𝑡− 1)-design. The measure d𝑝 is proportional to 𝛿(1− 𝑝0 − · · · −
𝑝𝑛) d𝑝0 . . . d𝑝𝑚. For 𝛽 ∈ N𝑚+1

0 and 𝑝 ∈ ∆𝑚, define 𝑝𝛽 :=
∏︀𝑚
𝑖=0 𝑝

𝛽𝑖

𝑖 . For example, if 𝑚 = 2 and 𝛽 = (0, 2, 1), then
𝑝𝛽 = 𝑝21𝑝2. Then one can compute the moments from the Dirichlet distribution [4]∫︁

Δ𝑚

𝑝𝛽 d𝑝 =
𝑚!

(𝑚+ 𝛽0 + · · ·+ 𝛽𝑚)!

𝑚∏︁
𝑖=0

𝛽𝑖!. (C2)
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We will list various simplex 𝑡-designs. We will use the notation

𝑓 (𝑖) = (0, . . . , 0⏟  ⏞  
𝑖

, 1, 0, . . . , 0⏟  ⏞  
𝑚−𝑖

), (C3)

so that 𝑓 (𝑖)𝑗 = 𝛿𝑖𝑗 . In this way, a point 𝑝 ∈ ∆𝑚 is written as 𝑝 =
∑︀𝑚
𝑖=0 𝑝𝑖𝑓

(𝑖). Denote the centroid of the simplex by
𝑐 = 1

𝑚+1

∑︀𝑚
𝑖=0 𝑓

(𝑖).

Theorem C.2 (Extremal points of the unit 𝑚-simplex form a one-design). Let 𝑃 be the set 𝑃 ={︀
𝑓 (𝑖) | 𝑖 ∈ {0, . . . ,𝑚}

}︀
, and 𝑢 the constant map 𝑤(𝑓 (𝑖)) = 1/(𝑚+ 1). The pair (𝑃, 𝑢) is a simplex one-design.

Proof. We must prove that 1
𝑚+1

∑︀𝑚
𝑖=0 𝑔(𝑓

(𝑖)) = 𝑛!
∫︀
Δ𝑚 𝑔(𝑝) d𝑝 for any linear polynomial 𝑔(𝑝) = 𝑝𝑗 . The left-hand side

is then 1
𝑚+1

∑︀𝑚
𝑖=0 𝛿𝑖𝑗 = 1/(𝑚+ 1), and the right-hand side is 1

𝑚+1 by Eq. (C2).

Theorem C.3 (Centroid of the unit 𝑚-simplex forms a one-design). Let 𝑃 be the set 𝑃 = {𝑐} and 𝑢 the map 𝑢(𝑐) = 1.
Then the pair (𝑃, 𝑢) is a simplex one-design.

Proof. Clearly 𝑔(𝑐) = 1/(𝑚+ 1) for any linear polynomial 𝑔(𝑝) = 𝑝𝑗 .

Theorem C.4 (Extremal points plus the centroid of the unit 𝑚-simplex form a two-design). Let 𝑃 be the set
𝑃 = {𝑐} ∪

{︀
𝑓 (𝑖) | 𝑖 ∈ {0, . . . ,𝑚}

}︀
, and 𝑢 the map defined by 𝑢(𝑐) = 𝑚+1

𝑚+2 and 𝑢(𝑓 (𝑖)) = 1
(𝑚+1)(𝑚+2) . Then the pair

(𝑃, 𝑢) is a simplex two-design.

Proof. It suffices to prove that

𝑚+ 1

𝑚+ 2
𝑔(𝑐) +

1

(𝑚+ 1)(𝑚+ 2)

𝑚∑︁
𝑖=0

𝑔(𝑓 (𝑖)) = 𝑚!

∫︁
Δ𝑚

𝑔(𝑝) d𝑝 (C4)

for any quadratic polynomial 𝑔(𝑝) = 𝑝𝑗𝑝𝑘. By Eq. (C2), the right-hand side equals 1+𝛿𝑗𝑘
(𝑚+1)(𝑚+2) . The left-hand side is

𝑚+ 1

𝑚+ 2
𝑔(𝑐) +

1

(𝑚+ 1)(𝑚+ 2)

𝑚∑︁
𝑖=0

𝑔(𝑓 (𝑖)) =
1

(𝑚+ 1)(𝑚+ 2)
+

1

(𝑚+ 1)(𝑚+ 2)

𝑚∑︁
𝑖=0

𝛿𝑖𝑗𝛿𝑖𝑘 (C5a)

=
1 + 𝛿𝑗𝑘

(𝑚+ 1)(𝑚+ 2)
, (C5b)

as desired.

Theorem C.5 (Simplex two-design [6, thm. 2], [7, cor. 4.1]). Let 𝑟 = 1/
√
𝑚+ 2. Let 𝑣(𝑖) = 𝑟𝑓 (𝑖) + (1− 𝑟)𝑐. Let 𝑃

be the set 𝑃 =
{︀
𝑣(𝑖) | 𝑖 ∈ {0, . . . ,𝑚}

}︀
, and 𝑢 the constant map 𝑢(𝑣(𝑖)) = 1/(𝑚+ 1). Then the pair (𝑃, 𝑢) is a simplex

two-design.

The simplex 2-design in Theorem C.5 utilizes 𝑚 + 1 points in ∆𝑚, which is in fact the best that can be done [5,
tab. 1].

2. Torus designs

We define torus designs analogously to simplex designs. We let 𝑇 = [0, 2𝜋).

Definition C.6. Let 𝑆 ⊂ 𝑇𝑚 be a finite set, and 𝑣 : 𝑆 → R>0 be a weight function on 𝑆. Let d𝜑 denote the standard
unit normalized Lebesgue measure on the torus. The pair (𝑆, 𝑣) is called an 𝑚 dimensional torus 𝑡-design if, for all
tuples 𝑎 = (𝑎1, . . . , 𝑎𝑡) ∈ {1, 2, . . . ,𝑚}𝑡 and 𝑏 = (𝑏1, . . . , 𝑏𝑡) ∈ {1, 2, . . . ,𝑚}𝑡,

∑︁
𝜃∈𝑆

𝑣(𝜃)

𝑡∏︁
𝑖=1

ei(𝜃𝑎𝑖
−𝜃𝑏𝑖 ) =

∫︁
𝑇𝑚

𝑡∏︁
𝑖=1

ei(𝜑𝑎𝑖
−𝜑𝑏𝑖

) d𝜑. (C6)

The pair (𝑆, 𝑣) defines a probability ensemble, and we will therefore define E𝜃∈𝑆 𝑔(ei𝜃1 , . . . , ei𝜃𝑚) :=∑︀
𝜃∈𝑆 𝑣(𝜃)𝑔(e

i𝜃1 , . . . , ei𝜃𝑚) for any function 𝑔.
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It follows from the definition that a torus 𝑡-design is always a torus (𝑡 − 1)-design. For example, suppose 𝑡 = 2,
and let 𝑎 = (1, 𝑗) and 𝑏 = (1, 𝑘) for any 𝑗 and 𝑘. Then it is clear that the 2-design (𝑆, 𝑣) also satisfies the 1-design
condition. By definition, a torus 𝑡-design must match integration on polynomials 𝑔(𝑠) = 𝑔(𝑠1, . . . , 𝑠𝑚) that are degree
𝑡 in 𝑠 and degree 𝑡 in degree 𝑠. One could generalize the definition to match integration on polynomials that are
degree 𝑡 in 𝑠 and degree 𝑡′ in 𝑠. We call the corresponding sets (𝑡, 𝑡′) torus designs. In this way, a torus 𝑡-design is a
shorthand notation for a (𝑡, 𝑡)-design.

The definition of a torus 𝑡-design closely resembles the definition of a trigonometric cubature rule [5], however
they are not equivalent. To the best of our knowledge, the notion of general torus cubature was first proposed in
Ref. [8], where it was formulated as a generalization of trigonometric cubature rules in terms of algebraic tori. Our
definition of a 𝑇𝑚 𝑡-design corresponds to the definition in Ref. [8] of an order 𝑡 cubature rule on the maximal torus
𝑇 (PSU(𝑚+ 1)) ∼= 𝑇𝑚 with an algebraic structure given by a faithful orbit of its linear action by conjugation on the
vector space of (𝑚+1)× (𝑚+1) complex matrices. Here, PSU(𝑚+1) is the projective special unitary group, which is
the special unitary group SU(𝑚+1) modulo its center. In Appendix F, we show the equivalence of the two definitions,
as well as comment on the relationship to standard trigonometric cubature and to complete sets of mutually unbiased
bases.

We now construct various torus designs.

Theorem C.7 (1-design on the 𝑚-torus). Let 𝑆 be the set

𝑆 = {(0, 2𝜋𝑞/𝑚, 2𝜋2𝑞/𝑚, . . . , 2𝜋(𝑛− 1)𝑞/𝑚) | 𝑞 ∈ Z𝑚} , (C7)

and 𝑣 the constant map 𝑣(𝜑) = 1/𝑚. Then the pair (𝑆, 𝑣) is an 𝑚-torus 1-design.

Proof. It is sufficient to check for 𝑔(𝑠) = 𝑠𝑎𝑠𝑏.

1

𝑚

∑︁
𝑞∈Z𝑚

e2𝜋i𝑎𝑞/𝑚e−2𝜋i𝑏𝑞/𝑚 =
1

𝑚

∑︁
𝑞∈Z𝑚

e2𝜋i𝑞(𝑎−𝑏)/𝑚 = 𝛿𝑎𝑏. (C8)

Meanwhile, ∫︁
𝑇𝑚

ei𝜑𝑎e−i𝜑𝑏 d𝜑 =
1

(2𝜋)2

∫︁
𝑇 2

ei(𝜑𝑎−𝜑𝑏) d𝜑𝑎 d𝜑𝑏 = 𝛿𝑎𝑏. (C9)

Theorem C.8 (𝑡-design on the 𝑚-torus (concatenation of 𝑡-designs on each factor of 𝑆1)). Let 𝑆 be the set

𝑆 =
{︀
(2𝜋𝑑1/(𝑡+ 1), 2𝜋𝑑2/(𝑡+ 1), . . . , 2𝜋𝑑𝑚/(𝑡+ 1)) | 𝑑 ∈ Z𝑚𝑡+1

}︀
, (C10)

and 𝑣 the constant map 𝑣(𝜑) = (𝑡+ 1)−𝑚. Then the pair (𝑆, 𝑣) is an 𝑚-torus 𝑡-design.

Proof. It is sufficient to check for 𝑔(𝑠) = 𝑠𝑎1 . . . 𝑠𝑎𝑡𝑠𝑏1 . . . 𝑠𝑏𝑡 .

1

(𝑡+ 1)𝑚

∑︁
𝑑∈Z𝑚

𝑡+1

exp

[︂
2𝜋i

𝑡+ 1
(𝑑𝑎1 + · · ·+ 𝑑𝑎𝑡)

]︂
exp

[︂
− 2𝜋i

𝑡+ 1
(𝑑𝑏1 + · · ·+ 𝑑𝑏𝑡)

]︂
=

{︃
1 if 𝑎 is a permutation of 𝑏
0 otherwise.

(C11)

Meanwhile, ∫︁
𝑇𝑚

ei(𝜑𝑎1
+···+𝜑𝑎𝑡 )e−i(𝜑𝑏1

+···+𝜑𝑏𝑡 ) d𝜑 =

{︃
1 if 𝑎 is a permutation of 𝑏
0 otherwise.

. (C12)

Theorem C.9 (Efficient 2-design on the 𝑚-torus). Define 𝑝 to be the smallest prime number strictly larger than
max(2,𝑚) (by the prime number theorem, 𝑝 ∈ 𝑂(𝑚+ log𝑚)). Let 𝑆 be the set

𝑆 =
{︀(︀

0, 2𝜋(𝑞1 + 𝑞2)/𝑝, 2𝜋(2𝑞1 + 4𝑞2)/𝑝, . . . , 2𝜋((𝑚− 1)𝑞1 + (𝑚− 1)2𝑞2)/𝑝
)︀
| 𝑞1 ∈ Z𝑝, 𝑞2 ∈ Z𝑝

}︀
(C13)

and 𝑣 the constant map 𝑣(𝜑) = 1/𝑝2. Then the pair (𝑆, 𝑣) is an 𝑚-torus 2-design.

Proof. It suffices to prove that ∫︁
𝑇𝑚

ei(𝜑𝑖+𝜑𝑗−𝜑𝑘−𝜑𝑙) d𝜑 =
1

𝑝2

∑︁
𝜃∈𝑆

ei(𝜃𝑖+𝜃𝑗−𝜃𝑘−𝜃𝑙). (C14)



24

The right-hand side is

1

𝑝2

∑︁
𝜃∈𝑆

ei(𝜃𝑖+𝜃𝑗−𝜃𝑘−𝜃𝑙) =
1

𝑝2

∑︁
𝑞1,𝑞1∈Z𝑝

e
2𝜋i
𝑝 𝑞1(𝑖+𝑗−𝑘−𝑙)e

2𝜋i
𝑝 𝑞2(𝑖

2+𝑗2−𝑘2−𝑙2) (C15a)

= 𝛿𝑖+𝑗,𝑘+𝑙𝛿𝑖2+𝑗2,𝑘2+𝑙2 (C15b)

=

{︃
1 if 𝑖 = 𝑙 ∧ 𝑗 = 𝑘 or 𝑖 = 𝑘 ∧ 𝑗 = 𝑙

0 otherwise,
(C15c)

where we used Lemma C.10 in the last line. The left-hand side is∫︁
𝑇𝑚

ei(𝜑𝑖+𝜑𝑗−𝜑𝑘−𝜑𝑙) d𝜑 =
1

(2𝜋)𝑚

∫︁
[0,2𝜋]𝑚

ei(𝜑𝑖+𝜑𝑗−𝜑𝑘−𝜑𝑙) d𝜑1 . . . d𝜑𝑚 (C16a)

=

{︃
1 if 𝑖 = 𝑙 ∧ 𝑗 = 𝑘 or 𝑖 = 𝑘 ∧ 𝑗 = 𝑙

0 otherwise,
(C16b)

which is equal to the right-hand side.

The torus 2-design in Theorem C.9 utilizes what Ref. [127] calls the “𝑎𝑥2 + 𝑏𝑥 construction” that is utilized in
constructions of complete sets of mutually unbiased bases. From Ref. [17], it is known that such sets form complex-
projective 2-designs. Hence, we can now understand the “𝑎𝑥2 + 𝑏𝑥 construction” as a torus 2-design. The “𝑎𝑥2 + 𝑏𝑥”
construction utilizes the following Diophantine system.

Lemma C.10. Let F𝑝 be the finite field with 𝑝 elements for an odd prime 𝑝. Let 𝐹 be either F𝑝 or Z, and let
addition, multiplication, and equality be with respect to 𝐹 (e.g. for 𝐹 = F𝑝, 𝑎 = 𝑏 is the same as 𝑎 ≡ 𝑏 (mod 𝑝)).
The Diophantine system of equations

𝑎+ 𝑏 = 𝑐+ 𝑑, 𝑎2 + 𝑏2 = 𝑐2 + 𝑑2 (C17)

is solved only by solutions of the form

(𝑎 = 𝑐) ∧ (𝑏 = 𝑑), or (𝑎 = 𝑑) ∧ (𝑏 = 𝑐). (C18)

Proof. Plugging the first equation into the second equation, we find that (𝑐+𝑑−𝑎)2+ 𝑏2 = 𝑐2+𝑑2. Simplifying yields
𝑎𝑏 = 𝑐𝑑. If 𝑏 = 0, then either 𝑐 or 𝑑 must equal zero, so that the solution is of the desired form. If 𝑏 ̸= 0, then

𝑎𝑏+ 𝑏2 = 𝑏𝑐+ 𝑏𝑑 (C19a)

𝑐𝑑+ 𝑏2 = 𝑏𝑐+ 𝑏𝑑 (C19b)
(𝑑− 𝑏)(𝑐− 𝑏) = 0. (C19c)

Therefore, either 𝑏 = 𝑐 or 𝑏 = 𝑑. Along with 𝑎+ 𝑏 = 𝑐+ 𝑑, this proves the claim.

Theorem C.9 can be generalized to the case where we allow 𝑝 to be any positive integer power of a prime, because
Lemma C.10 can be generalized to the case of any Galois (finite) field.

An 𝑚-torus 1-design trivially requires at least 𝑚 elements. To conclude this subsection, we show that an 𝑚-torus
2-design requires at least 𝑚(𝑚− 1) + 1 elements.

Proposition C.11. Let (𝑆, 𝑣) be a 𝑇𝑚 2-design. Then |𝑆| > 𝑚(𝑚− 1).

Proof. The torus 2-design condition can be expressed as follows. Let

Γ = {(0, . . . , 0), (1,−1, 0, . . . , 0), (1, 0,−1, 0, . . . , 0), . . . , (−1, 1, 0, . . . , 0), . . . , (0, . . . , 0,−1, 1)} , (C20)

so that |Γ| = 𝑚(𝑚− 1)+ 1. Let each 𝜑 ∈ 𝑆 label a basis element of 𝑉 := C|𝑆| so that {|𝜑⟩ | 𝜑 ∈ 𝑆} is an orthonormal
basis of 𝑉 . Then for 𝑘 ∈ Γ, define |𝑘⟩ =∑︀𝜑∈𝑆

√︀
𝑣(𝜑)ei𝑘·𝜑 |𝜑⟩. The 2-design condition is summed up by ⟨𝑘|𝑘′⟩ = 𝛿𝑘𝑘′ .

Hence, {|𝑘⟩ | 𝑘 ∈ Γ} must be orthonormal in 𝑉 , meaning that |Γ| ≤ dim𝑉 = |𝑆|.
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3. Complex-projective Haar integral

For integration over the set of 𝑑 dimensional qudit states CP𝑑−1, one finds [19, 21]∫︁
CP𝑑−1

(|𝜓⟩⟨𝜓|)⊗𝑡 d𝜓 =
Π

(𝑑)
𝑡

TrΠ
(𝑑)
𝑡

, (C21)

where d𝜓 denotes the unitarily invariant Fubini-Study volume form on the complex-projective space CP𝑑−1, and
Π

(𝑑)
𝑡 : (C𝑑)⊗𝑡 → (C𝑑)⊗𝑡 is the projector onto the symmetric subspace of (C𝑑)⊗𝑡 defined in Definition B.6 [100,

sec. 4.5, 4.7, 7.6] [101, ex. 8.8]. We will begin by showing this equality.
Each |𝜓⟩ lives in the finite dimensional Hilbert space ℋ = C𝑑. For any integer 𝑡, the tensor product ℋ⊗𝑡 splits up

into a direct sum of the symmetric and antisymmetric subspaces of ℋ⊗𝑡, so that ℋ⊗𝑡 ∼= ℋsym
𝑡 ⊕ ℋasym

𝑡 . Consider
the representation of the group of unitaries acting on ℋ, 𝜌 : U(ℋ) → U(ℋ⊗𝑡), defined by 𝑈 ↦→ 𝑈⊗𝑡. The subspaces
ℋsym
𝑡 and ℋasym

𝑡 are invariant under 𝜌. One can see this by noting that for any unitary 𝑈 , 𝜌(𝑈)ℋ(a)sym
𝑡 = ℋ(a)sym

𝑡

since 𝑈⊗𝑡 acts symmetrically on the tensor product factors. Therefore, the representation 𝜌 can be decomposed into
a direct sum of irreducible representations on ℋsym

𝑡 and ℋasym
𝑡 .

We can now invoke Schur’s lemma, which states that if a nonzero operator 𝑀 on an irrep space commutes with every
element of that irrep, then 𝑀 is proportional to the identity on that irrep space. In our case, 𝑀 =

∫︀
CP𝑑−1 (|𝜓⟩⟨𝜓|) d𝜓.

The irrep space of interest is ℋsym
𝑡 . The elements of the irrep are unitaries 𝑈⊗𝑡. Due to the unitary invariance of the

Fubini-Study metric, one finds that 𝑀 commutes with all unitaries of the form 𝑈⊗𝑡. Therefore, by Schur’s lemma,
𝑀 must be proportional to the identity on ℋsym

𝑡 , which is precisely Π
(𝑑)
𝑡 . Finally, the Fubini-Study volume measure

is normalized such that the volume of CP𝑑−1 is unity. Hence, Tr𝑀 = 1, meaning that the proportionality constant
must be 1/TrΠ

(𝑑)
𝑡 .

Next, we discuss integration over CP𝑚 with respect to the Fubini-Study volume form where 𝑚 = 𝑑− 1, and show
that it can be expressed as integration over a flat simplex and a flat torus. For a formal treatment of this fact, see [100,
sec. 4.5, 4.7, 7.6] [101, ex. 8.8]. One first constructs the Fubini-Study volume form (see Appendix B 1). Then, one
constructs a coordinate transformation mapping the simplex cross the torus to a coordinate patch of CP𝑚. Pulling
back the volume form along this coordinate transformation yields the volume form on the simplex cross the torus.

Here, we will instead give an informal treatment. Define 𝑝0 = 1 −∑︀𝑚
𝑖=1 𝑝𝑖 and 𝜑0 = 0. Then the 𝑝𝑖 and 𝜑𝑖

parameterize a quantum state √
𝑝0 |0⟩+

∑︀𝑚
𝑖=1

√
𝑝𝑖e

i𝜑𝑖 |𝑖⟩. To define a valid state, the 𝑝 are elements of the probability
simplex ∆𝑚 =

{︀
𝑝 = (𝑝0, . . . , 𝑝𝑚) ∈ [0, 1]𝑚+1 |∑︀𝑚

𝑖=0 𝑝𝑖 = 1
}︀

and the 𝜑 are elements of the torus 𝑇𝑚 = [0, 2𝜋)𝑚. We’ll
denote the Lebesgue measure on ∆𝑚 by d𝑝 =

∏︀
𝑖 d𝑝𝑖, and on 𝑇𝑚 by d𝜑 =

∏︀𝑚
𝑖=1 d𝜑𝑖. One can easily perform the

integration over the simplex and torus to find that 𝑚!
(2𝜋)𝑚 d𝑝 d𝜑 is a normalized volume measure such that vol(∆𝑚 ×

𝑇𝑚) = 1. Consider a quantum state in C𝑚+1 parameterized by 𝛼𝑖 ∈ C as |𝜓⟩ = ∑︀𝑚
𝑛=0 𝛼𝑛 |𝑛⟩, the natural measure

is d2𝛼0 . . . d
2𝛼𝑚. Applying the polar coordinate transformation 𝛼𝑛 =

√
𝑝𝑛e

i𝜑𝑛 and keeping track of Jacobian factors,
the measure becomes proportional to d𝑝 d𝜑.

In conclusion, we have determined that∫︁
CP𝑚

(|𝜓⟩⟨𝜓|)⊗𝑡 d𝜓 =
𝑚!

(2𝜋)𝑚

∫︁
Δ𝑚×𝑇𝑚

(|𝑝, 𝜑⟩⟨𝑝, 𝜑|)⊗𝑡 d𝑝 d𝜑, (C22)

where

|𝑝, 𝜑⟩ = √
𝑝0 |0⟩+

𝑚∑︁
𝑗=1

√
𝑝𝑗e

i𝜑𝑗 |𝑗⟩ . (C23)

4. Complex-projective designs from simplex and torus designs

For finite 𝑑, an ensemble ℰ over CP𝑑−1 is a complex-projective 𝑡-design if

E
|𝜓⟩∈ℰ

[︁
(|𝜓⟩⟨𝜓|)⊗𝑡

]︁
=

∫︁
CP𝑑−1

(|𝜓⟩⟨𝜓|)⊗𝑡 d𝜓. (C24)

Again let 𝑚 = 𝑑 − 1. The characterization of the integral over CP𝑚 given in Eq. (C22) motivates the construction
of complex-projective designs via constructions of simplex and torus designs. Such a construction was also noted

in [8, thm. 4.1]. In particular, Eq. (C22) consists of a product of integrals of the form 𝑚!
∫︀
Δ𝑚

√︁∏︀2𝑡
𝑖=1 𝑝𝑗𝑖 d𝑝 and
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1
(2𝜋)𝑚

∫︀
𝑇𝑚 exp

[︁
i
∑︀𝑡
𝑖=1(𝜑𝑗𝑖 − 𝜑𝑗𝑡+𝑖

)
]︁
d𝜑. The latter integral can be evaluated by a 𝑡-design on the torus, and is equal

to 1 whenever
∑︀𝑡
𝑖=1(𝜑𝑗𝑖 − 𝜑𝑗𝑡+𝑖) = 0 regardless of 𝜑, and zero otherwise. In other words, it is only nonzero when the

𝑗𝑖’s are paired. But when the 𝑗𝑖’s are paired, the term
√︁∑︀2𝑡

𝑖=1 𝑝𝑗𝑖 becomes a monomial of degree 𝑡 in 𝑝. Hence, the
resulting integral can be evaluated with a simplex 𝑡-design. We summarize with the following theorem.

Theorem C.12. Let 𝑃 be a 𝑡-design on the 𝑚-simplex ∆𝑚, meaning that 𝑃 is an ensemble over ∆𝑚 such that

E
𝑞∈𝑃

[𝑔(𝑞)] =

∫︁
Δ𝑚

𝑔(𝑝) d𝑝 (C25)

for any polynomial 𝑔(𝑝) = 𝑔(𝑝0, . . . , 𝑝𝑚) of degree less than or equal to 𝑡. Similarly, let 𝑆 be a 𝑡-design on the 𝑚-torus
𝑇𝑚, meaning that 𝑆 is an ensemble over 𝑇𝑚 such that

E
𝜃∈𝑆

[︀
𝑔(ei𝜃1 , . . . , ei𝜃𝑚)

]︀
=

∫︁
𝑇𝑚

𝑔(ei𝜑1 , . . . , ei𝜑𝑚) d𝜑 (C26)

for any polynomial 𝑔(𝑠) = 𝑔(𝑠1, . . . , 𝑠𝑚) of degree 𝑡 in 𝑠 and degree 𝑡 in 𝑠. Then 𝐷 = 𝑃 × 𝑆 is a 𝑡-design on CP𝑚,
meaning that

E
(𝑝,𝜑)∈𝐷

[︁
(|𝑝, 𝜑⟩⟨𝑝, 𝜑|)⊗𝑡

]︁
=

∫︁
CP𝑚

(|𝜓⟩⟨𝜓|)⊗𝑡 d𝜓, (C27)

with |𝑝, 𝜑⟩ :=∑︀𝑚
𝑗=0

√
𝑝𝑗e

i𝜑𝑗 |𝑗⟩.

We can state this in terms of weight functions as follows. Let (𝑃, 𝑢) be a ∆𝑑−1 𝑡-design, and (𝑆, 𝑣) be a 𝑇 𝑑 𝑡-design.
Define 𝐷 := {|𝑝, 𝜑⟩ | 𝑝 ∈ 𝑃, 𝜑 ∈ 𝑆}, and

𝑤(|𝑝, 𝜑⟩) := 𝑢(𝑝)
∑︁

𝜑′∈𝑆 st
|𝑝,𝜑⟩=|𝑝,𝜑′⟩

𝑣(𝜑′). (C28)

Then (𝐷,𝑤) is a CP𝑑−1 𝑡-design. Morally, 𝑤(|𝑝, 𝜑⟩) is essentially 𝑢(𝑝)𝑣(𝜑). However, the map (𝑝, 𝜑) ↦→ |𝑝, 𝜑⟩ is not
bijective; specifically, if 𝑝 is on the boundary 𝜕∆𝑑−1, then for any 𝜑 there are many 𝜑′ satisfying |𝑝, 𝜑⟩ = |𝑝, 𝜑′⟩.
Therefore, the definition of 𝑤 must be modified accordingly, as is done in Eq. (C28).

We will now construct explicit complex-projective designs by concatenating simplex and torus designs given in
Appendices C 1 and C2. For this subsection, we will use the following notation for complex-projective 𝑡-designs. Fix
a set 𝐷 ⊂ CP𝑚 of points in CP𝑚, and let 𝑤 : 𝐷 → R>0 be a weight function. The pair (𝐷,𝑤) is a complex-projective
𝑡-design if ∑︁

|𝜉⟩∈𝐷

𝑤(|𝜉⟩) (|𝜉⟩⟨𝜉|)⊗𝑡 =
∫︁
CP𝑚

(|𝜓⟩⟨𝜓|)⊗𝑡 d𝜓. (C29)

Construction 1: Combining the simplex 2-design from Theorem C.4 and the torus 2-design from Theorem C.9,
we find that for any 𝑚 ∈ N0, the pair (𝐷,𝑤) is a complex-projective 2-design, where 𝑝 is the smallest prime number
strictly larger than max(2,𝑚), 𝐷 is the set

𝐷 = {|𝑖⟩ | 𝑖 ∈ {0, . . . ,𝑚}} ∪ {|𝑞1, 𝑞2⟩ | 𝑞1, 𝑞2 ∈ Z𝑝} , (C30)

and 𝑤 : 𝐷 → R>0 is the map defined by 𝑤(|𝑖⟩) = 1
(𝑚+1)(𝑚+2) and 𝑤(|𝑞1, 𝑞2⟩) = 𝑚+1

(𝑚+2)𝑝2 . By the prime number

theorem, 𝑝 ∈ 𝑂(𝑚+ log𝑚). Here |𝑞1, 𝑞2⟩ := 1√
𝑚+1

∑︀𝑚
𝑗=0 e

2𝜋i(𝑞1𝑗+𝑞2𝑗
2)/𝑝 |𝑗⟩. When 𝑚 + 1 is prime, this reduces to

the well-known complete set of mutually unbiased bases given in [128] (indeed this can be generalized to whenever
𝑑 = 𝑚 + 1 is a prime power). For prime 𝑑, this complex-projective design is uniformly weighted. However, for
non-prime 𝑑, the weights are not uniform.

Construction 2: We can construct a uniformly weighted complex-projective 2-design for all 𝑚 that uses 𝑝2(𝑚+1)
points by combining the simplex 2-design from Theorem C.5 and the torus 2-design from Theorem C.9. Define
𝑟 = 1/

√
𝑚+ 2 and the state

|ℓ, 𝑞1, 𝑞2⟩ :=
√︂

1 + 𝑟𝑚

𝑚+ 1
e2𝜋i(𝑞1ℓ+𝑞2ℓ

2)/𝑝 |ℓ⟩+
√︂

1− 𝑟

𝑚+ 1

∑︁
𝑗 ̸=ℓ

e2𝜋i(𝑞1𝑗+𝑞2𝑗
2)/𝑝 |𝑗⟩ , (C31)
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the set

𝐷 = {|ℓ, 𝑞1, 𝑞2⟩ | ℓ ∈ {0, . . . ,𝑚} , 𝑞1, 𝑞2 ∈ Z𝑝} , (C32)

and the constant map 𝑤(|ℓ, 𝑞1, 𝑞2⟩) = (𝑛+ 1)−1𝑝−2. Then the pair (𝐷,𝑤) is a complex-projective 2-design.

One can also construct a complex-projective ≥ 3-design for all 𝑛 by combining the simplex designs given in [8, 9]
with the torus design given in Theorem C.8.

We note that if one relaxes the requirement that the weights be nonnegative, then one can construct signed complex-
projective designs by using signed simplex and torus designs. For example, simple and explicit simplex signed 𝑡-designs
are given for all odd 𝑡 in [129, thm. 4]. We leave this for future work.

5. Simplex designs from complex-projective designs

In this subsection, we will discuss the opposite direction to Theorem C.12; namely, that complex-projective 𝑡-designs
give rise to simplex 𝑡-designs via the projection 𝜋 : CP𝑚 → ∆𝑚 defined by |𝜓⟩ ↦→ (|⟨0|𝜓⟩|2 , . . . , |⟨𝑚|𝜓⟩|2). Such a
construction was also pointed out in [8, 103]. This will be the first step in our proof of the nonnexistence of continuous-
variable (𝑡 ≥ 2)-designs. We will show that a continuous-variable design gives rise to an infinite dimensional analogue
of a simplex design via a lemma analogous to Lemma C.13, and then show that such infinite dimensional simplex
designs do not exist for 𝑡 ≥ 2. Hence, it is useful to discuss the finite dimensional case first.

Lemma C.13. Let 𝐷 be a 𝑡-design on CP𝑚. Then 𝜋(𝐷) is a 𝑡-design on ∆𝑚.

Proof. Since 𝐷 is a design on CP𝑚, which satisfies by definition

E
|𝜉⟩∈𝐷

[︁
(|𝜉⟩⟨𝜉|)⊗𝑡

]︁
=

∫︁
CP𝑚

(|𝜓⟩⟨𝜓|)⊗𝑡 d𝜓 (C33a)

=

∫︁
Δ𝑚×𝑇𝑚

(|𝑝, 𝜑⟩⟨𝑝, 𝜑|)⊗𝑡 d𝑝 d𝜑, (C33b)

where the last line comes from Eq. (C22). Sandwiching this equation by ⟨𝑎1| . . . ⟨𝑎𝑡| and |𝑎1⟩ . . . |𝑎𝑡⟩, we find

E
|𝜉⟩∈𝐷

[︁
|⟨𝑎1|𝜉⟩|2 . . . |⟨𝑎𝑡|𝜉⟩|2

]︁
=

∫︁
Δ𝑚×𝑇𝑚

𝑝𝑎1 . . . 𝑝𝑎𝑡 d𝑝 d𝜑, (C34)

and hence

E
𝑞∈𝜋(𝐷)

[𝑞𝑎1 . . . 𝑞𝑎𝑡 ] =

∫︁
Δ𝑛

𝑝𝑎1 . . . 𝑝𝑎𝑡 d𝑝. (C35)

Therefore, the ensemble 𝜋(𝐷) matches the integral over ∆𝑛 for degree 𝑡 monomials, and thus by linearity matches for
all polynomials of degree 𝑡 or less.

In terms of weight functions, we can write this as follows. Let 𝜋−1 denote the preimage of 𝜋. If (𝐷,𝑤) is a CP𝑚
𝑡-design, then (𝜋(𝐷), 𝑢) is a ∆𝑚 𝑡-design, where

𝑢 : 𝜋(𝐷) → R>0

𝑝 ↦→
∑︁

𝜓∈𝜋−1(𝑝)

𝑤(𝜓). (C36)

Lemma C.13 tells us that ∫︁
Δ𝑛

𝑝𝑎1 . . . 𝑝𝑎𝑡 d𝑝 =
1

TrΠ
(𝑑)
𝑡

⟨𝑎1| . . . ⟨𝑎𝑡|Π(𝑑)
𝑡 |𝑎1⟩ . . . |𝑎𝑡⟩

=
1

TrΠ
(𝑑)
𝑡

Λ
(𝑑)
𝑡 (𝑎1, . . . , 𝑎𝑡),

(C37)

where recall that Λ
(𝑑)
𝑡 and Π

(𝑑)
𝑡 are defined in Definition B.6. One can then define an infinite dimensional simplex

design analogously to how we define continuous-variable designs in Definition D.2. In particular, to get something
well-defined in the infinite limit, we remove the TrΠ𝑡 normalization, and we replace the E by an integral over an
arbitrary measure space.
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Definition C.14 (Infinite dimensional simplex 𝑡-design). Let (𝑋,Σ, 𝜇) be a measure space, and fix an integer 𝑡 ∈ N.
Let 𝑝 = (𝑝𝑖)𝑖∈N0

be a sequence of measurable maps 𝑝𝑖 : 𝑋 → [0, 1]. If∑︁
𝑖∈N0

𝑝𝑖(𝑥) = 1 𝜇-a.e. in 𝑋, (C38)

and

∀𝑎 ∈ N𝑡0 :
∫︁
𝑋

𝑡∏︁
𝑗=1

𝑝𝑎𝑗 (𝑥) d𝜇(𝑥) = Λ𝑡(𝑎), (C39)

then [(𝑋,Σ, 𝜇), 𝑝] is an infinite dimensional simplex 𝑡-design.

In this definition, Λ𝑡 is defined in terms of Π𝑡 : ℋ⊗𝑡 → ℋ⊗𝑡 given in Definition B.6, and ℋ is a infinite dimensional
separable Hilbert space, e.g. 𝐿2(R). In the next subsection, we will show in Lemma D.6 that without loss of generality,
the measure space for an infinite dimensional simplex-design design can be taken to be 𝜎-finite. Then in Lemma D.7,
we will show that no infinite simplex 𝑡-designs exist for any 𝑡 ≥ 2.

Example C.15 (Infinite dimensional simplex 1-design). When 𝑡 = 1, we have that Λ1(𝑎) = 1 for any 𝑎 ∈ N0. We
have many infinite dimensional simplex 1-designs. For example, let 𝑋 = N0, Σ = 𝒫(𝑋), and 𝜇 be the standard
counting measure 𝜇(𝐴) = |𝐴|. Finally, for 𝑥 ∈ 𝑋, let 𝑝𝑎(𝑥) = 𝛿𝑎𝑥. Then∫︁

𝑋

𝑝𝑎(𝑥) d𝜇(𝑥) =
∑︁
𝑥∈N0

𝛿𝑎𝑥 = 1 = Λ1(𝑎), (C40)

as desired. ◇

6. Constrained complex-projective integration

We now briefly describe one consequence of the formalism developed so far. This subsection is essentially unrelated
to the rest of the paper, but interesting nonetheless. We will sketch the consequence with an example using the
number operator, though we note that it can be generalized.

Define the number operator 𝑛̂ by 𝑛̂ |𝑛⟩ = 𝑛 |𝑛⟩. Consider the constraint on |𝜓⟩ ∈ CP𝑑−1 that ⟨𝜓| 𝑛̂ |𝜓⟩ = 𝒩 for
some constant 𝒩 . Since the constraint is diagonal in the chosen basis, it only acts on the simplex part of CP𝑑−1. In
particular, while integration over CP𝑑−1 involves integration over the simplex ∆𝑑−1, integration over CP𝑑−1 with the
constraint that ⟨𝜓| 𝑛̂ |𝜓⟩ = 𝒩 involves integration over the simplex ∆̃𝑑−2, where

∆̃𝑑−2 :=

{︃
𝑝 ∈ ∆𝑑−1 |

𝑑−1∑︁
𝑛=0

𝑛𝑝𝑛 = 𝒩
}︃
. (C41)

Recall from the Krein–Milman theorem that any compact convex subset of Euclidean space is the convex hull of its
extremal points. The simplex ∆𝑑−1 is the convex hull of its 𝑑 extremal points (1, 0, . . . , 0), (0, 1, . . . , 0), . . . , (0, 0, . . . , 1).
The simplex ∆̃𝑑−2 is also the convex hull of its 𝑑 − 1 extremal points, but its extremal points are more complicated
and depend on 𝒩 . In particular, we let 𝑏(𝑖) denote the 𝑖th extremal point of ∆̃𝑑−2, so that 𝑏(𝑖) = (𝑏

(𝑖)
0 , . . . , 𝑏

(𝑖)
𝑑−1).

Then it is easy to check that the extremal points are

𝑏
(𝑖)
𝑗 =

⎧⎨⎩
(︁
1− 𝒩

𝑖+1

)︁
𝛿𝑗0 +

𝒩
𝑖+1𝛿𝑗,𝑖+1 if 𝑖+ 1 ≥ 𝒩(︁

1− 𝒩−𝑖−1
𝑑−𝑖−2

)︁
𝛿𝑗,𝑖+1 +

𝒩−𝑖−1
𝑑−𝑖−2 𝛿𝑗,𝑑−1 if 𝑖+ 1 ≤ 𝒩 ,

(C42)

where 𝑖 ∈ {0, . . . , 𝑑− 2} and 𝑗 ∈ {0, . . . , 𝑑− 1}.
It then follows, analogously to Theorem C.12, that a 𝑡-design on the constrained CP𝑑−1 space can be constructed

from 𝑡-designs on ∆̃𝑑−2 and 𝑇 𝑑. Furthermore, the simplex ∆̃𝑑−2 can be parameterized via baryocentric coordinates
in terms of the standard simplex ∆𝑑−2. In particular, a point in ∆𝑑−2 defines a particular convex combination of the
extremal points of ∆̃𝑑−2, which gives a point in ∆̃𝑑−2. Therefore, one can compute the integral

∫︀
CP𝑑−1 (|𝜓⟩⟨𝜓|)⊗𝑡 𝛿(𝒩−

⟨𝜓| 𝑛̂ |𝜓⟩) d𝜓 up to proportionality by using simplex and torus designs. We note that such a construction does not
work if the 𝛿(𝒩 − ⟨𝜓| 𝑛̂ |𝜓⟩) constraint is replaced with Θ(𝒩 − ⟨𝜓| 𝑛̂ |𝜓⟩), where Θ is the Heaviside step function.
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This is for a slightly subtle reason. The 𝛿 constraint results in a measure on ∆̃𝑑−2 that is, up to proportionality, the
standard Lebesgue measure. On the other hand, the Θ constraint results in a more complicated measure, and indeed
this measure mixes the contributions of the torus and the simplex in the integral. As such, the resulting integral is
no longer over a simple product of a simplex and torus, but rather over a more complicated combination of the two.

The 𝛿 constraint that fixed ⟨𝜓| 𝑛̂ |𝜓⟩ = 𝒩 is interesting nonetheless. By using any of the simplex 1- and 2-designs
from Appendix C 1 and any of the torus 1- and 2-designs from Appendix C 2, we can compute the following integrals,
up to proportionality, in terms of the extremal points 𝑏(𝑖):∫︁

CP𝑑−1

|𝜓⟩⟨𝜓| 𝛿(𝒩 − ⟨𝜓| 𝑛̂ |𝜓⟩) d𝜓 ∝ 1

𝑑− 1

𝑑−1∑︁
𝑘=0

|𝑘⟩⟨𝑘|
𝑑−2∑︁
𝑗=0

𝑏
(𝑗)
𝑘 , (C43)

∫︁
CP𝑑−1

(|𝜓⟩⟨𝜓|)⊗2𝛿(𝒩 − ⟨𝜓| 𝑛̂ |𝜓⟩) d𝜓 ∝ 1

𝑑(𝑑− 1)

𝑑−2∑︁
𝑖,𝑗=1

(1 + 𝛿𝑖𝑗)

[︂
𝑑−1∑︁

𝑘1,𝑘2=1

𝑏
(𝑖)
𝑘1
𝑏
(𝑗)
𝑘2

(|𝑘1⟩ |𝑘2⟩⟨𝑘1| ⟨𝑘2|+ |𝑘1⟩ |𝑘2⟩⟨𝑘2| ⟨𝑘1|) +
𝑑−1∑︁
𝑘=1

𝑏
(𝑖)
𝑘 𝑏

(𝑗)
𝑘 |𝑘⟩ |𝑘⟩⟨𝑘| ⟨𝑘|

]︂
.

(C44)

If we, for example, fix 𝒩 = 1, then the result is∫︁
CP𝑑−1

|𝜓⟩⟨𝜓| 𝛿(1− ⟨𝜓| 𝑛̂ |𝜓⟩) d𝜓 ∝
(︂
1− 𝐻𝑑−1

𝑑− 1

)︂
|0⟩⟨0|+ 1

𝑑− 1

𝑑−1∑︁
𝑘=1

1

𝑘
|𝑘⟩⟨𝑘| , (C45)

where 𝐻𝑑−1 =
∑︀𝑑−1
𝑘=1 1/𝑘 is the (𝑑− 1)th harmonic number.

Appendix D: Continuous-variable designs

In extending the definition of complex-projective designs to the infinite dimensional case of continuous-variables, one
encounters the issue that TrΠ𝑡 is not finite. Hence, in accordance with the definition of continuous-variable designs
given in [51], we remove the trace in the denominator of Π𝑡/TrΠ𝑡 and replace the equality with a proportionality.
By a simple rescaling of the ensemble, the proportionality constant can be made arbitrary. Thus, we can in fact keep
the equality. We are therefore tempted to define a continuous-variable 𝑡-design as an ensemble ℰ satisfying

“ E
ℰ

[︁
(|𝜓⟩⟨𝜓|)⊗𝑡

]︁
= Π𝑡. ” (D1)

However, since TrΠ𝑡 is infinite, it follows that the ensemble ℰ must not be compact, making Eℰ ill-defined. We
therefore replace the expectation value with an integral over an arbitrary measure space (𝑋,Σ, 𝜇). Here 𝑋 is a set,
Σ a 𝜎-algebra on 𝑋, and 𝜇 : Σ → R≥0 ∪ {∞} is a measure on 𝑋. Finally, we arrive at the precise definition of a
continuous-variable 𝑡-design on 𝐿2(R).

Definition D.1 (Continuous-variable state 𝑡-design). Let 𝑋 ⊂ 𝐿2(R), (𝑋,Σ, 𝜇) be a measure space, and fix a positive
integer 𝑡 ∈ N. Let Π𝑡 : 𝐿2(R)⊗𝑡 → 𝐿2(R)⊗𝑡 be as in Definition B.6. If∫︁

𝑋

(|𝜓⟩⟨𝜓|)⊗𝑡 d𝜇(𝜓) = Π𝑡, (D2)

where we use the weak (Pettis) integral, then (𝑋,Σ, 𝜇) is a continuous-variable state 𝑡-design. Hence, we require a
design to satisfy ∫︁

𝑋

(︃
𝑡∏︁
𝑖=1

⟨𝑎𝑖|𝜓⟩⟨𝜓|𝑏𝑖⟩
)︃
d𝜇(𝜓) = Π𝑡(𝑎1, . . . , 𝑎𝑡; 𝑏1, . . . , 𝑏𝑡) (D3)

for all tuples 𝑎, 𝑏 ∈ N𝑡0.

The motivation for this definition of continuous-variable state designs is summarized in Fig. 1. An alternative
characterization of continuous-variable state designs is given in Appendix D 5. If one is familiar with weighted
complex-projective designs, as defined in e.g. Ref. [19], then one can imagine that the measure 𝜇 is a Lebesgue-
Stieltjes measure coming from a weight function. For the purposes of designs, the weak (Pettis) integral is more
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natural than the strong (Bochner) integral because we are generally interested in averaged functions of 𝜓. Ultimately,
we will prove that continuous-variable 𝑡-designs do not exist for 𝑡 ≥ 2, which immediately implies the result for the
case of the strong integral as well.

By parameterizing states in 𝐿2(R) with polar coordinates, one can arrive at an equivalent definition of continuous-
variable 𝑡-designs.

Definition D.2 (Continuous-variable state 𝑡-design). Let 𝑋 be an arbitrary set, (𝑋,Σ, 𝜇) be a measure space, and fix
an integer 𝑡 ∈ N. Let 𝑝 = (𝑝𝑖)𝑖∈N0

and 𝜑 = (𝜑𝑖)𝑖∈N0
be sequences of measurable maps 𝑝𝑖 : 𝑋 → [0, 1] and 𝜑𝑖 : 𝑋 → R

satisfying
∑︀
𝑖∈N0

𝑝𝑖(𝑥) = 1 for almost all 𝑥 ∈ 𝑋. Define the state |𝑝(𝑥), 𝜑(𝑥)⟩ ∈ 𝐿2(R) by

|𝑝(𝑥), 𝜑(𝑥)⟩ :=
∑︁
𝑛∈N0

√︀
𝑝𝑛(𝑥)e

i𝜑𝑛(𝑥) |𝑛⟩ . (D4)

Let Π𝑡 : 𝐿2(R)⊗𝑡 → 𝐿2(R)⊗𝑡 be as in Definition B.6. If∫︁
𝑋

(|𝑝(𝑥), 𝜑(𝑥)⟩⟨𝑝(𝑥), 𝜑(𝑥)|)⊗𝑡 d𝜇(𝑥) = Π𝑡, (D5)

where we use the weak (Pettis) integral, then [(𝑋,Σ, 𝜇), 𝑝, 𝜑] is a continuous-variable state 𝑡-design. Hence, we require
a design to satisfy ∫︁

𝑋

(︃
𝑡∏︁
𝑖=1

⟨𝑎𝑖|𝑝(𝑥), 𝜑(𝑥)⟩⟨𝑝(𝑥), 𝜑(𝑥)|𝑏𝑖⟩
)︃
d𝜇(𝑥) = Π𝑡(𝑎1, . . . , 𝑎𝑡; 𝑏1, . . . , 𝑏𝑡) (D6)

for all tuples 𝑎, 𝑏 ∈ N𝑡0.

Definition D.2 will be a more operationally useful definition for our purposes, but we emphasize that Definitions D.1
and D.2 are equivalent definitions, where the latter is simply a different parameterization of the former.

Proposition D.3. Definitions D.1 and D.2 are equivalent definitions.

Proof. For any |𝜓⟩ coming from the first definition, we get the sequences 𝑝 and 𝜑 for the second definition as 𝑝𝑛 =

|⟨𝑛|𝜓⟩|2 and 𝜑𝑛 = arg⟨𝑛|𝜓⟩. One can then normalize each 𝑝𝑖 by 𝑝𝑖(𝑥) → 𝑝𝑖(𝑥)/
∑︀
𝑖 𝑝𝑖(𝑥), and then absorb a factor of

(
∑︀
𝑖 𝑝𝑖(𝑥))

𝑡 into the measure.
Conversely for any measure space and sequences 𝑝 and 𝜑 coming from the second definition, we get the measure

space (𝑋 ⊂ 𝐿2(R),Σ, 𝜇) for the first definition since the parameterization defines states in 𝐿2(R).

We include Definition D.1 since it closer matches the standard definition of a weighted complex-projective design.
In light of Proposition D.3, henceforth we will use Definition D.2. To become better acquainted with this definition,
consider the following example of a continuous-variable state 1-design.

Example D.4 (Continuous-variable state 1-designs). Consider the measure space where 𝑋 = N0, Σ is the power-set
𝒫(𝑋), and 𝜇 is the standard counting measure on N0. Let 𝑝𝑛 : 𝑥 ↦→ 𝛿𝑛𝑥, and 𝜑𝑛 : 𝑥 ↦→ 0. Then∫︁

𝑋

|𝑝(𝑥), 𝜑(𝑥)⟩⟨𝑝(𝑥), 𝜑(𝑥)|d𝜇(𝑥) =
∑︁
𝑥∈N0

|𝑛 = 𝑥⟩⟨𝑛 = 𝑥| = Π1, (D7)

where note that Π1 = 1. Hence, this is an example of a continuous-variable state 1-design.
Similarly, consider R>0 with the standard Borel 𝜎-algebra and Lebesgue measure. Consider also [0, 2𝜋) with the

normalized Lebesgue measure. Let (𝑋,Σ, 𝜇) be the unique product measure space for 𝑋 = R>0 × [0, 2𝜋). For an
element 𝑥 ∈ 𝑋, notate 𝑥 = (𝑟, 𝜃), for 𝑟 ∈ R>0 and 𝜃 ∈ [0, 2𝜋). Let 𝑝𝑛 : (𝑟, 𝜃) ↦→ 𝑒−𝑟𝑟𝑛/𝑛! and 𝜑𝑛 : (𝑟, 𝜃) ↦→ 𝜃𝑛. Then∫︁

𝑋

|𝑝(𝑥), 𝜑(𝑥)⟩⟨𝑝(𝑥), 𝜑(𝑥)|d𝜇(𝑥)

=
1

2𝜋

∑︁
𝑛,𝑚∈N0

|𝑛⟩⟨𝑚|
∫︁ ∞

0

d𝑟

∫︁ 2𝜋

0

d𝜃 ei𝜃(𝑛−𝑚)e−𝑟
𝑟𝑛/2+𝑚/2√

𝑛!𝑚!
(D8a)

=
∑︁
𝑛∈N0

|𝑛⟩⟨𝑛|
∫︁ ∞

0

d𝑟 e−𝑟
𝑟𝑛

𝑛!
(D8b)
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Theorem, Theorem B.2

Infinite dimensional sim-
plex (𝑡 ≥ 2)-designs do
not exist, Lemma D.7

Continuous-variable de-
signs, Definition D.2

Lemma D.6

FIG. D.1. An outline of the proof of the non-existence of continuous-variable 𝑡-designs for 𝑡 ≥ 2.

=
∑︁
𝑛∈N0

|𝑛⟩⟨𝑛| = Π1, (D8c)

giving another example of a 1-design. This 1-design is more commonly written as∫︁
|𝛼⟩⟨𝛼| d

2𝛼

𝜋
= 1, (D9)

where d2𝛼 = dRe𝛼 dIm𝛼 and |𝛼⟩ is a coherent state. Namely, coherent states form an overcomplete frame. ◇
We emphasize that this definition completely sidesteps the issue that one cannot define a finite Haar measure on

U(𝐿2(R)) since it is not a compact group, and indeed not even a locally compact group [105, sec. 5]. See Fig. 1 for
a visualization. The issue is sidestepped by never considering the integral over all states in 𝐿2(R). Instead, we note
that the integral over all states for a finite dimensional Hilbert space gives a finite dimensional Π𝑡, and we extend the
definition of a design to the infinite dimensional case by extending Π𝑡 to the infinite dimensional space 𝐿2(R). This is
exactly the approach that was taken in [51, 57]. Alternatively, in Appendix D5, we do explicitly consider integration
over the infinite dimensional space C∞ ⊃ 𝐿2(R).

1. Non-existence of continuous-variable state designs

It has been shown that no set of Gaussian states can form a continuous-variable 2-design [51]. We extend this result
to show that there do not exist continuous-variable 𝑡-designs for any 𝑡 > 1. We emphasize that our proof in fact works
for any separable Hilbert space ℋ, not just 𝐿2(R), since it only assumes the existence of a countable orthonormal
basis.

Theorem D.5. No continuous-variable state or unitary 𝑡-designs exist for any integer 𝑡 ≥ 2.

Theorem D.5 is an immediate consequence of Lemma D.6 and Lemma D.7 below. Fig. D.1 provides an overview of
the proof. We recommend reading this section first keeping in mind the specific example of 𝑡 = 2, where the explicit
form of Π2 and Λ2 are given in Example B.7. After understanding this case, the extension to arbitrary 𝑡 ≥ 2 is
straightforward.

To begin, we will show that existence of continuous-variable state 𝑡-designs implies existence of simplex 𝑡-designs.

Lemma D.6. If a continuous-variable 𝑡-design exists, then there exists a 𝜎-finite measure space (𝑋,Σ, 𝜇) and a
sequence 𝑝 = (𝑝𝑖)

∞
𝑖=0 of measurable maps 𝑝𝑖 : 𝑋 → [0, 1] satisfying

∞∑︁
𝑖=0

𝑝𝑖(𝑥) = 1 𝜇-a.e. in 𝑋, (D10)

and

∀𝑎 ∈ N𝑡0 :
∫︁
𝑋

𝑡∏︁
𝑖=1

𝑝𝑎𝑖(𝑥) d𝜇(𝑥) = Λ𝑡(𝑎). (D11)
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Proof. Suppose a continuous-variable state 𝑡-design exists. Then Eq. (D6) holds for all tuples 𝑎, 𝑏 ∈ N𝑡0, and 𝑝 satisfies
Eq. (D10) by Definition D.2. Indeed, Eq. (D10) is simply the requirement that the quantum states be normalized.
Plugging in 𝑎 = 𝑏 and Λ𝑡(𝑎) = Π𝑡(𝑎; 𝑎) by definition, we get

Λ𝑡(𝑎) =

∫︁
𝑋

(︃
𝑡∏︁
𝑖=1

⟨𝑎𝑖|𝑝(𝑥), 𝜑(𝑥)⟩⟨𝑝(𝑥), 𝜑(𝑥)|𝑎𝑖⟩
)︃
d𝜇(𝑥) (D12a)

=

∫︁
𝑋

𝑡∏︁
𝑖=1

|⟨𝑎𝑖|𝑝(𝑥), 𝜑(𝑥)⟩|2 d𝜇(𝑥) (D12b)

=

∫︁
𝑋

𝑡∏︁
𝑖=1

𝑝𝑎𝑖(𝑥) d𝜇(𝑥). (D12c)

Therefore, the measure space and sequence 𝑝 satisfy Eq. (D10) and Eq. (D11). The only remaining thing to show is
that 𝑋 can be 𝜎-finite.

Consider the function 𝑓 = 𝑝𝑡𝑖 whose codomain is clearly [0, 1]. By Eq. (D11), 0 <
∫︀
𝑋
𝑓 d𝜇 < ∞. Hence, by

Lemma B.4, the preimage 𝑓−1((0, 1]) = 𝑝−1
𝑖 ((0, 1]) is a 𝜎-finite set. Since a countable union of 𝜎-finite sets is 𝜎-finite,

it must be that 𝑌 :=
⋃︀∞
𝑖=0 𝑝

−1
𝑖 ((0, 1]) is 𝜎-finite (also recall that any 𝜎-finite set is measurable). The set 𝑋 ∖𝑌 is equal

to
⋂︀∞
𝑖=0 𝑝

−1
𝑖 ({0}). Eq. (D10) is required to hold almost everywhere in 𝑋. This means that the set of points for which

it does not hold is contained within a measure zero subset of 𝑋. Clearly, Eq. (D10) does not hold when 𝑥 ∈ 𝑋 ∖ 𝑌 .
Therefore, 𝑋 ∖ 𝑌 is contained within a measure zero subset of 𝑋. Thus, if Eq. (D11) holds on 𝑋, then it also holds
on 𝑌 , and of course the same is true for Eq. (D10).

Hence we have determined if Eqs. (D10) and (D11) are satisfied by the measure space (𝑋,Σ, 𝜇), then they are
also satisfied by the measure space (𝑌,Σ|𝑌 , 𝜇|𝑌 ), where |𝑌 denotes the restriction to the subset 𝑌 ⊆ 𝑋. To see that
(𝑌,Σ|𝑌 , 𝜇|𝑌 ) is a valid measure space, recall that we have already shown that 𝑌 ∈ Σ. Then one can straightforwardly
check that Σ|𝑌 is a 𝜎-algebra of 𝑌 and 𝜇|𝑌 is a valid measure with respect to Σ|𝑌 , so that the restriction of (𝑋,Σ, 𝜇)
to 𝑌 is a measure space (see e.g. [123, Ch. 17.1, exercise 6]). We have also shown that (𝑌,Σ|𝑌 , 𝜇|𝑌 ) is 𝜎-finite. In
summary, we have shown that if a continuous-variable 𝑡-design exists, then there exists a measure space satisfying
Eqs. (D10) and (D11). We then showed that the existence of this measure space implies the existence of a 𝜎-finite
measure space satisfying Eqs. (D10) and (D11), hence completing the proof.

As we commented in Lemma C.13, a complex-projective design gives rise to a simplex design. At a high level,
Lemma D.6 is extending this fact to the continuous-variable regime. Similar to how we extended the definition of a
complex-projective design to infinite dimensions, the analogous extension of a simplex design to infinite dimensions is
the conditions in Eqs. (D10) and (D11), as in Definition C.14. The extra bit about 𝑋 being 𝜎-finite is just a technical
point needed so that Theorem B.2 can be used in the next lemma.

Given Lemma D.6, we immediately see that if no 𝜎-finite measure space and sequence 𝑝 can satisfy Eqs. (D10)
and (D11), then no continuous-variable 𝑡-designs can exist. This is what we show in the following lemma.

Lemma D.7. No (𝑋,Σ, 𝜇) and (𝑝𝑖)
∞
𝑖=0 exist satisfying the conditions of Lemma D.6 for any 𝑡 ∈ N≥2.

Proof. Assume by way of contradiction that such (𝑋,Σ, 𝜇) and (𝑝𝑖) exist. Because of Eq. (D10), it must be that for
almost all 𝑥 ∈ 𝑋, lim𝑖→∞ 𝑝𝑖(𝑥) = 0. Since the sequence (𝑝𝑖) converges, it must be the case that every subsequence
(𝑝𝑖𝑘)

∞
𝑘=0 of (𝑝𝑖) also converges to the same point; lim𝑘→∞ 𝑝𝑖𝑘(𝑥) = 0 for almost all 𝑥. For any tuple 𝑗 ∈ N𝑡0, define

𝑔(𝑥) =
∏︀𝑡
𝑙=1 𝑝𝑗𝑙(𝑥), which is in 𝐿1(𝑋) = 𝐿1(𝑋,Σ, 𝜇) (i.e.

∫︀
𝑋
𝑔 d𝜇 < ∞) by Eq. (D11). Consider the sequence

(𝑓𝑖𝑘)
∞
𝑘=0 where 𝑓𝑖𝑘(𝑥) = 𝑝𝑖𝑘(𝑥)𝑔(𝑥) for any 𝑗 ∈ N𝑡0. Then 𝑓𝑖𝑘 converges pointwise to the zero function 𝑓(𝑥) = 0 almost

everywhere as 𝑘 → ∞, and 𝑓 is obviously measurable. Since the codomain of 𝑝𝑖𝑘 is [0, 1], it follows that 𝑓𝑖𝑘 ≤ 𝑔 for
all 𝑖𝑘. Therefore, (𝑓𝑖𝑘) is a sequence in 𝐿1(𝑋) and is dominated by a nonnegative integrable 𝑔. Hence, we can apply
the Dominated Convergence Theorem B.1 to swap the limit and the integral and find that lim𝑘→∞ ‖𝑓𝑖𝑘 − 𝑓‖1 = 0,
giving

∀𝑗 ∈ N𝑡0 : lim
𝑘→∞

∫︁
𝑋

𝑝𝑖𝑘(𝑥)

𝑡∏︁
𝑙=1

𝑝𝑗𝑙(𝑥) d𝜇(𝑥) = 0. (D13)

Next we consider the sequence (𝑝𝑖)
∞
𝑖=0, which is a bounded sequence in 𝐿𝑡(𝑋) since

∫︀
𝑋
𝑝𝑡𝑖 d𝜇 < ∞ by Eq. (D11).

Therefore, we can apply the Riesz Weak Compactness Theorem from Theorem B.2 to find a subseqence (𝑝𝑖𝑘)
∞
𝑘=0 and

a function 𝑞 for which for all ℎ ∈ 𝐿𝑡
′
(𝑋),

lim
𝑘→∞

∫︁
𝑋

𝑝𝑖𝑘(𝑥)ℎ(𝑥) d𝜇(𝑥) =

∫︁
𝑋

𝑞(𝑥)ℎ(𝑥) d𝜇(𝑥), (D14)
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where 𝑡′ = 𝑡/(𝑡− 1). Now we must prove that 𝑞 is zero almost everywhere.
First we show that 𝑞 must be nonnegative almost everywhere. Heuristically, this is because 𝑞 is being substituted for

a limit of probabilities, which themselves are always nonnegative. More technically, let 1l𝐴 be the indicator function,
so that 1l𝐴(𝑥) is 1 if 𝑥 ∈ 𝐴, and zero otherwise. Since 𝑋 is 𝜎-finite, there exists a sequence (𝐴𝑗) where 𝐴𝑗 is measurable
𝐴𝑗 ∈ Σ, 𝜇(𝐴𝑗) <∞, and 𝑋 =

⋃︀∞
𝑗=0𝐴𝑗 . Since 𝐴𝑗 has finite measure, 1l𝐴𝑗

∈ 𝐿𝑡
′
(𝑋). Plugging ℎ = 1l𝐴𝑗

into Eq. (D14),
we find that

∫︀
𝑋
𝑞(𝑥)1l𝐴𝑗

(𝑥) d𝜇(𝑥) ≥ 0 for all 𝑗. Therefore,
∫︀
𝐴
𝑞 d𝜇 ≥ 0 for every 𝐴 ∈ Σ of finite measure, and we can

build up 𝑋 from such 𝐴’s. This tells us that 𝑞 ≥ 0 almost everywhere.
Next we show that 𝑞 must be the zero function almost everywhere. For some 𝑗 ∈ N𝑡0, we plug ℎ(𝑥) =

∏︀𝑡
𝑙=1 𝑝𝑗𝑙(𝑥) ∈

𝐿𝑡
′
(𝑋) into Eq. (D14). Using Eq. (D13) for the left hand side of Eq. (D14), this tells us that

∀𝑗 ∈ N𝑡0 :
∫︁
𝑋

𝑞(𝑥)

𝑡∏︁
𝑙=1

𝑝𝑗𝑙(𝑥) d𝜇(𝑥) = 0. (D15)

Along with the fact that 𝑞 must be nonnegative almost everywhere, this implies that 𝑞(𝑥) must be zero almost
everywhere whenever 𝑝𝑗(𝑥) ̸= 0 for any 𝑗. As such, 𝑞 must be zero almost everywhere on the set

⋃︀∞
𝑗=0 𝑝

−1
𝑗 ((0, 1]).

But we showed in the proof of Lemma D.6 that 𝑋 ∖⋃︀∞
𝑗=0 𝑝

−1
𝑗 ((0, 1]) is contained within a measure zero subset of 𝑋.

We have shown that 𝑞 is the zero function almost everywhere on 𝑋. Hence, Eq. (D14) becomes

∀ℎ ∈ 𝐿𝑡
′
(𝑋) : lim

𝑘→∞

∫︁
𝑋

𝑝𝑖𝑘(𝑥)ℎ(𝑥) d𝜇(𝑥) = 0. (D16)

Plugging ℎ = 𝑝𝑡−1
0 (which is in 𝐿𝑡

′
(𝑋) by Eq. (D11)) into Eq. (D16), we arrive at lim𝑘→∞

∫︀
𝑋
𝑝𝑡−1
0 𝑝𝑖𝑘 d𝜇 = 0. But

Eq. (D11) tells us that lim𝑘→∞
∫︀
𝑋
𝑝𝑡−1
0 𝑝𝑖𝑘 d𝜇 = lim𝑘→∞ Λ𝑡(0, . . . , 0, 𝑖𝑘), which, from the definition of Λ𝑡 in terms of

Π𝑡, is strictly positive as shown in Eq. (B18). We’ve reached a contradiction, hence completing the proof.

The non-existence of state designs statement of Theorem D.5 follows as an immediate corollary of Lemmas D.6
and D.7. The non-existence of unitary designs follows straightforwardly from the non-existence of state designs, as we
explain in the next subsection. Furthermore, Theorem D.5 still holds even in the case when one allows (𝑋,Σ, 𝜇) to be
a signed measure space by a simple appeal to the Hahn Decomposition Theorem [130]. Indeed, using this theorem,
one simply splits the signed measure space into two nonnegative measure spaces and then proceeds with the proof of
Theorem D.5.

2. Non-existence of continuous-variable unitary designs

Theorem D.5 extends the results from [51], where it is shown that the set of Gaussian states does not form a state
2-design, and the results from [57], where it is shown that the set of Gaussian unitaries does not form a unitary
2-design. The non-existence of continuous-variable state 𝑡-designs for 𝑡 > 1 immediately implies the non-existence
of continuous-variable unitary 𝑡-designs for 𝑡 > 1, since any unitary design gives rise to a state design by twirling a
fiducial state. To be clear, we consider the definition of a continuous-variable unitary 2-design given in [57]. Namely,
a unitary 2-design is any ensemble ℰ of unitaries satisfying

E
ℰ

[︀
(𝑈 ⊗ 𝑈)𝐴(𝑈 ⊗ 𝑈)†

]︀
∝ 1

2
(1Tr[𝐴] + 𝑆 Tr[𝑆𝐴]) (D17)

for any operator trace-class operator 𝐴, where 𝑆 is the SWAP operator that swaps the elements of the tensor product
space. Since this should hold for any 𝐴, we can substitute 𝐴 = (|𝜑⟩⟨𝜑|)⊗2 for any fiducial state |𝜑⟩ (e.g. the zero Fock
state |0⟩). We can then define a new ensemble over states ℰ ′ = {𝑈 |𝜑⟩ | 𝑈 ∈ ℰ}. The result is

E
ℰ′

[︁
(|𝜓⟩⟨𝜓|)⊗2

]︁
∝ 1

2
(1+ 𝑆) = Π2, (D18)

which precisely matches the definition of a continuous-variable state 2-design given in [51], and the definition we use
in Definition D.2. Hence, by contraposition, if a state design does not exist, then a unitary design necessarily does
not exist.

This result holds generally for the definition of continuous-variable unitary 𝑡-designs given in [57, footnote 89].
Specifically, a unitary 𝑡-design is an ensemble ℰ satisfying

E
ℰ

[︀
𝑈⊗𝑡𝐴𝑈† ⊗𝑡]︀ ∝ 1

|𝑆𝑡|
∑︁
𝜎∈𝑆𝑡

𝑊𝜎 Tr(𝑊
−1
𝜎 𝐴) (D19)
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for any trace-class operator 𝐴. Substituting 𝐴 = (|𝜑⟩⟨𝜑|)⊗𝑡 for some fiducial state |𝜑⟩. Then define a new ensemble
over states ℰ ′ = {𝑈 |𝜑⟩ | 𝑈 ∈ ℰ}. The result is then

E
ℰ′

[︁
(|𝜓⟩⟨𝜓|)⊗𝑡

]︁
∝ 1

|𝑆𝑡|
∑︁
𝜎∈𝑆𝑡

𝑊𝜎 = Π𝑡, (D20)

meaning that ℰ ′ is a continuous-variable state 𝑡-design according to Definition D.2. By the nonnexistence of continuous-
variable (𝑡 ≥ 2)-designs then, such a unitary design does not exist for 𝑡 ≥ 2.

3. Rigged continuous-variable state designs

The result of Theorem D.5 is that no continuous-variable (𝑡 ≥ 2)-designs exist. The main hindrance to the con-
struction of continuous-variable state (𝑡 ≥ 2)-designs is the requirement that the states be normalized. In particular,
the proof did not rely on exactly what the states were normalized to, only that lim𝑖→∞ 𝑝𝑖 = 0. Hence, the requirement
that the states belong to 𝐿2(R) inhibits the existence of continuous-variable designs. This motivates the approach
taken in this section, where we construct rigged continuous-variable state designs by relaxing the normalization con-
dition, thus allowing unphysical states such as the infinite superposition state

∑︀
𝑛∈N0

|𝑛⟩. Specifically, the we will use
elements of the standard rigged Hilbert space on top of 𝐿2(R) to reconstruct Π𝑡. These elements are called tempered
distributions (see below); some familiar tempered distributions are the position eigenstates |𝑥⟩ and the momentum
eigenstates |𝑝⟩. In the next section, we will reintroduce normalization via a soft energy cutoff, hence making the
rigged continuous-variable designs a type of approximate continuous-variable design.

When we remove the normalization condition on the states, many of the finite dimensional complex-projective
designs still do not naturally extend to the continuous-variable regime. For example, consider the complex-projective
design given in Eq. (C32). We begin by making the states |𝑚, 𝑞1, 𝑞2⟩ non-normalizable by multiplying through
by

√
𝑛+ 1, and then take the 𝑛 → ∞ limit. In this limit, 𝑟 = 1/

√
𝑛+ 2 → 0, and hence

√
𝑛+ 1 |𝑚, 𝑞1, 𝑞2⟩ =√

𝑛+ 1 |𝑚′, 𝑞1, 𝑞2⟩ for all 𝑚 and 𝑚′. One can straightforwardly check that these states do not reconstruct Π2. In
particular, these states only form a 1-design as the underlying simplex design is only a 1-design.

However, some finite dimensional complex-projective designs do extend to the continuous-variable regime when
normalization is removed. For example, consider the following CP𝑑−1 2-design, when 𝑑 is prime, given in Eq. (C30),
which also happens to be a maximal set of mutually unbiased bases [17, 128]. Define the state |𝑞1⟩𝑞2 ≡ 𝑞2

|𝑞1⟩ :=

1√
𝑑

∑︀𝑑−1
𝑛=0 exp

[︀
2𝜋i
𝑑

(︀
𝑞1𝑛+ 𝑞2𝑛

2
)︀]︀

|𝑛⟩. One can straightforwardly show that for each 𝑞2,
{︁
|𝑞1⟩𝑞2 | 𝑞1 ∈ {0, . . . , 𝑑− 1}

}︁
is

an orthonormal basis, and that

Π2 =
1

2

𝑑−1∑︁
𝑛=0

(|𝑛⟩⟨𝑛|)⊗2
+

1

2

𝑑−1∑︁
𝑞1,𝑞2=0

(︁
𝑞2
|𝑞1⟩⟨𝑞1|𝑞2

)︁⊗2

. (D21)

The phases involved in this design utilize the so-called “𝑎𝑥2 + 𝑏𝑥 construction” described in [127]. In the language
of our paper, the “𝑎𝑥2 + 𝑏𝑥 construction” is alluding to a particular torus 2-design construction, namely given in
Theorem C.9.

This design cannot be extended to a continuous-variable design because the states |𝑞1⟩𝑞2 are unphysical when 𝑑
is infinite. If we relax the normalization condition, however, we can reconstruct the infinite dimensional symmetric
projector with an analogous design.

Theorem D.8. Define the non-normalizable state

|𝜃⟩𝜙 ≡ 𝜙|𝜃⟩ :=
1√
2𝜋

∑︁
𝑛∈N0

exp
[︀
i
(︀
𝜃𝑛+ 𝜙𝑛2

)︀]︀
|𝑛⟩ . (D22)

Then

Π2 =
1

2

∑︁
𝑛∈N0

(|𝑛⟩⟨𝑛|)⊗2
+

1

2

∫︁ 𝜋

−𝜋
d𝜙

∫︁ 𝜋

−𝜋
d𝜃
(︁
𝜙|𝜃⟩⟨𝜃|𝜙

)︁⊗2

. (D23)

Proof. ∫︁ 𝜋

−𝜋
d𝜙

∫︁ 𝜋

−𝜋
d𝜃⟨𝑎|𝜃⟩𝜙⟨𝑏|𝜃⟩𝜙 𝜙⟨𝜃|𝑐⟩ 𝜙⟨𝜃|𝑑⟩ (D24a)
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=
1

(2𝜋)2

∫︁ 𝜋

−𝜋
d𝜙

∫︁ 𝜋

−𝜋
d𝜃ei𝜃(𝑎+𝑏−𝑐−𝑑)ei𝜙(𝑎

2+𝑏2−𝑐2−𝑑2) (D24b)

=

{︃
1 if 𝑎+ 𝑏 = 𝑐+ 𝑑 and 𝑎2 + 𝑏2 = 𝑐2 + 𝑑2

0 otherwise
(D24c)

=

{︃
1 if 𝑎 = 𝑐 ̸= 𝑏 = 𝑑 or 𝑎 = 𝑑 ̸= 𝑏 = 𝑐 or 𝑎 = 𝑏 = 𝑐 = 𝑑

0 otherwise
from Lemma C.10 (D24d)

= 𝛿𝑎𝑐𝛿𝑏𝑑 + 𝛿𝑎𝑑𝛿𝑏𝑐 − 𝛿𝑎𝑏𝛿𝑎𝑐𝛿𝑎𝑑 (D24e)
= 2Π2(𝑎, 𝑏; 𝑐, 𝑑)− 𝛿𝑎𝑏𝛿𝑎𝑐𝛿𝑎𝑑 (D24f)

= 2Π2(𝑎, 𝑏; 𝑐, 𝑑)−
∑︁
𝑛∈N0

⟨𝑎|𝑛⟩⟨𝑏|𝑛⟩⟨𝑛|𝑐⟩⟨𝑛|𝑑⟩. (D24g)

Strictly speaking, Eq. (D23) should say Π2

⃒⃒
𝑆(R), since the ⟨𝜃|𝜙 are only defined on Schwartz space 𝑆(R) ⊂ 𝐿2(R).

However, its action can be uniquely extended to all of 𝐿2(R). This will be formalized later on in this section.
We can find analogous results using cos and sin states from [59]. We note that looking at the |𝜃⟩𝜙 non-normalizable

states was motivated by lifting the finite dimensional complex-projective design to the continuous-variable case. These
states are Kerred phase states, which form a continuous projection-valued measure (PVM) [59]. From these states,
we are then motivated to define the |cos 𝜃⟩𝜙 and |sin 𝜃⟩𝜙 states, which are defined in [59], since they are similar to the
Kerred phase states, but nicer in many ways. In particular, for each 𝜙, they form an generalized orthogonal basis.

Theorem D.9. Define the non-normalizable state

|cos 𝜃⟩𝜙 ≡ 𝜙|cos 𝜃⟩ :=
√︂

2

𝜋

∑︁
𝑛∈N0

ei𝜙𝑛
2

sin((𝑛+ 1)𝜃) |𝑛⟩ . (D25)

Then

Π2 =
1

4

∑︁
𝑛∈N0

(|𝑛⟩⟨𝑛|)⊗2
+

1

4

∫︁ 𝜋

−𝜋
d𝜙

∫︁ 𝜋

0

d𝜃
(︁
𝜙|cos 𝜃⟩⟨cos 𝜃|𝜙

)︁⊗2

(D26)

Proof.∫︁ 𝜋

−𝜋
d𝜙

∫︁ 𝜋

0

d𝜃⟨𝑎| cos 𝜃⟩𝜙⟨𝑏| cos 𝜃⟩𝜙 𝜙⟨cos 𝜃|𝑐⟩ 𝜙⟨cos 𝜃|𝑑⟩ (D27a)

=
4

𝜋2

∫︁ 𝜋

−𝜋
d𝜙

∫︁ 𝜋

0

d𝜃 ei𝜙(𝑎
2+𝑏2−𝑐2−𝑑2) sin((𝑎+ 1)𝜃) sin((𝑏+ 1)𝜃) sin((𝑐+ 1)𝜃) sin((𝑑+ 1)𝜃) (D27b)

=
8

𝜋
𝛿𝑎2+𝑏2,𝑐2+𝑑2

∫︁ 𝜋

0

d𝜃 sin((𝑎+ 1)𝜃) sin((𝑏+ 1)𝜃) sin((𝑐+ 1)𝜃) sin((𝑑+ 1)𝜃) (D27c)

=
1

𝜋
𝛿𝑎2+𝑏2,𝑐2+𝑑2

∫︁ 𝜋

0

d𝜃
[︀
cos(𝜃(𝑎+ 𝑏+ 𝑐+ 𝑑+ 4))− cos(𝜃(−𝑎+ 𝑏+ 𝑐+ 𝑑+ 2))

− cos(𝜃(𝑎− 𝑏+ 𝑐+ 𝑑+ 2))− cos(𝜃(𝑎+ 𝑏− 𝑐+ 𝑑+ 2)) + cos(𝜃(𝑎− 𝑏− 𝑐+ 𝑑))

− cos(𝜃(𝑎+ 𝑏+ 𝑐− 𝑑+ 2)) + cos(𝜃(𝑎− 𝑏+ 𝑐− 𝑑)) + cos(𝜃(𝑎+ 𝑏− 𝑐− 𝑑))
]︀ (D27d)

= 𝛿𝑎2+𝑏2,𝑐2+𝑑2
[︀
sinc(𝑎+ 𝑏+ 𝑐+ 𝑑+ 4)− sinc(−𝑎+ 𝑏+ 𝑐+ 𝑑+ 2)− sinc(𝑎− 𝑏+ 𝑐+ 𝑑+ 2)

− sinc(𝑎+ 𝑏− 𝑐+ 𝑑+ 2) + sinc(𝑎− 𝑏− 𝑐+ 𝑑)− sinc(𝑎+ 𝑏+ 𝑐− 𝑑+ 2)

+ sinc(𝑎− 𝑏+ 𝑐− 𝑑) + sinc(𝑎+ 𝑏− 𝑐− 𝑑)
]︀ (D27e)

= 𝛿𝑎2+𝑏2,𝑐2+𝑑2
[︀
− 𝛿𝑎,𝑏+𝑐+𝑑+2 − 𝛿𝑏,𝑎+𝑐+𝑑+2

− 𝛿𝑐,𝑎+𝑏+𝑑+2 − 𝛿𝑑,𝑎+𝑏+𝑐+2 + 𝛿𝑎+𝑑,𝑏+𝑐 + 𝛿𝑎+𝑐,𝑏+𝑑 + 𝛿𝑎+𝑏,𝑐+𝑑
]︀
,

(D27f)

where we used that
∫︀ 𝜋
0
cos(𝑥𝜃) d𝜃 = 𝜋 sinc𝑥, and sinc𝑥 = sin(𝜋𝑥)

𝜋𝑥 when 𝑥 ̸= 0, and 1 when 𝑥 = 0. One can easily
verify that there are no integer solutions to the Diophantine system 𝑎2 + 𝑏2 = 𝑐2 + 𝑑2 and 𝑎 = 𝑏+ 𝑐+ 𝑑+ 2. Thus,∫︁ 𝜋

−𝜋
d𝜙

∫︁ 𝜋

0

d𝜃⟨𝑎| cos 𝜃⟩𝜙⟨𝑏| cos 𝜃⟩𝜙 𝜙⟨cos 𝜃|𝑐⟩ 𝜙⟨cos 𝜃|𝑑⟩ = 𝛿𝑎2+𝑏2,𝑐2+𝑑2 (𝛿𝑎+𝑑,𝑏+𝑐 + 𝛿𝑎+𝑐,𝑏+𝑑 + 𝛿𝑎+𝑏,𝑐+𝑑) . (D28)
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We now focus on the three terms individually. The third term is solved in Lemma C.10 a 𝛿𝑎2+𝑏2,𝑐2+𝑑2𝛿𝑎+𝑏,𝑐+𝑑 =
𝛿𝑎𝑐𝛿𝑏𝑑 + 𝛿𝑎𝑑𝛿𝑏𝑐 − 𝛿𝑎𝑏𝛿𝑎𝑐𝛿𝑎𝑑. The first term is only nonzero when 𝑎, 𝑏, 𝑐, 𝑑 solve

𝑎2 + 𝑏2 = 𝑐2 + 𝑑2, and 𝑎+ 𝑑 = 𝑏+ 𝑐. (D29)

Plugging 𝑎 = 𝑏+ 𝑐− 𝑑 in, we find (𝑏+ 𝑐− 𝑑)2 + 𝑏2 = 𝑐2 + 𝑑2, or equivalently (𝑏+ 𝑐)(𝑏− 𝑑) = 0. Therefore, the first
term is only nonzero when 𝑏 = 𝑑 and 𝑎 = 𝑐. A similar analysis holds for the second term, where we find that it only
nonzero when 𝑏 = 𝑐 and 𝑎 = 𝑑. Hence, we find that∫︁ 𝜋

−𝜋
d𝜙

∫︁ 𝜋

0

d𝜃⟨𝑎| cos 𝜃⟩𝜙⟨𝑏| cos 𝜃⟩𝜙 𝜙⟨cos 𝜃|𝑐⟩ 𝜙⟨cos 𝜃|𝑑⟩ (D30a)

= 𝛿𝑎𝑐𝛿𝑏𝑑 + 𝛿𝑎𝑑𝛿𝑏𝑐 + (𝛿𝑎𝑐𝛿𝑏𝑑 + 𝛿𝑎𝑑𝛿𝑏𝑐 − 𝛿𝑎𝑏𝛿𝑎𝑐𝛿𝑎𝑑) (D30b)
= 2(𝛿𝑎𝑐𝛿𝑏𝑑 + 𝛿𝑎𝑑𝛿𝑏𝑐)− 𝛿𝑎𝑏𝛿𝑎𝑐𝛿𝑎𝑑 (D30c)

= 4Π2(𝑎, 𝑏; 𝑐, 𝑑)−
∑︁
𝑛∈N0

⟨𝑎|𝑛⟩⟨𝑏|𝑛⟩⟨𝑛|𝑐⟩⟨𝑛|𝑑⟩, (D30d)

proving the result.

Theorem D.10. Define the non-normalizable state

|sin 𝜃⟩𝜙 ≡ 𝜙|sin 𝜃⟩ :=
1√
2𝜋

∑︁
𝑛∈N0

ei𝜙𝑛
2
(︁
ei(𝑛+1)𝜃 − e−i(𝑛+1)(𝜃−𝜋)

)︁
|𝑛⟩ . (D31)

Then

Π2 =
1

4

∑︁
𝑛∈N0

(|𝑛⟩⟨𝑛|)⊗2
+

1

4

∫︁ 𝜋

−𝜋
d𝜙

∫︁ 𝜋/2

−𝜋/2
d𝜃
(︁
𝜙|sin 𝜃⟩⟨sin 𝜃|𝜙

)︁⊗2

(D32)

Proof.∫︁ 𝜋

−𝜋
d𝜙

∫︁ 𝜋/2

−𝜋/2
d𝜃⟨𝑎| sin 𝜃⟩𝜙⟨𝑏| sin 𝜃⟩𝜙 𝜙⟨sin 𝜃|𝑐⟩ 𝜙⟨sin 𝜃|𝑑⟩ (D33a)

=
1

(2𝜋)2

∫︁ 𝜋

−𝜋
d𝜙

∫︁ 𝜋/2

−𝜋/2
d𝜃 ei𝜙(𝑎

2+𝑏2−𝑐2−𝑑2)
(︁
ei(𝑎+1)𝜃 − e−i(𝑎+1)(𝜃−𝜋)

)︁(︁
ei(𝑏+1)𝜃 − e−i(𝑏+1)(𝜃−𝜋)

)︁
×
(︁
e−i(𝑐+1)𝜃 − ei(𝑐+1)(𝜃−𝜋)

)︁(︁
e−i(𝑑+1)𝜃 − ei(𝑑+1)(𝜃−𝜋)

)︁
(D33b)

=
1

2
𝛿𝑎2+𝑏2,𝑐2+𝑑2

[︀ (︀
(−1)𝑎+𝑏−𝑐−𝑑 + 1

)︀
sinc ((𝑎+ 𝑏− 𝑐− 𝑑)/2)

+ (−1)𝑏−𝑐
(︀
(−1)𝑎−𝑏+𝑐−𝑑 + 1

)︀
sinc ((𝑎− 𝑏+ 𝑐− 𝑑)/2)

+ (−1)𝑎−𝑐
(︀
(−1)𝑎−𝑏−𝑐+𝑑 + 1

)︀
sinc ((𝑎− 𝑏− 𝑐+ 𝑑)/2)

+ terms that are always zero when 𝑎2 + 𝑏2 = 𝑐2 + 𝑑2
]︀

(D33c)

= 𝛿𝑎2+𝑏2,𝑐2+𝑑2
(︀
𝛿𝑎+𝑏,𝑐+𝑑 + (−1)𝑏−𝑐𝛿𝑎+𝑐,𝑏+𝑑 + (−1)𝑎−𝑐𝛿𝑎+𝑑,𝑏+𝑐

)︀
. (D33d)

From here we continue exactly as in Theorem D.9, and find that∫︁ 𝜋

−𝜋
d𝜙

∫︁ 𝜋/2

−𝜋/2
d𝜃⟨𝑎| sin 𝜃⟩𝜙⟨𝑏| sin 𝜃⟩𝜙 𝜙⟨sin 𝜃|𝑐⟩ 𝜙⟨sin 𝜃|𝑑⟩ = 4Π2(𝑎, 𝑏; 𝑐, 𝑑)−

∑︁
𝑛∈N0

⟨𝑎|𝑛⟩⟨𝑏|𝑛⟩⟨𝑛|𝑐⟩⟨𝑛|𝑑⟩ (D34)

completing the proof.

We now state some facts about the non-normalizable states used above, the proof of which can be found in [59,
sec. 6]. Our definition of these states differs from the definition in [59] in that we have added an additional phase
factor ei𝜙𝑛̂

2

, but this does not affect any of the following facts. For the following, we will use 𝛿 to denote the Dirac
delta function on the interval [−𝜋, 𝜋], namely 𝛿(𝜃) ≡ 𝛿[−𝜋,𝜋](𝜃) =

1
2𝜋

∑︀
𝑗∈Z e

i𝜃𝑗 .

𝜙⟨cos 𝜃| cos 𝜃′⟩𝜙 = 𝛿(𝜃 − 𝜃′) (D35a)
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𝜙⟨sin 𝜃| sin 𝜃′⟩𝜙 = 𝛿(𝜃 − 𝜃′) (D35b)∫︁ 𝜋

0
𝜙|cos 𝜃⟩⟨cos 𝜃|𝜙 d𝜃 = 1 (D35c)∫︁ 𝜋

0
𝜙|sin 𝜃⟩⟨sin 𝜃|𝜙 d𝜃 = 1 (D35d)∫︁ 𝜋

0
𝜙|𝜃⟩⟨𝜃|𝜙 d𝜃 = 1. (D35e)

From these, we see that the cos and sin states form a generalized orthogonal basis for each 𝜙, and the cos, sin, and 𝜃
states form a continuous PVM for each 𝜙. More generally, one can consider 𝛾-rotated sine/cosine states

|𝜃⟩𝜙,𝛾 :=
1√
8

∞∑︁
𝑛=0

ei𝜙𝑛
2
(︁
ei(𝑛+1)𝜃 − e−i(𝑛+1)(𝜃−𝛾)

)︁
|𝑛⟩ , (D36)

where |𝜃⟩𝜙,0 = |cos 𝜃⟩𝜙 and |𝜃⟩𝜙,𝜋 = |sin 𝜃⟩𝜙. Similar to above, for any fixed 𝛾, summing over Fock states and
integrating the |𝜃⟩𝜙,𝛾 states over 𝜃 and 𝜙 yields a rigged 2-design.

Next, we restrict our attention to the |cos 𝜃⟩𝜙, since a similar analysis holds for |sin 𝜃⟩𝜙 and |𝜃⟩𝜙. Let 𝑎̂ and 𝑎̂† be the
standard annihilation and creation operators so that 𝑛̂ = 𝑎̂†𝑎̂. The elements of {|cos 𝜃⟩𝜙 | 𝜃 ∈ (0, 𝜋)} are generalized

eigenvectors – or more precisely tempered distributions – of the operator ĉos(𝜃)𝜙 := 1
2 𝑎̂

†(𝑛̂ + 1)−1/2ei𝜙(2𝑛̂+1) + h.c.,
where h.c. denotes the Hermitian conjugate of the first term. This can be concisely expressed in terms of the Susskind-
Glogower phase operator [58, 62] ̂︁ei𝜃 :=∑︀𝑛∈N0

|𝑛+ 1⟩⟨𝑛|, yielding ĉos(𝜃)𝜙 = 1
2
̂︁ei𝜃ei𝜙(2𝑛̂+1) + h.c..

The standard position state ⟨𝑥| is to be understood as a distribution in that it is a continuous linear functional on
a subset of 𝐿2(R) that will be described below. It is defined via the relation ⟨𝑥|𝜓⟩ := 𝜓(𝑥) =

∫︀
R 𝜓(𝑥

′)𝛿(𝑥′ − 𝑥) d𝑥′.
Similarly, the momentum states ⟨𝑝| is understood as a distribution defined by ⟨𝑝|𝜓⟩ := 1√

2𝜋

∫︀
R e−i𝑝𝑥𝜓(𝑥) d𝑥.

The 𝜙⟨cos 𝜃| can be understood analogously; namely, 𝜙⟨cos 𝜃| is defined by

𝜙⟨cos 𝜃|𝜓⟩ :=
√︂

2

𝜋

∑︁
𝑛∈N0

sin((𝑛+ 1)𝜃)e−i𝜙𝑛2⟨𝑛|𝜓⟩, (D37)

where ⟨𝑛|𝜓⟩ is the standard inner product
∫︀
R 𝜓𝑛(𝑥)𝜓(𝑥) d𝑥 with 𝜓𝑛(𝑥) = ⟨𝑥|𝑛⟩ the Fock state wavefunctions.

We now formalize this intuitive understanding of the ⟨cos 𝜃|𝜙 states as distributions. References for this discussion
are [107] for a formal treatment, and [108, 109] for a broad overview. We have found that the combination of Fock
states with |cos 𝜃⟩𝜙, |sin 𝜃⟩𝜙, or |𝜃⟩𝜙 distributions is enough to reconstruct Π2. We call such designs rigged designs,
since the latter states live in the rigged Hilbert space on top of 𝐿2(R).

The standard rigged Hilbert space of the harmonic oscillator is the Gelfand triple 𝑆(R) ⊂ 𝐿2(R) ⊂ 𝑆(R)′. 𝑆(R) is
called Schwartz space, and as a topological vector space it has a continuous dual space. 𝑆(R)′ is called the space of
tempered distributions, and is the continuous dual space of 𝑆(R). For physical quantum states, we often desire that
they have finite position, momentum, and energy moments. The first part of the Gelfand triple is the set of all such
states, which for the harmonic oscillator is hence

𝑆(R) =
⋂︁

𝛼,𝛽∈N0

𝒟(𝑥̂𝛼𝑝𝛽), (D38)

where 𝒟(𝑀) denotes the maximal domain of the operator 𝑀 . Since the domains of 𝑥̂ and 𝑝 are dense in 𝐿2(R), it
follows that 𝑆(R) is dense in 𝐿2(R).
𝑆(R) is a Fréchet space, meaning that it is a topological vector space with a topology induced by a countable family

of seminorms ‖·‖𝛼,𝛽 defined by

‖𝑓‖𝛼,𝛽 := sup
𝑥∈R

⃒⃒⃒⃒
𝑥𝛼

d𝛽𝑓

d𝑥𝛽

⃒⃒⃒⃒
. (D39)

An equivalent condition for a function 𝑓 to belong to 𝑆(R) is that ‖𝑓‖𝛼,𝛽 <∞ for all 𝛼, 𝛽 ∈ N0. The topology induced
by the seminorms is equivalent to the topology induced by the metric [107, pg. 29]

𝑑(𝑓, 𝑔) =
∑︁

𝛼,𝛽∈N0

2−𝛼−𝛽
‖𝑓 − 𝑔‖𝛼,𝛽

1 + ‖𝑓 − 𝑔‖𝛼,𝛽
. (D40)
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Equipped with the metric, we can check continuity of a map 𝑇 : 𝑆(R) → C in the usual way. 𝑇 is continuous if for
all sequences (𝑓𝑛)𝑛∈N, 𝑓𝑛

𝑛→∞−−−−→ 𝑓 implies 𝑇 (𝑓𝑛)
𝑛→∞−−−−→ 𝑇 (𝑓). Strictly speaking, this is the definition of sequentially

continuous, but continuity and sequential continuity are equivalent on metric spaces. Here 𝑓𝑛
𝑛→∞−−−−→ 𝑓 means that

∀𝜖 > 0,∃𝑁 ∈ N such that ∀𝑛 ≥ 𝑁 : 𝑑(𝑓𝑛, 𝑓) < 𝜖, and 𝑇 (𝑓𝑛)
𝑛→∞−−−−→ 𝑇 (𝑓) means similarly but with the metric on C.

We are now interested in characterizing the continuous dual of 𝑆(R), denoted by 𝑆(R)′, which is a subset of the
algebraic dual. Hence, we restrict our attention to linear maps 𝑇 : 𝑆(R) → C. When 𝑇 is linear, 𝑇 (𝑓)−𝑇 (𝑔) = 𝑇 (𝑓−𝑔).
We also notice that 𝑑(𝑓, 𝑔) = 0 if and only if ‖𝑓 − 𝑔‖𝛼,𝛽 = 0 for all 𝛼, 𝛽. Therefore, the condition that 𝑇 be a tempered
distribution, meaning that 𝑇 ∈ 𝑆(R)′, is that it is linear and satisfies(︁

∀𝛼, 𝛽 ∈ N0 : lim
𝑚→∞

‖𝑓𝑚‖𝛼,𝛽 = 0
)︁

=⇒
(︁

lim
𝑚→∞

|𝑇 (𝑓𝑚)| = 0
)︁

(D41)

for any sequence of functions (𝑓𝑚)𝑚∈N ⊂ 𝑆(R).
As described above, a rigged Hilbert space is a triplet 𝑆(R) ⊂ 𝐿2(R) ⊂ 𝑆(R)′. 𝑆(R)′ is the “bra space” of tempered

distributions. One can analogously construct the “ket space” of anti linear continuous functionals on 𝑆(R). This space
is often denoted as 𝑆(R)×.

We will now revisit the ⟨cos 𝜃|𝜙, ⟨sin 𝜃|𝜙, and ⟨𝜃|𝜙 states and show that they each belong to 𝑆(R)′, while their
ket counterparts belong to 𝑆(R)×. As before, we will restrict our attention to the ⟨cos 𝜃|𝜙 states, as the others are
analogous. By construction, ⟨cos 𝜃|𝜙 is clearly linear. We now show that it is continuous. We use Eq. (D41), and
compute

lim
𝑚→∞

⃒⃒⃒
𝜙⟨cos 𝜃|𝑓𝑚⟩

⃒⃒⃒
= lim
𝑚→∞

⃒⃒⃒⃒
⃒
√︂

2

𝜋

∑︁
𝑛∈N0

e−i𝜙𝑛2

sin((𝑛+ 1)𝜃)⟨𝑛|𝑓𝑚⟩
⃒⃒⃒⃒
⃒ (D42a)

≤ lim
𝑚→∞

∑︁
𝑛∈N0

|⟨𝑛|𝑓𝑚⟩| (D42b)

= lim
𝑚→∞

∑︁
𝑛∈N0

1√
𝑛!

|⟨0| 𝑎̂𝑛 |𝑓𝑚⟩| (D42c)

= lim
𝑚→∞

∑︁
𝑛∈N0

1√
𝑛!

⃒⃒⃒⃒∫︁
R
𝜓0(𝑥)

(︂
𝑥+

d

d𝑥

)︂𝑛
𝑓𝑚(𝑥) d𝑥

⃒⃒⃒⃒
(D42d)

≤ lim
𝑚→∞

∑︁
𝑛∈N0

1√
𝑛!

(︂∫︁
R
|𝜓0(𝑥)|d𝑥

)︂(︂
sup
𝑥

⃒⃒⃒⃒(︂
𝑥+

d

d𝑥

)︂𝑛
𝑓𝑚(𝑥)

⃒⃒⃒⃒)︂
(D42e)

∝ lim
𝑚→∞

sup
𝑥

⃒⃒⃒⃒(︂
𝑥+

d

d𝑥

)︂𝑛
𝑓𝑚(𝑥)

⃒⃒⃒⃒
(D42f)

= 0. (D42g)

The last line comes by assumption from Eq. (D41). The second to last line comes from the facts that
∑︀
𝑛 1/

√
𝑛! <∞

and that
∫︀
R |𝜓0(𝑥)|d𝑥 < ∞, where 𝜓0(𝑥) is the position representation of the lowest Fock state as described in

Appendix B. Hence, ⟨cos 𝜃|𝜙 is a tempered distribution.
From Theorem D.5, we know that CV 2-designs do not exist. However, Theorems D.8 to D.10 show that rigged

CV 2-designs do indeed exist, where we define a rigged CV design analogously to a standard CV design with the
additional feature that tempered distributions are allowed.

4. Regularized rigged state designs – making rigged state designs physical

Suppose we have a construction of Π𝑡 in terms of unphysical states, so that Π𝑡 =
∫︀
𝑋
(|𝜒⟩⟨𝜒|)⊗𝑡 d𝜇, where 𝑋 is

some measure space with measure 𝜇. We use 𝜒 to denote possibly non-normalizable states, and 𝜓 to denote properly
normalized states. Define a Hermitian operator 𝑅 which we’ll call the regularizer. For example, 𝑅 could be e−𝛽𝑛̂,
where 𝑛̂ is the number operator diagonal in the Fock basis 𝑛̂ |𝑖⟩ = 𝑖 |𝑖⟩. Then,

Π
(𝑅)
𝑡 := 𝑅⊗𝑡Π𝑡𝑅

⊗𝑡 (D43a)

=

∫︁
𝑋

(𝑅 |𝜒⟩⟨𝜒|𝑅)⊗𝑡 d𝜇. (D43b)
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As long as the amplitudes of each |𝜒⟩ do not grow too fast (indeed their growth is constrained by the condition
that |𝜒⟩ be a tempered distribution; see below), the states 𝑅 |𝜒⟩ will be normalizable. Define the normalized state
corresponding to the tempered distribution 𝜒 as |𝜓⟩ := 𝑅 |𝜒⟩ / ‖𝑅 |𝜒⟩‖. Then

Π
(𝑅)
𝑡 =

∫︁
𝑋

(|𝜓⟩⟨𝜓|)⊗𝑡 ‖𝑅 |𝜒⟩‖2𝑡 d𝜇. (D44)

One can then define a new measure 𝜈 which is 𝜇 weighted by the positive factor ‖𝑅 |𝜒⟩‖2𝑡 /TrΠ(𝑅)
𝑡 (one can imagine

using a Lebesgue-Stieltjes measure construction), thus giving

Π
(𝑅)
𝑡

TrΠ
(𝑅)
𝑡

=

∫︁
𝑋

(|𝜓⟩⟨𝜓|)⊗𝑡 d𝜈. (D45)

The first thing to note is that by taking the trace of both sides one finds that 𝜈(𝑋) = 1. Hence the measure space
defined by 𝑋 and 𝜈 is a proper probability space. Next, suppose that 𝑅 = e−𝛽𝑛̂. The parameter 𝛽 is an inverse
energy. 1/𝛽 fixes an energy scale of the states involved in the design. As 1/𝛽 → ∞, the energy of the states becomes
infinite, and Π

(𝑅)
𝑡 looks more and more like Π𝑡 = Π

(1)
𝑡 . When 𝛽 is exactly zero, the equation becomes uninteresting

since Π𝑡/TrΠ𝑡 is just the zero operator.
Nevertheless, 𝛽 is a parameter that one can tune that enforces a soft energy cutoff. The smaller one tunes 𝛽, the

more the ensemble resembles a continuous-variable state 𝑡-design. The soft energy cutoff e−𝛽𝑛̂ was chosen to ensure
physicality of the resulting states. In particular, e−𝛽𝑛̂ will always take a tempered distribution to a state in 𝐿2(R),
whereas, for example, a soft-cutoff of the form (𝑛̂+1)−𝑏 for some 𝑏 > 0 will not always achieve this. We therefore use
e−𝛽𝑛̂ to make any rigged design into an approximate design composed of physical states. This is formalized in the
following proposition.

Proposition D.11. If |𝜒⟩ is a tempered distribution, then e−𝛽𝑛̂ |𝜒⟩ is a state in 𝐿2(R) for any 𝛽 > 0.

Proof sketch. From [131, Thm. 3], any tempered distribution can be expressed as |𝜒⟩ =
∑︀
𝑛∈N0

𝑎𝑛 |𝑛⟩. We first
calculate the norm of e−𝛽𝑛̂ |𝜒⟩;

⟨𝜒| e−2𝛽𝑛̂ |𝜒⟩ =
∑︁
𝑛∈N0

|𝑎𝑛|2 e−2𝛽𝑛. (D46)

We therefore find that e−𝛽𝑛̂ |𝜒⟩ ∈ 𝐿2(R) as long as |𝑎𝑛| grows with 𝑛 asymptotically slower than exponential. Hence,
to prove the proposition, we need to show that if 𝑎𝑛 grows exponentially or faster in 𝑛, then |𝜒⟩ is not a tempered
distribution. This is proven in [131, Thm. 3]. For completeness, we show it here as well. We will use Eq. (D41) to
show this.

Fix some sequence (𝑓𝑚)𝑚∈N of states 𝑓𝑚 ∈ 𝑆(R) satisfying

∀𝛼, 𝛽 ∈ N0 : lim
𝑚→∞

‖𝑓𝑚‖𝛼,𝛽 = 0. (D47)

Specifically, let |𝑓𝑚⟩ = e−𝑚
∑︀
𝑛∈N0

e−𝜀𝑛 |𝑛⟩ for some arbitrarily small 𝜀 > 0. Then, assuming the best case where 𝑎𝑛
grows exponentially as 𝑎𝑛 = ei𝜃𝑛e𝛾𝑛 for some 𝛾 > 0,

lim
𝑚→∞

|⟨𝜒|𝑓𝑚⟩| = lim
𝑚→∞

⃒⃒⃒⃒
⃒∑︁
𝑛∈N0

𝑎̄𝑛e
−𝑚−𝜀𝑛

⃒⃒⃒⃒
⃒ (D48a)

= lim
𝑚→∞

e−𝑚

⃒⃒⃒⃒
⃒∑︁
𝑛∈N0

e−i𝜃𝑛e𝑛(𝛾−𝜀)

⃒⃒⃒⃒
⃒ . (D48b)

Since 𝜀 can be arbitrarily small, we can always choose it so that 𝛾 − 𝜀 > 0, and therefore the sum diverges no matter
the choices of the phases 𝜃𝑛. Hence,

lim
𝑚→∞

|⟨𝜒|𝑓𝑚⟩| ≠ 0, (D49)

proving, by Eq. (D41), that |𝜓⟩ is not a tempered distribution.
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This proposition justifies our choice e−𝛽𝑛̂ as the soft energy cutoff, since a cutoff such as (1 + 𝑛̂)−𝑏 does not satisfy
the proposition for any 𝑏. However, there do exist rigged designs for which (1 + 𝑛̂)−𝑏 is sufficient. For example,
the |𝜃⟩𝜙, |cos 𝜃⟩𝜙, and |sin 𝜃⟩𝜙 are all tempered distributions that generate rigged 2-designs, and (1 + 𝑛̂)−2 |𝜃⟩𝜙 , (1 +
𝑛̂)−2 |cos 𝜃⟩𝜙 , (1+𝑛̂)−2 |sin 𝜃⟩𝜙 ∈ 𝐿2(R). Hence, one may suggest that for these rigged designs, one should use (1+𝑛̂)−𝑏

as a soft energy cutoff in place of e−𝛽𝑛̂. However, one desirable property of physical quantum states is that all position,
momentum, and energy moments are finite. In other words, one may desire that the states belong to 𝑆(R) ⊂ 𝐿2(R).
One can straightforwardly show that, for example, (1 + 𝑛̂)−𝑏 |𝜃⟩𝜙 /∈ 𝑆(R) for any 𝑏, whereas e−𝛽𝑛̂ |𝜃⟩𝜙 ∈ 𝑆(R). This
is another justification for the use of e−𝛽𝑛̂.

Example D.12. Consider, for example, the rigged design given Theorem D.8. Sandwiching the design with 𝑅 results
in the normalized states

√
1− e−2𝛽

∑︀
𝑛∈N0

e−𝛽𝑛+i𝜃𝑛+i𝜙𝑛2 |𝑛⟩. Each of these states has energy coth(𝛽)/2 − 1/2. The
design also still consists of the original Fock states |𝑛⟩, but the weight in front of each Fock state decays exponentially
with 𝑛 as ∼ e−𝛽𝑛. Thus, despite the fact that the design uses arbitrarily high energy states (i.e. |𝑛⟩ for all natural
numbers 𝑛), the weight factor in front of these high energy states is exponentially small in the energy. Therefore,
the design effectively uses states finitely upper bounded in energy, where the bound is tuned by 𝛽. We refer to [110,
sec. 5] for a review of these states, which are related to so-called phase coherent states. ◇

We consider now an 𝑅-regularized rigged 𝑡-design 𝒢, which satisfies

E
𝜓∈𝒢

(|𝜓⟩⟨𝜓|)⊗𝑡 = Π
(𝑅)
𝑡

TrΠ
(𝑅)
𝑡

. (D50)

By tracing out e.g. the last factor, we find E𝜓∈𝒢(|𝜓⟩⟨𝜓|)⊗(𝑡−1) ∝ Tr𝑡Π
(𝑅)
𝑡 . Recall from Appendix B 2 that Π𝑡 =

1
𝑡!

∑︀
𝜎∈𝑆𝑡

𝑊𝜎. Consider a permutation 𝜎 ∈ 𝑆𝑡 that leaves the last factor fixed. Let 𝜋 ∈ 𝑆𝑡−1 be the permutation with
the same cyclic decomposition as 𝜎. For example, when 𝑡 = 3 and 𝜎 = (12)(3) is the permutation swapping 1 and 2
and leaving 3 fixed, then we set 𝜋 = (12). We see that for such a 𝜎, Tr𝑡(𝑅⊗𝑡𝑊𝜎𝑅

⊗𝑡) = (Tr𝑅2)𝑅⊗(𝑡−1)𝑊𝜋𝑅
⊗(𝑡−1).

Hence, the sum over all such permutations results in (Tr𝑅2)
∑︀
𝜋∈𝑆𝑡−1

𝑅⊗(𝑡−1)𝑊𝜋𝑅
⊗(𝑡−1) = (Tr𝑅2)Π

(𝑅)
𝑡−1. For all other

permutations 𝜏 that do not leave the 𝑡th factor fixed, Tr𝑡𝑊𝜏 does not pick up a factor of (Tr𝑅2). We have hence
found that E𝜓∈𝒢(|𝜓⟩⟨𝜓|)⊗(𝑡−1) ∼ (Tr𝑅2)Π

(𝑅)
𝑡−1 + (terms without (Tr𝑅2)). Assuming that the regularizer 𝑅 is close

to the identity so that (Tr𝑅2) is large and applying the above arguments to both the numerator and denominator of
Eq. (D50), we have thus found that an 𝑅-regularized rigged 𝑡-design 𝒢 satisfies

E
𝜓∈𝒢

(|𝜓⟩⟨𝜓|)⊗(𝑡−1) =
Π

(𝑅)
𝑡−1

TrΠ
(𝑅)
𝑡−1

(︀
1 +𝑂

(︀
1/Tr𝑅2

)︀)︀
. (D51)

It is in this sense that an 𝑅-regularized rigged 𝑡-design is almost an 𝑅-regularized rigged (𝑡− 1)-design up to factors
of 1/Tr𝑅2.

In the special case when 𝑅 = 𝑃𝑑 =
∑︀𝑑−1
𝑛=0 |𝑛⟩⟨𝑛|, a 𝑃𝑑-regularized rigged 𝑡-design 𝒢 is simply a CP𝑑−1 𝑡-design, and

hence it is also exactly a (𝑡− 1)-design. However, when 𝑅 is an invertible operator, the result is only a (𝑡− 1)-design
up to terms of order 1/Tr𝑅2.

a. Frame potential

In this section, we will generalize the well-known frame potential from finite-dimensional state designs [17] to
regularized rigged designs. Specifically, for a positive definite regularizer 𝑅, we define the frame potential of an
ensemble 𝒢 (i.e. a probability space over unit vectors in 𝐿2(R)) to be

𝑉
(𝑅)
𝑡 (𝒢) := E

𝜓,𝜑∈𝒢

⃒⃒
⟨𝜓|𝑅−1 |𝜑⟩

⃒⃒2𝑡
. (D52)

We prove the following proposition regarding 𝑅-regularized rigged 𝑡-designs and the frame potential.

Proposition D.13. Let 𝑅 be positive definite. For any ensemble 𝒢,

𝑉
(𝑅)
𝑡 (𝒢) ≥ 1

TrΠ
(𝑅)
𝑡

, (D53)

with equality if and only if 𝒢 is an 𝑅-regularized rigged 𝑡-design.
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Proof. This proof is a modification of that of Ref. [17, Eq. (3)]. Let 𝐸 := E𝜓∈𝒢(|𝜓⟩⟨𝜓|)⊗𝑡 and 𝜉 := (𝑅−1)⊗𝑡𝐸 −
Π

(
√
𝑅)

𝑡 /TrΠ
(𝑅)
𝑡 . By recalling the definitions of regularized-rigged designs and of the symmetric projector (B10), we

see that 𝒢 is an 𝑅-regularized rigged 𝑡-design if and only if 𝜉 = 0, or equivalently, Tr 𝜉2 = 0. We find that

0 ≤ Tr 𝜉2 (D54a)

= Tr
[︀
(𝑅−1)⊗𝑡𝐸(𝑅−1)⊗𝑡𝐸

]︀
+

Tr
[︁
(Π

√
𝑅

𝑡 )2
]︁

(︁
TrΠ

(𝑅)
𝑡

)︁2 − 2

TrΠ
(𝑅)
𝑡

Tr
[︁
𝐸Π

(
√
𝑅)

𝑡 (𝑅−1)⊗𝑡
]︁

(D54b)

= 𝑉
(𝑅)
𝑡 (𝒢) + TrΠ

(𝑅)
𝑡

(TrΠ
(𝑅)
𝑡 )2

− 2

TrΠ
(𝑅)
𝑡

Tr[𝐸Π𝑡] (D54c)

= 𝑉
(𝑅)
𝑡 (𝒢) + 1

TrΠ
(𝑅)
𝑡

− 2

TrΠ
(𝑅)
𝑡

(D54d)

= 𝑉
(𝑅)
𝑡 (𝒢)− 1

TrΠ
(𝑅)
𝑡

, (D54e)

with equality if and only if 𝒢 is an 𝑅-regularized rigged 𝑡-design. In the second to last line, we used that 𝐸Π𝑡 = 𝐸
and that Tr𝐸 = 1.

If 𝑅 is instead only positive semi -definite and not invertible, then we can modify the definition of the frame potential
to utilize the Moore-Penrose inverse 𝑅+ in place of the inverse 𝑅−1. The proposition then still holds as is, with the
addition of the assumption that 𝑅𝑅+𝒢 = 𝒢, where recall 𝑅𝑅+ is a projector onto the support of 𝑅.

Notice the presence of the 𝑅−1 in the definition of the frame potential. We will also see such a presence in
Appendix E 2 when generalizing fidelity quantities to infinite-dimensional spaces.

5. Alternative characterization of continuous-variable, rigged, and regularized rigged designs

To generate a random state |𝜓⟩ ∈ CP𝑑−1, one can equivalently choose 𝑑 amplitudes {𝛼𝑖 ∈ C | 𝑖 ∈ 0, . . . , 𝑑− 1},
where each 𝛼𝑖 is drawn independently from the unit variance normal distribution 𝒩 (0, 1). The state

∑︀
𝑖 𝛼𝑖|𝑖⟩

‖∑︀𝑖 𝛼𝑖|𝑖⟩‖ is then

a random state drawn from CP𝑑−1.
Motivated by this and by Ref. [132, Sec. 4.1], we consider integration on the Frechét space C∞ =

∏︀
𝑖∈N0

C with the
product topology. Define 𝛿𝑗 : C∞ → C to be the projections 𝛿𝑗(𝑥) = 𝑥𝑗 . Let Σ be the smallest 𝜎-algebra on C∞ such
that 𝛿𝑗 is measurable for every 𝑗. Note that this corresponds to the Borel 𝜎-algebra; that is, the product topology
and the 𝜎-algebra are both generated by sets of the form 𝐴 =

∏︀
𝑖∈N0

𝐴𝑖, where each 𝐴𝑖 is an open subset of C and
only finitely many 𝐴𝑖 are proper.

Let 𝒩 (0, 𝜆𝑖) be the Gaussian measure on C with mean 0 and variance 𝜆𝑖. Define the measure 𝜇 : Σ → [0,∞] by
𝜇 :=

⨂︀
𝑗∈N0

𝒩 (0, 𝜆𝑗), where each 𝜆𝑗 ∈ (0,∞). The construction for such a measure is as follows. For 𝐴 =
∏︀
𝑖∈N0

𝐴𝑖
where all but finitely many 𝐴𝑖 satisfy 𝐴𝑖 = C, define 𝜇(𝐴) =

∏︀
𝑖∈N0

𝒩 (0, 𝜆𝑖)(𝐴𝑖). For every 𝑖 for which 𝐴𝑖 = C,
𝒩 (0, 𝜆𝑖)(𝐴𝑖) = 1. Hence, 𝜇 is well-defined on such sets 𝐴 since the product is finite. From its definition on such sets
𝐴, 𝜇 can be uniquely extended to all of Σ [133, Thm. 10.6.1].

Let {|𝑛⟩ | 𝑛 ∈ N0} be a basis for 𝐿2(R). For 𝑧 ∈ C∞, let |𝑧⟩ := ∑︀
𝑛∈N0

𝑧𝑛 |𝑛⟩. Any tempered distribution can be
expressed as |𝑧⟩ for some 𝑧 ∈ C∞ satisfying certain conditions [131, Thm. 3]. We therefore define the following subsets
of C∞:

𝑆 := {𝑧 ∈ C∞ | |𝑧⟩ ∈ 𝑆(R)} (D55a)

ℓ2C(N0) :=
{︀
𝑧 ∈ C∞ | |𝑧⟩ ∈ 𝐿2(R)

}︀
(D55b)

𝑆′ := {𝑧 ∈ C∞ | |𝑧⟩ ∈ 𝑆(R)′} . (D55c)

Lemma D.14. Suppose that 𝜆𝑖 = 1 for all 𝑖 ∈ N0. Then 𝜇(𝑆′) = 1 and therefore 𝜇(C∞ ∖ 𝑆′) = 0.

Proof. Note that ∫︁
C∞

⃦⃦⃦⃦
1

𝑛̂+ 1
|𝑧⟩
⃦⃦⃦⃦2

d𝜇(𝑧) =
∑︁
𝑛∈N0

1

(𝑛+ 1)2

∫︁
C∞

|𝑧𝑛|2 d𝜇(𝑧) =
∑︁
𝑛∈N0

1

(𝑛+ 1)2
<∞. (D56)
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Therefore,
⃦⃦⃦

1
𝑛̂+1 |𝑧⟩

⃦⃦⃦2
< ∞ for almost all 𝑧. For any 𝑧 ∈ C∞, if

⃦⃦⃦
1

𝑛̂+1 |𝑧⟩
⃦⃦⃦
< ∞, then |𝑧⟩ ∈ 𝑆(R)′ [131, Thm. 3].

Hence |𝑧⟩ ∈ 𝑆(R)′ 𝜇-a.e.

Through an analogous calculation with the integrand being ‖|𝑧⟩‖2, one finds that if
∑︀
𝑖∈N0

𝜆𝑖 <∞, then 𝜇(ℓ2C(N0)) =

1 [132, Rem 4.1.2]. Define 𝑅 to be the diagonal matrix with diagonal entries 𝜆𝑖. If 𝑅 is the identity, then 𝜇(𝑆′) = 1,
while if 𝑅 is trace-class, then 𝜇(ℓ2C(N0)) = 1.

It follows that if 𝑅 is the identity, integrals over the measure space (C∞,Σ, 𝜇) are equal to integrals over the
restricted measure space (𝑆′,Σ|𝑆′ , 𝜇|𝑆′). Similarly, if 𝑅 is trace-class, integrals over the measure space (C∞,Σ, 𝜇) are
equal to integrals over the restricted measure space (ℓ2C(N0),Σ|𝑆′ , 𝜇|𝑆′).

Next, we show that when 𝑅 is the identity, (𝑆′,Σ|𝑆′ , 𝜇|𝑆′) is a rigged 𝑡-design for any 𝑡 ∈ N, and when 𝑅 is
trace-class, (ℓ2C(N0),Σ|ℓ2C(N0), 𝜇|ℓ2C(N0)) is an 𝑅-regularized rigged 𝑡-design for any 𝑡 ∈ N. 2

Given the construction of our measure space over C∞, integrals over polynomials in 𝑧 reduce to simple finite-
dimensional Gaussian integration. For the purposes of designs, we are only interested in such polynomials. Consider∫︁

C∞

𝑡∏︁
𝑖=1

⟨𝑎𝑖|𝑧⟩⟨𝑧|𝑏𝑖⟩d𝜇(𝑧) =
∫︁
C∞

𝑡∏︁
𝑖=1

𝑧𝑎𝑖𝑧𝑏𝑖 d𝜇(𝑧). (D57)

for 𝑎, 𝑏 ∈ N𝑡0. Since the integrand depends only on at most 2𝑡 elements of 𝑧, we can use Fubini’s theorem so that the
integral reduces to an integral over C2𝑡 with the measure

⨂︀𝒩 (0, 𝜆𝑖). Then, one can easily check by induction (or
just by using standard properties of Gaussian integrals) that the integral equals Π

(
√
𝑅)

𝑡 (𝑎; 𝑏), and therefore∫︁
𝑆′

𝑡∏︁
𝑖=1

|𝑧⟩⟨𝑧|d𝜇(𝑧) = Π
(
√
𝑅)

𝑡 (D58)

in the weak sense. When 𝑅 is the identity, (𝑆′,Σ|𝑆′ , 𝜇|𝑆′) is a rigged 𝑡-design (for all 𝑡 ∈ N0), and when 𝑅 is trace-class,
(ℓ2C(N0),Σ|ℓ2C(N0), 𝜇|ℓ2C(N0)) is a

√
𝑅-regularized rigged 𝑡-design (for all 𝑡 ∈ N0).

6. Displaced Fock states as negative-weight approximate designs

The projection onto the two-body symmetric subspace is (see Appendix B 2)

Π2 =
1

2

(︁
1+ ei

𝜋
2 (𝑎

†−𝑏†)(𝑎−𝑏)
)︁
, (D59)

where the second operator in the parentheses is the SWAP operator, and 𝑎 (𝑏) represents the lowering operator for
the first (second) mode. To simplify calculations, we apply the beam-splitter operation

𝑈 = exp
[︁𝜋
4

(︀
𝑎†𝑏− 𝑎𝑏†

)︀]︁
, acting as 𝑈†

(︂
𝑎
𝑏

)︂
𝑈 =

1√
2

(︂
𝑎+ 𝑏
𝑏− 𝑎

)︂
, (D60)

which is equivalent to partitioning the two-mode Hilbert space into a tensor product of a center-of-mass 𝐿2(R) factor
whose corresponding coordinate is symmetric under SWAP and an anti-symmetric factor whose coordinate is anti-
symmetric [51, Sec. III]. In the Fock-space picture, this results in

𝑈Π2𝑈
† = 1⊗ 1 + ei𝜋𝑏

†𝑏

2
=
∑︁
𝑛∈N0

|𝑛⟩⟨𝑛| ⊗
∑︁
𝑝∈N0

|2𝑝⟩⟨2𝑝| , (D61)

which now projects onto the entire symmetric factor and the even Fock-state subspace of the anti-symmetric factor.
We now determine what happens if one sums up two copies of all displaced versions of a particular Fock state |ℓ⟩.

Using the fact that SWAP acts on displacements as 𝑈𝐷⊗2
𝛼 𝑈† = 𝐷𝛼⊗1 and the fact that displacements form a unitary

1-design, we have

𝑈

(︂∫︁
d2𝛼

𝜋
𝐷⊗2
𝛼 |ℓℓ⟩⟨ℓℓ|𝐷⊗2

−𝛼

)︂
𝑈† =

∫︁
d2𝛼

𝜋
(𝐷𝛼 ⊗ 1)𝑈 |ℓℓ⟩⟨ℓℓ|𝑈† (︀𝐷†

𝛼 ⊗ 1
)︀

(D62a)

2 More accurately, the image of (𝑆′,Σ|𝑆′ , 𝜇|𝑆′ ) under the map 𝑧 ↦→
|𝑧⟩ – which is a measure space over 𝑆(R)′ – is a rigged 𝑡-design,

and the image of (ℓ2C(N0),Σ|ℓ2C(N0)
, 𝜇|ℓ2C(N0)

) – which is a measure

space over 𝐿2(R) – is a regularized rigged 𝑡-design.
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= Tr1
(︀
𝑈 |ℓℓ⟩⟨ℓℓ|𝑈†)︀ , (D62b)

where Tr1 is the partial trace over the first factor.
We next write out 𝑈 as a direct sum of irreducible representations of SU(2), with each representation acting on

a sector of fixed total occupation number. Irreducible representations of SU(2) are known exactly in terms of the
Wigner-𝐷 matrices [134], and the matrix elements we will need are

𝑐(ℓ)𝑛 = |⟨2ℓ− 𝑛, 𝑛|𝑈 |ℓ, ℓ⟩|2 =
⃒⃒⃒
𝐷ℓ

2𝑛−ℓ,0

(︁
0,−𝜋

2
, 0
)︁⃒⃒⃒2

=
(2ℓ− 2𝑛)! (2𝑛)!

4ℓ [𝑛! (ℓ− 𝑛)!]
2 . (D63)

Plugging this in yields

𝑈

(︂∫︁
d2𝛼

𝜋
𝐷⊗2
𝛼 |ℓℓ⟩⟨ℓℓ|𝐷⊗2

−𝛼

)︂
𝑈† = 1⊗

ℓ∑︁
𝑛=0

𝑐(ℓ)𝑛 |2𝑛⟩⟨2𝑛| . (D64)

When ℓ = 0, we have 𝑐(0)0 = 1, corroborating the result from [51, Sec. III]. For general ℓ, this result yields nonzero
coefficients 𝑐(ℓ)𝑛 for all Fock states ≤ 2ℓ in the anti-symmetric factor.

We now linearly combine instances of Eq. (D64) with ℓ from zero to some ℓmax and compensate the 𝑐(ℓ)𝑛 using
weights 𝑏ℓ in front of each Fock state. This yields

𝑈

(︃
ℓmax∑︁
ℓ=0

𝑏ℓ

∫︁
d2𝛼

𝜋
𝐷𝛼|ℓℓ⟩⟨ℓℓ|𝐷†

𝛼

)︃
𝑈† = 1⊗

ℓmax∑︁
𝑛=0

|2𝑛⟩⟨2𝑛| , (D65a)

𝑏ℓ =
1−∑︀ℓmax

𝑝=ℓ+1 𝑏𝑝𝑐
(𝐿)
ℓ

𝑐
(ℓ)
ℓ

, (D65b)

which yields Π2 up to the Fock state 2ℓ in the anti-symmetric factor. However, some of the 𝑏ℓ’s are negative, meaning
that the right-hand side of Eq. (D65a) cannot be treated as an expectation value of operators sampled according
to a probability distribution. The ensemble can be formulated in terms of a measure space with a signed measure,
and there may be schemes to sample from such an ensemble [135]. Thus, displaced Fock states form a hard-energy
regularized 2-design with a signed measure.

One may be tempted to take ℓ𝑚𝑎𝑥 to infinity. In this case, the coefficient 𝑏ℓ𝑚𝑎𝑥
→ ∞, showing that this regularized

design does not yield a CV design and corroborating the no-go Theorem D.5 (recall we extended Theorem D.5 to the
case of signed measure spaces at the end of Appendix D 1).

7. Approximate continuous-variable unitary designs

In finite dimensions, a unitary design reconstructs the superoperator

𝒫𝑡 =
1

|𝑆𝑡|
∑︁
𝜎∈𝑆𝑡

‖𝑊𝜎⟩⟨𝑊𝜎‖. (D66)

In this way, when acting on a fiducial state 𝜌 = |𝜑⟩⟨𝜑|, one finds

𝒫𝑡‖𝜌⊗𝑡⟩ =
1

|𝑆𝑡|
∑︁
𝜎∈𝑆𝑡

‖𝑊𝜎⟩⟨𝑊𝜎‖𝜌⊗𝑡⟩ (D67a)

=
1

|𝑆𝑡|
∑︁
𝜎∈𝑆𝑡

‖𝑊𝜎⟩Tr
[︀
𝑊−1
𝜎 𝜌⊗𝑡

]︀
(D67b)

=
1

|𝑆𝑡|
∑︁
𝜎∈𝑆𝑡

‖𝑊𝜎⟩ (D67c)

= Π𝑡. (D67d)

From above, we have states in 𝐿2(R) that construct the normalized symmetric projector Π
(𝑅)
𝑡 = 𝑅⊗𝑡Π𝑡𝑅

⊗𝑡. In a
similar way, let’s normalize the superoperator 𝒫𝑡. Define

𝒫(𝑅)
𝑡 :=

1

|𝑆𝑡|
∑︁
𝜎∈𝑆𝑡

‖𝑅⊗𝑡𝑊𝜎⟩⟨𝑅⊗𝑡𝑊𝜎‖. (D68)
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Then, when acting on a fiducial state 𝜌 = |𝜑⟩⟨𝜑|, one finds

𝒫(𝑅)
𝑡 ‖𝜌⊗𝑡⟩ = 1

|𝑆𝑡|
∑︁
𝜎∈𝑆𝑡

‖𝑅⊗𝑡𝑊𝜎⟩⟨𝑅𝑊𝜎‖𝜌⊗𝑡⟩ (D69a)

=
1

|𝑆𝑡|
∑︁
𝜎∈𝑆𝑡

‖𝑅⊗𝑡𝑊𝜎⟩Tr[𝑅⊗𝑡𝑊−1
𝜎 𝜌⊗𝑡] (D69b)

= Tr[(𝑅𝜌)⊗𝑡]Π
(𝑅)
𝑡 (D69c)

∝ Π
(𝑅)
𝑡 . (D69d)

With this, we now define an approximate continuous-variable unitary 𝑡-design to be a collection of unitaries
𝑈𝑖 : 𝐿

2(R) → 𝐿2(R) that satisfy ∑︁
𝑖

(‖𝑈𝑖⟩⟨𝑈𝑖‖)⊗𝑡 = 𝒫(𝑅)
𝑡 . (D70)

As with rigged state designs, the parameterization 𝑖 of the unitaries, represented here heuristically as a sum, may
constitute a measure space. We leave determination of existence of such designs to future work.

Appendix E: Applications of rigged and regularized rigged designs

1. Continuous-variable shadows

In this subsection, we use rigged designs to construct infinite-dimensional classical shadows of a quantum state 𝜌.
With these shadows, one can for example efficiently compute the expectation value of many observables. Ref. [111]
phrased shadow tomography from Ref. [26] in terms of informationally-complete POVMs. We will generalize their
discussion to infinite dimensions.

Specifically, suppose that the measure space (𝑋,Σ, 𝜇) is a rigged 3-design. In other words,∫︁
𝑋

(|𝜒⟩⟨𝜒|)⊗𝑡 d𝜇(𝜒) = 𝛼𝑡Π𝑡 (E1)

for each 𝑡 ∈ {1, 2, 3}, where 𝛼1, 𝛼2, 𝛼3 ∈ (0,∞) are some numbers. We assume without loss of generality that 𝛼1 = 1
(if not, just rescale the measure). Recall that we will use |𝜒⟩ to denote tempered distributions and |𝜓⟩ to denote
physical quantum states.

Let 𝜈 : Σ → 𝑃 (ℋ), where 𝑃 (ℋ) denotes the set of nonnegative operators on an underlying separable, infinite
dimensional Hilbert space ℋ, and define

𝜈(𝐴) :=

∫︁
𝐴

|𝜒⟩⟨𝜒|d𝜇(𝜒) . (E2)

This map is a positive operator-valued measure (POVM) because it satisfies the axioms

1. 𝜈(𝑋) = 1,

2. 𝜈(∅) = 0, and

3. 𝜈(
⋃︀
𝑖𝐴𝑖) =

∑︀
𝑖 𝜈(𝐴𝑖) for countable collections of disjoint 𝐴𝑖 ∈ Σ.

The first axiom is satisfied since 𝑋 is a rigged 1-design with 𝛼1 = 1. The second axiom is trivially satisfied. The third
axiom follows from the 𝜎-additivity of the measure 𝜇.

We can therefore measure a state 𝜌 with respect to the POVM 𝜈. As usual, associated to the POVM is a standard
probability measure 𝜇′ defined by 𝜇′(𝐴) = Tr[𝜌𝜈(𝐴)]. When measuring the state 𝜌 with the POVM 𝜈, we sample
outcomes labeled by 𝜒 ∈ 𝑋 from the probability measure 𝜇′. Indeed, we have the freedom to label the outcomes
however we choose. In particular, suppose that to each tempered distribution (i.e. non-normalizable, and therefore
unphysical, quantum state) |𝜒⟩ ∈ 𝑋, we associate a physical state |𝜓𝜒⟩ ∈ ℋ of unit norm. Then the measurement
channel representing the POVM 𝜈 is 𝜌 ↦→

∫︀
𝑋
|𝜓𝜒⟩⟨𝜓𝜒|d𝜇′(𝜒).

In the realm of shadow tomography, however, we have even more freedom than this. Once we measure from the
POVM, we store a shadow on a classical computer and never need to physically prepare the shadow. Therefore, we
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do not need to associate physical states |𝜓𝜒⟩ to the measurement outcomes of the POVM; we are free to associate
the unphysical tempered distributions |𝜒⟩ to the measurement outcome corresponding to 𝜒. The resulting map
representing the measurement process is then

ℳ(𝜌) =

∫︁
𝑋

|𝜒⟩⟨𝜒|d𝜇′(𝜒). (E3)

Since 𝜇′ is a probability measure, we will define the notation E𝜒∈𝑋′(·) :=
∫︀
𝑋
(·) d𝜇′(𝜒). Hence,

ℳ(𝜌) = E
𝜒∈𝑋′

|𝜒⟩⟨𝜒| . (E4)

ℳ is not a physical quantum channel; indeed, Trℳ(𝜌) is not finite. However, ℳ represents the process of measuring
𝜌 with respect to the physical POVM 𝜈 and storing the result classically. This part of the formalism, namely
associating the infinite-trace operator |𝜒⟩⟨𝜒| to the measurement outcome 𝜒, is the only part that differs from the
finite dimensional case. In the finite dimensional case, the designs contain only physical states |𝜓⟩, and a physical
density matrix |𝜓⟩⟨𝜓| is associated to the measurement outcome 𝜓. Ultimately, since this part of the procedure is
being done classically, this difference is inconsequential, and we continue exactly as we would in the finite dimensional
case.

Using the fact that 𝑋 is a rigged 2-design, we can evaluate

ℳ(𝜌) =

∫︁
𝑋

|𝜒⟩⟨𝜒|d𝜇′(𝜒) (E5a)

=

∫︁
𝑋

|𝜒⟩⟨𝜒|Tr[𝜌 |𝜒⟩⟨𝜒|] d𝜇(𝜒) (E5b)

= Tr1

[︂
(𝜌⊗ 1)

∫︁
𝑋

(|𝜒⟩⟨𝜒|)⊗2 d𝜇(𝜒)

]︂
(E5c)

= 𝛼2 Tr1[(𝜌⊗ 1)Π2] (E5d)

=
𝛼2

2
Tr1[(𝜌⊗ 1)(1⊗ 1+ 𝑆)] (E5e)

=
𝛼2

2
(1+ 𝜌), (E5f)

where 𝑆 is the SWAP operator. Hence, 𝜌 = E𝜒∈𝑋′

[︁
2
𝛼2

|𝜒⟩⟨𝜒| − 1

]︁
, and therefore for any observable 𝒪,

⟨𝒪⟩ := Tr(𝜌𝒪) = E
𝜒∈𝑋′

Tr

[︂(︂
2

𝛼2
|𝜒⟩⟨𝜒| − 1

)︂
𝒪
]︂
. (E6)

Suppose that we make 𝑁 measurements. The output of the 𝑖th measurement is a label 𝜒𝑖. We store the classical
shadow 𝜌𝑖 :=

2
𝛼2

|𝜒𝑖⟩⟨𝜒𝑖| − 1 on a classical computer. Therefore, after 𝑁 measurements, we have a classical collection
{𝜌1, . . . , 𝜌𝑁}. Given sufficient information about our design and the observable, one can classically compute Tr(𝜌𝑖𝒪).
Define

𝑜 :=
1

𝑁

𝑁∑︁
𝑖=1

Tr(𝜌𝑖𝒪). (E7)

By construction, E[𝑜] = ⟨𝒪⟩, where the expectation is taken over possible measurement outcomes. By Chebychev’s
inequality, Pr[|𝑜− E[𝑜]| ≥ 𝜖] ≤ Var(𝑜)/𝜖2, where

Var(𝑜) =

𝑁∑︁
𝑖=1

Var

(︂
1

𝑁
Tr[𝜌𝑖𝒪]

)︂
(E8a)

=
1

𝑁2

𝑁∑︁
𝑖=1

Var(Tr[𝜌𝑖𝒪]) (E8b)

=
1

𝑁2

𝑁∑︁
𝑖=1

Var
𝜒∈𝑋′

(︂
Tr

[︂
2

𝛼2
|𝜒⟩⟨𝜒| 𝒪

]︂
− Tr𝒪

)︂
(E8c)
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=
1

𝑁
Var
𝜒∈𝑋′

(︂
Tr

[︂
2

𝛼2
|𝜒⟩⟨𝜒| 𝒪

]︂
− Tr𝒪

)︂
(E8d)

=
1

𝑁
E

𝜒∈𝑋′

(︂
Tr

[︂
2

𝛼2
|𝜒⟩⟨𝜒| 𝒪

]︂
− Tr𝒪

)︂2

− 1

𝑁
⟨𝒪⟩2 (E8e)

=
1

𝑁
E

𝜒∈𝑋′

(︃
Tr

[︂
2

𝛼2
|𝜒⟩⟨𝜒| 𝒪

]︂2
+ (Tr𝒪)2 − 2Tr

[︂
2

𝛼2
|𝜒⟩⟨𝜒| 𝒪

]︂
(Tr𝒪)

)︃
− 1

𝑁
⟨𝒪⟩2 (E8f)

=
4

𝑁𝛼2
2

∫︁
𝑋

Tr[|𝜒⟩⟨𝜒| 𝒪]2 Tr(𝜌 |𝜒⟩⟨𝜒|) d𝜇(𝜒)

+
1

𝑁
(Tr𝒪)2

∫︁
𝑋

Tr(𝜌 |𝜒⟩⟨𝜒|) d𝜇(𝜒)

− 4

𝑁𝛼2
(Tr𝒪)

∫︁
𝑋

Tr[|𝜒⟩⟨𝜒| 𝒪] Tr(𝜌 |𝜒⟩⟨𝜒|) d𝜇(𝜒)

− 1

𝑁
⟨𝒪⟩2 .

(E8g)

Using that 𝑋 is a rigged 1-, 2-, and 3-design, we find

Var(𝑜) =
4𝛼3

𝑁𝛼2
2

Tr[(𝜌⊗𝒪 ⊗𝒪)Π3] +
1

𝑁
(Tr𝒪)2 − 4

𝑁𝛼2
(Tr𝒪) Tr[(𝜌⊗𝒪)Π2]−

1

𝑁
⟨𝒪⟩2 (E9a)

=
2𝛼3

3𝑁𝛼2
2

[︀
(Tr𝒪)2 + 2(Tr𝒪) ⟨𝒪⟩+Tr𝒪2 + 2

⟨︀
𝒪2
⟩︀]︀

(E9b)

+
1

𝑁
(Tr𝒪)2 − 2

𝑁𝛼2
(Tr𝒪)(Tr𝒪 + ⟨𝒪⟩)− 1

𝑁
⟨𝒪⟩2

∈ 𝑂

(︂
(Tr |𝒪|)2

𝑁

)︂
. (E9c)

It then follows that

Pr[|𝑜− E[𝑜]| ≥ 𝜖] ∈ 𝑂

(︂
(Tr |𝒪|)2
𝑁𝜖2

)︂
. (E10)

Consider computing the expectation value of 𝑀 observables 𝒪1, . . . ,𝒪𝑀 using the same 𝑁 shadows 𝜌𝑖 as above, and
let 𝑜𝑖 be the same as 𝑜 from above but corresponding to 𝒪𝑖. Then, applying the union bound, we find

Pr
[︁
max
𝑖

|𝑜𝑖 − E[𝑜𝑖]| ≥ 𝜖
]︁
∈ 𝑂

(︂
𝑀 max𝑖(Tr |𝒪𝑖|)2

𝑁𝜖2

)︂
. (E11)

Hence, to achieve a failure probability of at most 𝛿, we need 𝑁 ∈ 𝑂
(︁
𝑀 max𝑖(Tr|𝒪𝑖|)2

𝛿𝜖2

)︁
.

a. Using median-of-means

We can do much better than this by using the median-of-means estimator as described in [26, Thm. 1] where we
compute the median of 𝐾 sample means and each mean is taken with 𝑁 samples. Indeed, their theorem applies
immediately, and we instead find that

𝑁 ∈ 𝑂

(︂
1

𝜖2
max
𝑖

(Tr |𝒪𝑖|)2
)︂

and 𝐾 ∈ 𝑂(log(𝑀/𝛿)) (E12)

suffices to estimate each ⟨𝒪𝑖⟩ to maximum additive error 𝜖 with success probability at least 1 − 𝛿. Thus, the total
number of samples from 𝜌 needed to accurately predict ⟨𝒪1⟩ , . . . , ⟨𝒪𝑀 ⟩ scales as log𝑀 .

Unfortunately, we have not yet found a useful rigged 3-design (a rigged 3-design is described in Appendix D 5, but
it involves infinite-dimensional integration). The 3-design condition was used to compute the variance Var(𝑜).

One may wonder how well a rigged 2-design works for shadow tomography. Since the variance calculation requires
three copies of |𝜒⟩⟨𝜒|, the variance depends on the specific rigged 2-design that is used. Here we will compute the
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variance with respect to the rigged 2-design that uses the Kerred phase states; namely,
1

2𝜋 + 1

∑︁
𝑛∈N0

(|𝑛⟩⟨𝑛|)⊗𝑡 + 2𝜋

2𝜋 + 1

∫︁
[0,2𝜋]2

(𝜙|𝜃⟩⟨𝜃|𝜙)⊗𝑡
d𝜃 d𝜙

2𝜋
= 𝛼𝑡Π𝑡 (E13)

for 𝑡 ∈ {1, 2}, where 𝛼1 = 1 and 𝛼2 = 1/(𝜋 + 1/2). The only term in the variance that is different is∫︁
𝑋

Tr[|𝜒⟩⟨𝜒| 𝒪]2 Tr(𝜌 |𝜒⟩⟨𝜒|) d𝜇(𝜒)

=
1

2𝜋 + 1

∑︁
𝑛∈N0

(⟨𝑛| 𝒪 |𝑛⟩)2 ⟨𝑛| 𝜌 |𝑛⟩+ 1

2𝜋 + 1

∫︁
[0,2𝜋]2

(𝜙⟨𝜃|𝒪 |𝜃⟩𝜙)2 𝜙⟨𝜃|𝜌 |𝜃⟩𝜙 d𝜃 d𝜙 (E14a)

=
1

2𝜋 + 1

∑︁
𝑛∈N0

𝒪2
𝑛,𝑛𝜌𝑛,𝑛 +

1

(2𝜋 + 1)(2𝜋)3

∑︁
𝑛1,𝑛2,𝑛3∈N0

∑︁
𝑚1,𝑚2,𝑚3∈N0

𝒪𝑛1,𝑚1𝒪𝑛2,𝑚2𝜌𝑛3,𝑚3

×
∫︁
[0,2𝜋]2

ei𝜃(𝑛1+𝑛2+𝑛3−𝑚1−𝑚2−𝑚3)ei𝜙(𝑛
2
1+𝑛

2
2+𝑛

2
3−𝑚

2
1−𝑚

2
2−𝑚

2
3) d𝜃 d𝜙

(E14b)

=
1

2𝜋 + 1

∑︁
𝑛∈N0

𝒪2
𝑛,𝑛𝜌𝑛,𝑛 +

1

(2𝜋 + 1)2𝜋

∑︁
𝑛1,𝑛2,𝑛3∈N0

∑︁
𝑚1,𝑚2,𝑚3∈N0

𝒪𝑛1,𝑚1𝒪𝑛2,𝑚2𝜌𝑛3,𝑚3

× 𝛿𝑛1+𝑛2+𝑛3,𝑚1+𝑚2+𝑚3
𝛿𝑛2

1+𝑛
2
2+𝑛

2
3,𝑚

2
1+𝑚

2
2+𝑚

2
3
.

(E14c)

Unfortunately, there is no obvious closed form simplification. We can however investigate specific cases. For example,
consider the case when 𝒪 is diagonal in the Fock basis {|𝑛⟩}. Then this term simply becomes 1

2

⟨︀
𝒪2
⟩︀
+ 1

4𝜋 (Tr𝒪)2.
Hence, if we have a collection of 𝑀 observables 𝒪1, . . . ,𝒪𝑀 that are each diagonal in the Fock state basis, then one
needs only ∼ log(𝑀)max𝑖(Tr |𝒪𝑖|)2 measurements of 𝜌 from the POVM defined by the rigged 2-design to estimate
⟨𝒪1⟩ , . . . , ⟨𝒪𝑀 ⟩.

Perhaps a more interesting case is when 𝒪 = |𝑎⟩⟨𝑏| + |𝑏⟩⟨𝑎| for positive integers 𝑎 and 𝑏. Assume that 𝑏 > 𝑎 and
define ∆ := 𝑏− 𝑎 > 0. In this case, the term above becomes

=
1

(2𝜋 + 1)2𝜋

∑︁
𝑛1,𝑛2,𝑚1,𝑚2∈{𝑎,𝑏}

∑︁
𝑛3,𝑚3∈N0

𝒪𝑛1,𝑚1𝒪𝑛2,𝑚2𝜌𝑛3,𝑚3

× 𝛿𝑛1+𝑛2+𝑛3,𝑚1+𝑚2+𝑚3𝛿𝑛2
1+𝑛

2
2+𝑛

2
3,𝑚

2
1+𝑚

2
2+𝑚

2
3

(E15a)

=
1

(2𝜋 + 1)2𝜋

∑︁
𝑛3,𝑚3∈N0

[︀
𝒪2
𝑎,𝑏𝜌𝑛3,𝑚3

𝛿2𝑎+𝑛3,2𝑏+𝑚3
𝛿2𝑎2+𝑛2

3,2𝑏
2+𝑚2

3

+𝒪2
𝑏,𝑎𝜌𝑛3,𝑚3𝛿2𝑏+𝑛3,2𝑎+𝑚3𝛿2𝑏2+𝑛2

3,2𝑎
2+𝑚2

3

+ 2𝒪𝑎,𝑏𝒪𝑏,𝑎𝜌𝑛3,𝑚3𝛿𝑛3,𝑚3

]︀ (E15b)

=
1

(2𝜋 + 1)2𝜋

[︀ ∑︁
𝑛3∈N0

𝜌𝑛3,2(𝑎−𝑏)+𝑛3
𝛿2𝑎2+𝑛2

3,2𝑏
2+(2𝑎+𝑛3−2𝑏)2

+
∑︁
𝑛3∈N0

𝜌𝑛3,2(𝑏−𝑎)+𝑛3
𝛿2𝑏2+𝑛2

3,2𝑎
2+(2𝑏+𝑛3−2𝑎)2

+ 2Tr 𝜌
]︀

(E15c)

=
1

𝜋(2𝜋 + 1)
+

1

(2𝜋 + 1)2𝜋

[︀ ∑︁
𝑛3≥2Δ

𝜌𝑛3,𝑛3−2Δ𝛿2𝑎2+𝑛2
3,2𝑏

2+(𝑛3−2Δ)2

+
∑︁
𝑛3∈N0

𝜌𝑛3,𝑛3+2Δ𝛿2𝑏2+𝑛2
3,2𝑎

2+(𝑛3+2Δ)2
]︀ (E15d)

=
1

𝜋(2𝜋 + 1)
+

1

(2𝜋 + 1)2𝜋
𝛿3𝑏≥𝑎𝛿3𝑎≥𝑏

[︀
𝜌(3𝑏−𝑎)/2,(3𝑎−𝑏)/2 + 𝜌(3𝑎−𝑏)/2,(3𝑏−𝑎)/2

]︀
(E15e)

=
1

𝜋(2𝜋 + 1)

(︀
1 + 𝛿3𝑏≥𝑎𝛿3𝑎≥𝑏Re(𝜌(3𝑏−𝑎)/2,(3𝑎−𝑏)/2)

)︀
(E15f)

≤ 2

𝜋(2𝜋 + 1)
. (E15g)

Hence, if we have a collection of 𝑀 observables of the form 𝒪𝑖 = |𝑎𝑖⟩⟨𝑏𝑖|+ |𝑏𝑖⟩⟨𝑎𝑖|, then we can accurately determine
each ⟨𝒪𝑖⟩ with only ∼ log𝑀 measurements of 𝜌 using the rigged 2-design.
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b. Using Hoeffding’s inequality

Again motivated by Ref. [111], we consider using Hoeffding’s inequality and only using the 2-design property.
Hence, this section applies to rigged 2-designs, of which we have constructed several. Specifically, suppose that we
again consider estimating ⟨𝒪𝑗⟩ with 𝑁 shadows by 𝑜𝑗 = 1

𝑁

∑︀𝑁
𝑖=1 Tr(𝜌𝑖𝒪𝑗). If −∞ < 𝑐 < Tr(𝜌𝑖𝒪𝑗) < 𝑑 < ∞ almost

surely for each shadow 𝜌𝑖, then Hoeffding’s inequality immediately implies that

Pr[|𝑜𝑗 − E[𝑜𝑗 ]| ≥ 𝜖] ≤ 2 exp

[︂
− 2𝑁𝜖2

(𝑑− 𝑐)2

]︂
. (E16)

Then, applying the union bound,

Pr

[︂
max
𝑗

|𝑜𝑗 − E[𝑜𝑗 ]| ≥ 𝜖

]︂
≤ 2𝑀 exp

[︂
− 2𝑁𝜖2

(𝑑− 𝑐)2

]︂
. (E17)

Therefore, to achieve a failure probability of at most 𝛿, we need

𝑁 ≥ log

(︂
2𝑀

𝛿

)︂
(𝑑− 𝑐)2

2𝜖2
(E18)

to compute the 𝑀 observables to additive accuracy 𝜖.
For instance, we consider the example from above where the observables are 𝒪𝑗 = |𝑎𝑗⟩⟨𝑏𝑗 |+ |𝑏𝑗⟩⟨𝑎𝑗 | and we perform

the shadows procedure with the rigged 2-design given in Eq. (E13). One easily finds that −2/𝜋(𝜋+1/2) ≤ Tr(𝜌𝑖𝒪𝑗) ≤
2/𝜋(𝜋+1/2). Hence, we can determine the expectation value of the 𝑀 observables with error 𝜖 and failure probability
at most 𝛿 with only 𝑁 ≥ log

(︀
2𝑀
𝛿

)︀
8

𝜋2(𝜋+1/2)2𝜖2 measurements.

c. Worked example

We now work through a simple, explicit example of using shadow tomography with the rigged 2-design in Eq. (E13)
to determine the expectation value of 𝑀 observables with log𝑀 measurements. We let each observable be 𝒪𝑗 =
|𝑎𝑗⟩⟨𝑏𝑗 | + |𝑏𝑗⟩⟨𝑎𝑗 | + |𝑐𝑗⟩⟨𝑐𝑗 | for arbitrary nonnegative integers 𝑎𝑗 , 𝑏𝑗 , 𝑐𝑗 . Suppose that we have access to a blackbox
quantum device that prepares 𝜌, but we know nothing else about it.

Generate shadows. The first step is to describe a procedure to generate a classical shadow. Recall that single-
qubit “local Clifford” shadows [26] consist of choosing randomly between measuring in three different POVMs —
the three Bloch-sphere axes — each yielding a binary outcome. In our case, for a single mode, we choose between
measuring in either the discrete Fock-space POVM or a continuum of phase-state POVMs which differ by how much
they have evolved under the Kerr Hamiltonian (quantified by 𝜙). Each POVM has an infinite number of outcomes:
the Fock-state POVM admits a countable infinity of outcomes indexed by Fock-state occupation number 𝑛, while the
phase-state POVMs have a compact continuous set of outcomes indexed by phase-state index 𝜃.

From Eq. (E13), we generate a shadow as follows. First we draw a random number 𝑥 between 0 and 1. If
𝑥 ≤ 1/(2𝜋 + 1), then we measure 𝜌 in the Fock state basis {|𝑛⟩ | 𝑛 ∈ N0}. The result will be an integer 𝑛 ∈ N0 and
the classical shadow is then a classical label representing the operator 𝜌(𝑛) := (2𝜋 + 1) |𝑛⟩⟨𝑛| − 1. If, on the other
hand, 𝑥 > 1/(2𝜋+1), then we draw a random number 𝜙 between 0 and 2𝜋 and measure 𝜌 with the continuous POVM
defined by the operators {𝜙|𝜃⟩ ⟨𝜃|𝜙 | 𝜃 ∈ [0, 2𝜋)} and the measure d𝜃. The output of such a measurement is an angle
𝜃 ∈ [0, 2𝜋) and the classical shadow is then a classical label representing the operator 𝜌(𝜃,𝜙) := (2𝜋 + 1) 𝜙|𝜃⟩ ⟨𝜃|𝜙 − 1.

Classically compute expectation values w.r.t. shadows. For the shadow 𝜌(𝑛), we easily see that

Tr[𝜌(𝑛)𝒪𝑗 ] = Tr[((2𝜋 + 1) |𝑛⟩⟨𝑛| − 1)𝒪𝑗 ] = (2𝜋 + 1)𝛿𝑛,𝑐𝑗 − 1. (E19)

For the shadow 𝜌(𝜃,𝜙), we compute

Tr[𝜌(𝜃,𝜙)𝒪𝑗 ] = Tr
[︁
((2𝜋 + 1) 𝜙|𝜃⟩⟨𝜃|𝜙 − 1)𝒪𝑗

]︁
(E20a)

=
2𝜋 + 1

2𝜋

∑︁
𝑛,𝑚∈N0

ei𝜃(𝑛−𝑚)+i𝜙(𝑛2−𝑚2) ⟨𝑚| 𝒪𝑗 |𝑛⟩ − 1 (E20b)

=
2𝜋 + 1

2𝜋

(︁
ei𝜃(𝑎𝑗−𝑏𝑗)+i𝜙(𝑎2𝑗−𝑏

2
𝑗 ) + ei𝜃(𝑏𝑗−𝑎𝑗)+i𝜙(𝑏2𝑗−𝑎

2
𝑗 ) + 1

)︁
− 1 (E20c)
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= (2 + 1/𝜋) cos(𝜃(𝑎𝑗 − 𝑏𝑗) + 𝜙(𝑎2𝑗 − 𝑏2𝑗 )) +
1

2𝜋
. (E20d)

Choose the number of shadows to generate. We see that for every possible shadow 𝜌 and every observable
𝒪𝑗 , −2− 1/𝜋 + 1/2𝜋 ≤ Tr[𝜌𝒪𝑗 ] ≤ 2𝜋. Therefore, from Eq. (E18), we set

𝑁 =

⌈︂
log

(︂
2𝑀

𝛿

)︂
(2𝜋 + 2 + 1/𝜋 − 1/2𝜋)2

2𝜖2

⌉︂
≈ 36

𝜖2
log

(︂
2𝑀

𝛿

)︂
. (E21)

Estimate expectation values w.r.t. state. With all this in place, we can now classically compute each ⟨𝒪𝑗⟩ to
a maximum additive error of 𝜖 with success probability at least 1− 𝛿. First, generate 𝑁 shadows with the procedure
described above. Then, with those 𝑁 shadows, classically compute the mean expectation value of each observable 𝒪𝑗

over the 𝑁 shadows using the expressions derived above for Tr[𝜌(𝑛)𝒪𝑗 ] and Tr[𝜌(𝜃,𝜙)𝒪𝑗 ]. With probability at least
1− 𝛿, all of these 𝑀 means will be within 𝜖 of the true expectation values with respect to 𝜌.

2. Fidelity calculations

In this subsection, we derive the calculations shown in Section VIC. Throughout this subsection, we let ℰ denote
an 𝑅-regularized rigged 2-design, meaning that ℰ is an ensemble over unit-normalized quantum states satisfying
E𝜓∈ℰ (|𝜓⟩⟨𝜓|)⊗2

=
Π

(𝑅)
2

TrΠ
(𝑅)
2

. We assume that 𝑅 is positive semi-definite. Recall then that Π
(𝑅)
2 = (𝑅 ⊗ 𝑅)Π2(𝑅 ⊗ 𝑅),

and Π2 = 1
2 (1+ 𝑆). Therefore, 2TrΠ(𝑅)

2 = (Tr𝑅2)2 +Tr𝑅4. From this characterization, one easily computes that

E
𝜓∈ℰ

⟨𝜓|𝐴 |𝜓⟩ |𝜓⟩⟨𝜓| = Tr1

[︂
(𝐴⊗ 1) E

𝜓∈ℰ
|𝜓⟩⟨𝜓| ⊗ |𝜓⟩⟨𝜓|

]︂
(E22a)

=
1

2TrΠ
(𝑅)
2

Tr1
[︀
(𝐴⊗ 1)

(︀
𝑅2 ⊗𝑅2 + (𝑅2 ⊗𝑅2)𝑆

)︀]︀
(E22b)

=
1

2TrΠ
(𝑅)
2

[︀
𝑅2 Tr(𝑅𝐴𝑅) +𝑅2𝐴𝑅2

]︀
(E22c)

=
𝑅2 Tr(𝑅𝐴𝑅) +𝑅2𝐴𝑅2

(Tr𝑅2)2 +Tr𝑅4
. (E22d)

Furthermore,

E
𝜓∈ℰ

⟨𝜓|𝐴 |𝜓⟩⟨𝜓|𝐵 |𝜓⟩ = Tr

[︂
𝐵 E
𝜓∈ℰ

⟨𝜓|𝐴 |𝜓⟩ |𝜓⟩⟨𝜓|
]︂

(E23a)

= Tr
𝐵𝑅2 Tr(𝑅𝐴𝑅) +𝐵𝑅2𝐴𝑅2

(Tr𝑅2)2 +Tr𝑅4
(E23b)

=
Tr(𝑅𝐵𝑅) Tr(𝑅𝐴𝑅) + Tr(𝑅𝐵𝑅2𝐴𝑅)

(Tr𝑅2)2 +Tr𝑅4
. (E23c)

We now study definitions of fidelity. We now assume that 𝑅 is diagonal in the 𝑛̂ basis. We define a continuous-
variable version of a maximally-entangled state as [98]

|𝜑𝑅⟩ :=
1√
Tr𝑅

(𝑅1/4 ⊗𝑅1/4)

∞∑︁
𝑛=0

|𝑛⟩ ⊗ |𝑛⟩ . (E24)

When 𝑅 = e−𝛽𝑛̂, |𝜑𝑅⟩ is a two-mode squeezed vacuum state; when 𝑅 = 𝑃𝑑, |𝜑𝑅⟩ is a finite dimensional maximally
entangled state. Define its reduced state on one mode by

𝜌𝑅 := Tr2 |𝜑𝑅⟩⟨𝜑𝑅| = 𝑅/Tr𝑅. (E25)

Let 𝒟 be a quantum channel with Kraus operators 𝐾 so that 𝒟(𝜌) =
∑︀
𝐾 𝐾𝜌𝐾

†. In analogy with the finite
dimensional case, define the entanglement fidelity as

𝐹 (𝑅)
𝑒 (𝒟) := ⟨𝜑𝑅| (ℐ ⊗ 𝒟)(𝜑𝑅) |𝜑𝑅⟩ (E26a)
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=
1

(Tr𝑅)2

∑︁
𝐾

∑︁
𝑛,𝑚,𝑗,𝑘

(⟨𝑛| ⊗ ⟨𝑛|𝑅1/2)(1⊗𝐾)(|𝑚⟩ ⊗𝑅1/2 |𝑚⟩)

× (⟨𝑗| ⊗ ⟨𝑗|𝑅1/2)(1⊗𝐾†)(|𝑘⟩ ⊗𝑅1/2 |𝑘⟩)
(E26b)

=
1

(Tr𝑅)2

∑︁
𝐾

∑︁
𝑛,𝑗

⟨𝑛|𝑅1/2𝐾𝑅1/2 |𝑛⟩⟨𝑗|𝑅1/2𝐾†𝑅1/2 |𝑗⟩ (E26c)

=
∑︁
𝐾

|Tr(𝜌𝑅𝐾)|2 . (E26d)

Furthermore, in analogy with the finite dimensional case, we define two “average fidelity” quantities,

𝐹
(𝑅)

1 (𝒟) :=
Tr𝑅4 + (Tr𝑅2)2

Tr𝑅2 + (Tr𝑅)2
E
𝜓∈ℰ

⟨𝜓|𝑅+𝒟(𝜓)𝑅+ |𝜓⟩ , (E27a)

𝐹
(𝑅)

2 (𝒟) := E
𝜓∈ℰ

⟨𝜓| 𝒟(𝜓) |𝜓⟩ . (E27b)

We again emphasize that these definitions are independent of which 𝑅-regularized rigged 2-design ℰ is used since they
involve only two copies of |𝜓⟩ and two copies of ⟨𝜓|. Notice that when 𝑅 = 𝑃𝑑, since the Moore-Penrose inverse 𝑅+

of a projector is itself, we find that 𝐹
(𝑃𝑑)

1 = 𝐹
(𝑃𝑑)

2 .
By Eq. (E23c), we immediately find that

𝐹
(𝑅)

1 (𝒟) =
Tr𝑅4 + (Tr𝑅2)2

Tr𝑅2 + (Tr𝑅)2

∑︁
𝐾

E
𝜓∈ℰ

⟨𝜓|𝑅+𝐾 |𝜓⟩⟨𝜓|𝐾†𝑅+ |𝜓⟩ (E28a)

=
Tr𝑅4 + (Tr𝑅2)2

Tr𝑅2 + (Tr𝑅)2

∑︁
𝐾

Tr(𝑅𝐾†𝑅+𝑅) Tr(𝑅𝑅+𝐾𝑅) + Tr(𝑅𝐾†𝑅+𝑅2𝑅+𝐾𝑅)

(Tr𝑅2)2 +Tr𝑅4
(E28b)

=

∑︀
𝐾

𝑑𝑅
(Tr𝑅)2 Tr(𝑅𝐾

†𝑅+𝑅) Tr(𝑅𝑅+𝐾𝑅) + Tr(𝑅+𝑅2𝑅+𝒟(𝜌𝑅2))

𝑑𝑅 + 1
, (E28c)

where we define an effective dimension 𝑑𝑅 := (Tr𝑅)2/Tr𝑅2. Since we are assuming 𝑅 to be diagonal, 𝑅𝑅+ = 𝑅+𝑅.
Furthermore, by definition of the Moore-Penrose inverse, 𝑅𝑅+𝑅 = 𝑅 and 𝑅+𝑅𝑅+ = 𝑅+. Therefore,

𝐹
(𝑅)

1 (𝒟) =
𝑑𝑅
∑︀
𝐾 |Tr(𝜌𝑅𝐾)|2 +Tr(𝑅𝑅+𝒟(𝜌𝑅2))

𝑑𝑅 + 1
(E29a)

=
𝑑𝑅𝐹

(𝑅)
𝑒 (𝒟) + Tr(𝑅𝑅+𝒟(𝜌𝑅2))

𝑑𝑅 + 1
. (E29b)

We perform a similar calculation for 𝐹
(𝑅)

2 ,

𝐹
(
√
𝑅)

2 (𝒟) =
∑︁
𝐾

E
𝜓∈ℰ

⟨𝜓|𝐾 |𝜓⟩⟨𝜓|𝐾† |𝜓⟩ (E30a)

=
∑︁
𝐾

Tr(𝑅1/2𝐾†𝑅1/2) Tr(𝑅1/2𝐾𝑅1/2) + Tr(𝑅1/2𝐾†𝑅𝐾𝑅1/2)

(Tr𝑅)2 +Tr𝑅2
(E30b)

=

∑︀
𝐾 |Tr(𝑅𝐾)|2 +∑︀𝐾 Tr(𝐾𝑅𝐾†𝑅)

(Tr𝑅)2 +Tr𝑅2
(E30c)

=
𝑑𝑅
∑︀
𝐾 |Tr(𝜌𝑅𝐾)|2 + 𝑑𝑅

∑︀
𝐾 Tr(𝐾𝜌𝑅𝐾

†𝜌𝑅)

𝑑𝑅 + 1
(E30d)

=
𝑑𝑅𝐹

(𝑅)
𝑒 (𝒟) + 𝑑𝑅 Tr(𝒟(𝜌𝑅)𝜌𝑅)

𝑑𝑅 + 1
. (E30e)

When 𝑅 = 𝑃𝑑 is the projector and 𝒟 is trace-preserving on the restricted 𝑑-dimensional subspace, both relations
reduce to the finite dimensional relation. When 𝑅 is invertible, such as the case when 𝑅 = e−𝛽𝑛̂, we find

𝐹
(𝑅)

1 (𝒟) =
𝑑𝑅𝐹

(𝑅)
𝑒 (𝒟) + 1

𝑑𝑅 + 1
. (E31)
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a. Loss channel

We now compute the various average fidelity quantities for the pure-loss channel ℒ𝜅 defined in Section VI C 3 and
shown in Fig. 2. From [115, eq. 4.6], the Kraus operators for ℒ𝜅 are

𝐾𝑖 =

∞∑︁
𝑚=0

√︃(︂
𝑚+ 𝑖

𝑖

)︂
(1− 𝜅2)𝑖/2𝜅𝑚 |𝑚⟩⟨𝑚+ 𝑖| (E32)

for 𝑖 ∈ N0.
We begin with 𝐹

(𝑛̄)

coh(ℒ𝜅). Let |𝛼⟩ be the coherent state specified by 𝛼 ∈ C. Then, as calculated in [92],

𝐹
(𝑛̄)

coh =
1

𝜋𝑛̄

∫︁
C
e−|𝛼|2/𝑛̄ ⟨𝛼| ℒ𝜅(|𝛼⟩⟨𝛼|) |𝛼⟩d2𝛼 (E33a)

=
1

1 + 𝑛̄(1− 𝜅)2
. (E33b)

Next, we consider the entanglement fidelity 𝐹
(𝑅)
𝑒 (ℒ𝜅). Let |𝜑𝑅⟩ = 1√

Tr𝑅
(𝑅1/4 ⊗ 𝑅1/4)

∑︀∞
𝑛=0 |𝑛⟩ ⊗ |𝑛⟩ and assume

that 𝑅 is diagonal in the |𝑛⟩ basis. Then from Eq. (E26d),

𝐹 (𝑅)
𝑒 (ℒ𝜅) = 1

(Tr𝑅)2

∞∑︁
𝑖=0

|Tr(𝑅𝐾𝑖)|2 . (E34)

When 𝑅 = 𝑅𝛽 = e−𝛽𝑛̂, one easily finds this to be (e𝛽−1)2

(e𝛽−𝜅)2 . Recall that in Section VI C 3 we required that 𝑑𝑅𝛽
:=

(Tr𝑅𝛽)
2/Tr𝑅2

𝛽 = 1 + 2𝑛̄. Solving for 𝛽, we find that e𝛽 = 1 + 1/𝑛̄, and therefore

𝐹
(𝑅𝛽)
𝑒 (ℒ𝜅) = (1 + 𝑛̄(1− 𝜅))

−2
. (E35)

On the other hand, when 𝑅 = 𝑃𝑑 =
∑︀𝑑−1
𝑛=0 |𝑛⟩⟨𝑛|, we find

𝐹 (𝑃𝑑)
𝑒 (ℒ𝜅) =

(︀
1− 𝜅𝑑

)︀2
(1− 𝜅)2𝑑2

. (E36)

From Eq. (E31), 𝐹
(𝑅𝛽)

1 (ℒ𝜅) is the same as 𝐹 (𝑅𝛽)
𝑒 (ℒ𝜅) up to an offset. However, 𝐹

(𝑅𝛽)

2 (ℒ𝜅) is not as simple. Indeed,
from Eq. (E30e), we must compute

Tr[ℒ𝜅(𝜌𝑅𝛽
)𝜌𝑅𝛽

] =
1

(Tr𝑅𝛽)2

∑︁
𝑖

Tr(𝐾𝑖𝑅𝛽𝐾
†
𝑖𝑅𝛽) (E37a)

= (1 = e−𝛽)2
∑︁
𝑖

∑︁
𝑎,𝑏

e−𝛽(𝑎+𝑏) ⟨𝑎|𝐾𝑖 |𝑏⟩⟨𝑏|𝐾†
𝑖 |𝑎⟩ (E37b)

= (1− e−𝛽)2
∑︁
𝑎≤𝑏

e−𝛽(𝑎+𝑏)
(︂

𝑏

𝑏− 𝑎

)︂
(1− 𝜅2)𝑏−𝑎𝜅2𝑎 (E37c)

=
𝑒𝛽 − 1

𝑒𝛽 + 𝜅2
. (E37d)

Therefore, from Eq. (E30e),

𝐹
(𝑅𝛽)

2 (ℒ𝜅) = 𝑑𝑅2𝛽

𝑑𝑅2𝛽
+ 1

[︂
𝑑𝑅2𝛽

𝐹
(𝑅2𝛽)
𝑒 (ℒ𝜅) + 𝑒𝛽 − 1

𝑒𝛽 + 𝜅2

]︂
(E38a)

=
1

𝑑𝑅2𝛽
+ 1

[︂
(e2𝛽 − 1)2

(e2𝛽 − 𝜅)2
+

𝑒2𝛽 − 1

𝑒2𝛽 + 𝜅2

]︂
(E38b)

=
1

tanh𝛽 + 1

[︂
(e2𝛽 − 1)2

(e2𝛽 − 𝜅)2
+

𝑒2𝛽 − 1

𝑒2𝛽 + 𝜅2

]︂
. (E38c)
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Requiring that 𝑑𝑅𝛽
= 1 + 2𝑛̄ yields e𝛽 = 1 + 1/𝑛̄, giving

𝐹
(𝑅𝛽/2)

2 (ℒ𝜅) = (2𝑛̄+ 1)
(︀
(1− 𝜅)2𝑛̄+ 2

)︀
2((1− 𝜅)𝑛̄+ 1)2 ((𝜅2 + 1) 𝑛̄+ 1)

. (E39)

Finally, we compute 𝐹
(𝑃𝑑)

1,2 (ℒ𝜅) ≡ 𝐹
(𝑃𝑑)

1 (ℒ𝜅) = 𝐹
(𝑃𝑑)

2 (ℒ𝜅). From Eq. (E29b), it only remains to compute
Tr(ℒ𝜅(𝑃𝑑/𝑑)𝑃𝑑), which is

Tr(ℒ𝜅(𝑃𝑑/𝑑)𝑃𝑑) =
1

𝑑

∞∑︁
𝑖=0

𝑑−1∑︁
𝑎,𝑏=0

⟨𝑎|𝐾𝑖 |𝑏⟩⟨𝑏|𝐾†
𝑖 |𝑎⟩ (E40a)

=
1

𝑑

𝑑−1∑︁
𝑎≤𝑏=0

(︂
𝑏

𝑏− 𝑎

)︂
(1− 𝜅2)𝑏−𝑎𝜅2𝑎 (E40b)

= 1. (E40c)

Indeed, this is 1 since ℒ𝜅 does not take a state that is defined in the subspace 𝑃𝑑 out of that subspace. Using 𝑑 = 1+𝑛̄,
we find

𝐹
(𝑃𝑛̄+1)
1,2 (ℒ𝜅) =

(︀
1− 𝜅𝑛̄+1

)︀2
(1− 𝜅)2(𝑛̄+ 1)(𝑛̄+ 2)

+
1

𝑛̄+ 2
. (E41)

The plots of all of these fidelities as functions of 𝜅 are shown in Fig. 2.

Appendix F: Torus designs, trigonometric cubature, and mutually unbiased bases

In this section, we prove the equivalence between our definition of a torus 𝑡-design (c.f. Definition C.6) and the
definition given in Ref. [8]. In Ref. [8], Kuperberg defines a general notion of torus cubature that generalizes the more
established theory of trigonometric cubature [5, 136]. We will be interested in one of the cases of his definition; namely,
our definition of a 𝑇𝑛+1 𝑡-design is equivalent to his definition of a positive degree 𝑡 cubature rule on 𝑇 (PSU(𝑛+1)).
After showing this, we will compare a torus design to the more standard trigonometric cubature rules and find that
a torus 𝑡-design lies somewhere between a degree 𝑡 and degree 2𝑡 positive trigonometric cubature rule. Finally, we
prove a relationship between torus 2-designs and complete sets of mutually unbiased bases.

1. Equivalence to Kuperberg’s definition

We begin by describing Kuperberg’s definition. Consider a group 𝒯 that is isomorphic to the torus 𝒯 ∼= 𝑇𝑛 = (𝑆1)𝑛.
Suppose 𝜌 : 𝒯 → GL(𝑉 ) is a free linear representation, with 𝑉 a real vector space 𝑉 ∼= R𝑁 . Since 𝜌 is free it follows
that there is one or many faithful orbits 𝒪. Suppose 𝑢 ∈ 𝑉 such that 𝒪 = {𝜌(𝑔)𝑢 | 𝑔 ∈ 𝒯 } is a faithful orbit. Since
𝒪 is faithful, 𝒯 can be identified with 𝒪 via 𝒯 ∋ 𝑔 ↔ 𝜌(𝑔)𝑢 ∈ 𝒪. With this identification, 𝒯 inherits an algebraic
structure, since it is well-defined to consider addition such as 𝜌(𝑔)𝑢 + 𝜌(ℎ)𝑢 ∈ 𝑉 for every 𝑔, ℎ ∈ 𝒯 . With this
structure, along with the unit normalized Haar measure on 𝒯 (since 𝒯 is compact), we can define cubature on 𝒯 as
follows. A set 𝑆 ⊂ 𝒯 and weight function 𝑣 : 𝑆 → R>0 is a (positive) cubature rule of degree 𝑡 on 𝒯 if∑︁

ℎ∈𝑆

𝑣(ℎ)𝑓(𝜌(ℎ)𝑢) =

∫︁
𝒯
𝑓(𝜌(𝑔)𝑢) d𝜇(𝑔) (F1)

for any polynomial 𝑓 : 𝑉 → R of degree 𝑡 or less. Since 𝑉 ∼= R𝑁 , we can therefore view 𝑓 as a being a function of the
entries of the vectors 𝜌(𝑔)𝑢. Kuperberg also states that this definition is independent of 𝑢 for generic choices of 𝑢 as
long as the resulting 𝒪 is faithful 3.

We now apply this to 𝒯 = 𝑇 (PSU(𝑛+ 1)). PSU(𝑛+ 1) is the projective special unitary group of (𝑛+ 1)× (𝑛+ 1)
matrices defined by SU(𝑛 + 1)/U(1). Then 𝒯 = 𝑇 (PSU(𝑛 + 1)) is a maximal torus (maximal, compact, connected,

3 Personal communication with Greg Kuperberg.
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abelian Lie subgroup) of PSU(𝑛+1), which is the group of diagonal unitary matrices with determinant 1 modulo the
center of SU(𝑛 + 1) (i.e. modulo global phases). For a unitary 𝑈 ∈ 𝒯 , let 𝑈𝑖𝑗 denote the entry in the 𝑖th row and
𝑗th column. The determinant condition implies that 𝑈𝑛+1,𝑛+1 is uniquely determined by 𝑈𝑖𝑖 for 𝑖 = 1, . . . , 𝑛. We
therefore see that 𝒯 ∼= 𝑇𝑛. We can also take an alternative view of 𝒯 ; we can view 𝒯 as the group of diagonal unitary
matrices with 𝑈𝑛+1,𝑛+1 = 1 modulo the center. This is the view we will take. Below we will consider the adjoint
action of this group, and therefore we do not have to worry about modding out the center; ultimately, we will just
end up integrating out global phases.

We let 𝑁 = 2(𝑛 + 1)2 and identify 𝑉 with the vector space of (𝑛 + 1) × (𝑛 + 1) complex matrices C(𝑛+1)×(𝑛+1).
We consider a linear action of 𝒯 defined by conjugation on 𝑉 ; in other words, 𝜌(𝑔) is defined by 𝐴 ↦→ 𝑔𝐴𝑔†. As
mentioned, we can pick any 𝑢 ∈ 𝑉 as a base point as long as the resulting orbit,

𝒪 =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
⎛⎜⎜⎜⎝
ei𝜑1

. . .
ei𝜑𝑛

1

⎞⎟⎟⎟⎠𝑢

⎛⎜⎜⎜⎝
e−i𝜑1

. . .
e−i𝜑𝑛

1

⎞⎟⎟⎟⎠ | 𝜑1, . . . , 𝜑𝑛 ∈ [−𝜋, 𝜋)

⎫⎪⎪⎪⎬⎪⎪⎪⎭ , (F2)

is faithful. We pick 𝑢 to be the matrix of all 1’s, 𝑢 =

⎛⎜⎝1 . . . 1
...

. . .
...

1 . . . 1

⎞⎟⎠. One can then easily check that

𝒪 =
{︁
𝑣 where 𝑣𝑖𝑗 = ei(𝜑𝑖−𝜑𝑗) | 𝜑1, . . . , 𝜑𝑛 ∈ [−𝜋, 𝜋), 𝜑𝑛+1 = 0

}︁
. (F3)

A degree 𝑡 positive cubature rule on 𝒯 is a set 𝑆 ⊂ 𝒯 and weight function 𝑣 : 𝑆 → R>0 that satisfies

∑︁
ℎ∈𝑆

𝑣(ℎ)𝑓(ℎ𝑢ℎ†) =

∫︁
[−𝜋,𝜋)𝑛

𝑓(𝑔𝑢𝑔†)
d𝜑1 . . . d𝜑𝑛

(2𝜋)𝑛
. (F4)

𝑓 is a polynomial of degree at most 𝑡 in the entries. By linearity, we can consider 𝑓 to be a monomial. From 𝒪, we
consider monomials of degree ≤ 𝑡 in the variables{︁

ei(𝜑𝑖−𝜑𝑗) | 𝑖, 𝑗 = 1, . . . , 𝑛+ 1
}︁

(F5)

where recall that 𝜑𝑛+1 = 0. It follows that an equivalent definition of a degree 𝑡 positive cubature rule on 𝒯 is as
follows. Let 𝑆 ⊂ [−𝜋, 𝜋)𝑛 and 𝑣 : 𝑆 → R>0. Hence, for each 𝜑 ∈ 𝑆, 𝜑𝑖 ∈ [−𝜋, 𝜋), and we define 𝜑𝑛+1 = 0. Then (𝑆, 𝑣)
must satisfy

∀𝑗1, . . . , 𝑗𝑡, 𝑘1, . . . , 𝑘𝑡 ∈ {1, . . . , 𝑛+ 1} :
∑︁
𝜃∈𝑆

𝑣(𝜃)ei(𝜃𝑗1+···+𝜃𝑗𝑡−𝜃𝑘1
−···−𝜃𝑘𝑡 ) =

∫︁
[−𝜋,𝜋)𝑛

ei(𝜑𝑗1
+···+𝜑𝑗𝑡−𝜑𝑘1

−···−𝜑𝑘𝑡 )
d𝜑1 . . . d𝜑𝑛

(2𝜋)𝑛
.

(F6)
Notice that this takes care of all monimials of degree 𝑡 or less. For example, consider the monomial ei𝜑1 . This is
taken care of by setting 𝑗1 = 1 and 𝑗2 = · · · = 𝑗𝑡 = 𝑘1 = · · · = 𝑘𝑡 = 𝑛+ 1.

We easily see that the right hand side (i.e. the integral) does not change if we integrate over 𝜑𝑛+1 instead of just
fixing it to be 0. Similarly, on the left hand side, for every 𝜃 ∈ 𝑆, we can shift each 𝜃𝑖 by a constant 𝜃𝑖 ↦→ 𝜃𝑖+𝑐 without
changing anything. Therefore, we can remove the definition that 𝜃𝑛+1 = 0, and instead allow 𝜃𝑛+1 to be arbitrary.
Thus, we arrive at an equivalent definition of a degree 𝑡 positive cubature rule on 𝒯 as follows. Let 𝑆 ⊂ [−𝜋, 𝜋)𝑛+1

and 𝑣 : 𝑆 → R>0. Then (𝑆, 𝑣) must satisfy

∑︁
𝜃∈𝑆

𝑣(𝜃)

𝑡∏︁
𝑖=1

ei(𝜃𝑗𝑖−𝜃𝑘𝑖
) =

∫︁
𝑇𝑚

𝑡∏︁
𝑖=1

ei(𝜑𝑗𝑖
−𝜑𝑘𝑖

) d𝜑1 . . . d𝜑𝑛+1

(2𝜋)𝑛+1
. (F7)

Notice that this is exactly our definition of an (𝑛+ 1)-torus 𝑡-design per Definition C.6.
In conclusion, our definition of a 𝑇𝑛+1 𝑡-design is equivalent to Kuperberg’s definition of a degree 𝑡 positive cubature

rule on 𝑇 (PSU(𝑛+ 1)).
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2. Comparison to standard trigonometric cubature

A degree 𝑡 positive trigonometric cubature rule (𝑆, 𝑣) on 𝑇𝑛 must satisfy

∑︁
𝜃∈𝑆

𝑣(𝜃)

𝑛∏︁
𝑖=1

ei𝛼𝑖𝜃𝑖 =

∫︁
𝑇𝑛

𝑛∏︁
𝑖=1

ei𝛼𝑖𝜑𝑖 d𝜑 (F8)

whenever
∑︀𝑛
𝑖=1 |𝛼𝑖| ≤ 𝑡. We see that our 𝑇𝑛 𝑡-designs lie somewhere between a degree 𝑡 and degree 2𝑡 trigonometric

cubature rule. To see the former, we show that a torus 𝑡-design must also be a degree 𝑡 trigonometric cubature rule.
From the definition of torus designs,

∑︁
𝜃∈𝑆

𝑣(𝜃)

𝑡∏︁
𝑖=1

ei(𝜃𝑎𝑖
−𝜃𝑏𝑖 ) =

∫︁
𝑇𝑛

𝑡∏︁
𝑖=1

ei(𝜑𝑎𝑖
−𝜑𝑏𝑖

) d𝜑. (F9)

Suppose we consider a monimial
∏︀𝑛
𝑖=1 e

i𝛼𝑖𝜃𝑖 . If
∑︀
𝑖 |𝛼𝑖| ≤ 𝑡, then we can generate the monomial via a choice of 𝑎𝑖 and

𝑏𝑖. Indeed, recall that without loss of generality we can assume that 𝜃𝑛 = 0. Consider as an example 𝑡 = 3, 𝑛 = 4,
and the task of generating the monoimal defined by 𝛼 = (2, 0,−1, 0). Then we set 𝑎1 = 1, 𝑎2 = 1, 𝑎3 = 4, 𝑏1 = 3,
and 𝑏2 = 𝑏3 = 4. Then

∏︀𝑡
𝑖=1 e

i(𝜃𝑎𝑖
−𝜃𝑏𝑖 ) = ei(𝜃1+𝜃1+𝜃4−𝜃3−𝜃4−𝜃4), which is exactly

∏︀
𝑖 e

i𝛼𝑖𝜃𝑖 since 𝜃4 = 0. Hence, by a
proper choice of 𝑎𝑖 and 𝑏𝑖, any monomial of degree 𝑡 or less can be generated by

∏︀𝑡
𝑖=1 e

i(𝜃𝑎𝑖
−𝜃𝑏𝑖 ), and hence a torus

𝑡-design is also a degree 𝑡 trigonometric cubature rule.
On the contrary, if we allow

∑︀
𝑖 |𝛼𝑖| > 𝑡, we find that there are some monomials that cannot be generated by a

sufficient choice of 𝑎𝑖 and 𝑏𝑖. So even though a torus 𝑡-design involves monomials of degree up to 2𝑡, it is not in
general a degree 2𝑡 trigonometric cubature rule. However, since torus 𝑡-designs only involve certain monomials up to
degree 2𝑡, a trigonometric cubature rule of degree ≥ 2𝑡 is a torus 𝑡-design.

3. Relation to MUBs

We begin by recalling the definition of a complete set of mutually unbiased bases (MUBs) [99].

Definition F.1 (Complete set of MUBs). Suppose that 𝐵0, . . . , 𝐵𝑛 are each orthonormal bases of C𝑛. 𝐵𝑖 and 𝐵𝑗 are
called mutually unbiased if

∀ |𝜓⟩ ∈ 𝐵𝑖, |𝜑⟩ ∈ 𝐵𝑗 : |⟨𝜓|𝜑⟩|2 = 1/𝑛. (F10)

The collection 𝐵0, . . . , 𝐵𝑛 is called a complete set of MUBs if the bases are pairwise mutually unbiased. This can be
equivalently stated in term of the phases 𝜃𝑖𝑗,𝑘 involved in the bases (see below);

1. (Orthonormality). ∀𝑖, 𝑗, 𝑘 ∈ {0, . . . , 𝑛− 1} : 1
𝑛

∑︀𝑛−1
𝑙=0 ei(𝜃

𝑖
𝑗,𝑙−𝜃

𝑖
𝑘,𝑙) = 𝛿𝑗𝑘;

2. (Mutually unbiasedness). ∀𝑖 ̸= 𝑗, 𝑘,𝑚 ∈ {0, . . . , 𝑛− 1} :
⃒⃒⃒∑︀𝑛−1

𝑙=0 ei(𝜃
𝑖
𝑘,𝑙−𝜃

𝑗
𝑚,𝑙)
⃒⃒⃒2

= 𝑛.

We now show the relationship between complete sets of MUBs and torus 2-designs. Recall the matrix Π2 that, for
any orthonormal basis {|0⟩ , . . . , |𝑛− 1⟩}, has matrix elements

Π2(𝑎, 𝑏; 𝑐, 𝑑) := ⟨𝑎| ⊗ ⟨𝑏|Π2 |𝑐⟩ ⊗ |𝑑⟩ = 1

2
(𝛿𝑎𝑐𝛿𝑏𝑑 − 𝛿𝑎𝑑𝛿𝑏𝑐). (F11)

By simply doing the integration, one finds that 𝑆 is an equal weight (i.e. 𝑣(𝜃) = 1/ |𝑆|) 𝑇𝑛 2-design if and only if

1

|𝑆|
∑︁
𝜃∈𝑆

ei(𝜃𝑎+𝜃𝑏−𝜃𝑐−𝜃𝑑) = 2Π2(𝑎, 𝑏; 𝑐, 𝑑)− 𝛿𝑎𝑏𝛿𝑎𝑐𝛿𝑎𝑑. (F12)

Here we show a connection between equal weight torus 2-designs and complete sets of MUBs.

Lemma F.2. The phases of a complete set of MUBs on C𝑛 form an equal weighted 𝑛-torus 2-design of size 𝑛2.
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Proof. Without loss of generality, we can assume that one of the bases is the computational basis. So assume that
𝐵0 = {|0⟩ , . . . , |𝑛− 1⟩}. Then in order for |⟨𝜓|𝑗⟩| = 1/

√
𝑛 for each 𝑗 ∈ {0, . . . , 𝑛− 1}, |𝜓⟩ ∈ 𝐵𝑖, and 𝑖 ∈ {1, . . . , 𝑛}, it

must be that each other basis 𝐵𝑖 must only involve uniform superposition states over the computational basis. With
this in mind, define |𝜓𝑖𝑗⟩ so that

𝐵𝑖 = {|𝜓𝑖𝑗⟩ | 𝑗 ∈ {1, . . . , 𝑛}}. (F13)

Define 𝜃𝑖𝑗,𝑘 so that

|𝜓𝑖𝑗⟩ =
1√
𝑛

𝑛−1∑︁
𝑘=0

ei𝜃
𝑖
𝑗,𝑘 |𝑘⟩ . (F14)

From [17], we know that the complete set of MUBs forms a complex-projective 2-design. Therefore, 𝐷 =
{|0⟩ , . . . , |𝑛− 1⟩} ∪ {|𝜓𝑖𝑗⟩ | 𝑖, 𝑗 ∈ {1, . . . , 𝑛}} is a complex-projective 2-design. We therefore find that

1

𝑛(𝑛+ 1)

⎛⎝𝑛−1∑︁
𝑘=0

(|𝑘⟩⟨𝑘|)⊗2 +

𝑛∑︁
𝑖,𝑗=1

(|𝜓𝑖𝑗⟩⟨𝜓𝑖𝑗 |)⊗2

⎞⎠ =
2

𝑛(𝑛+ 1)
Π2. (F15)

Let 𝑎, 𝑏, 𝑐, 𝑑 ∈ {0, . . . , 𝑛− 1}. Applying ⟨𝑎| ⊗ ⟨𝑏| on the left hand side and |𝑐⟩ ⊗ |𝑑⟩ on the right hand side, we find

𝛿𝑎𝑏𝛿𝑎𝑐𝛿𝑎𝑑 +
1

𝑛2

𝑛∑︁
𝑖,𝑗=1

ei(𝜃
𝑖
𝑗,𝑎+𝜃

𝑖
𝑗,𝑏−𝜃

𝑖
𝑗,𝑐−𝜃

𝑖
𝑗,𝑑) = 2Π2(𝑎, 𝑏; 𝑐, 𝑑). (F16)

Per the definition of an 𝑛-torus 2-design from above, we see that the angles 𝜃𝑖𝑗,𝑘 form an 𝑛-torus 2-design with size
𝑛2.

Furthermore, Theorem 3.3 from Ref. [137] states that if 𝐵0, . . . , 𝐵𝑚 are each orthonormal bases of C𝑛 and
⋃︀
𝑖𝐵𝑖

is an unweighted complex-projective 2-design, then 𝑚 = 𝑛 only if the bases are mutually unbiased. The following
lemma therefore follows.

Lemma F.3. If an equal weighted 𝑛-torus 2-design exists such that the phases in the design define 𝑛 orthonormal
bases, then there exists a complete set of MUBs in C𝑛.

Therefore, we have an if and only if.

Corollary F.4. There exists a complete set of MUBs in C𝑛 if and only if there exists an equal weighted 𝑛-torus
2-design such that the phases in the design define 𝑛 orthonormal bases. Concretely, there exists a complete set of
MUBs in C𝑛 if and only there exists angles 𝜃𝑖𝑗,𝑘 such that

1. ∀𝑖, 𝑗, 𝑘 ∈ {0, . . . , 𝑛− 1} : 1
𝑛

∑︀𝑛−1
𝑙=0 ei(𝜃

𝑖
𝑗,𝑙−𝜃

𝑖
𝑘,𝑙) = 𝛿𝑗𝑘;

2. ∀𝑎, 𝑏, 𝑐, 𝑑 ∈ {0, . . . , 𝑛− 1} : 1
𝑛2

∑︀𝑛−1
𝑖,𝑗=0 e

i(𝜃𝑖𝑗,𝑎+𝜃
𝑖
𝑗,𝑏−𝜃

𝑖
𝑗,𝑐−𝜃

𝑖
𝑗,𝑑) =

{︃
1 if (𝑎 = 𝑐 and 𝑏 = 𝑑) or (𝑎 = 𝑑 and 𝑏 = 𝑐)

0 otherwise
.

In summary, the definition of a complete set of MUBs has two conditions: orthonormality and mutually unbiased-
ness. We have shown that the mutually unbiased condition can be replaced with the condition that the phases must
form a torus 2-design of size exactly 𝑛2.
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