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Abstract: Business interruption after disasters is an important metric for community resilience planning because has both economic and
social consequences. Each additional day that a business is nonoperational further compounds lost revenue, wages, and lack of access to
goods and services needed for recovery. Therefore, the use of surveys has grown in the literature as a way to capture the diverse information
needed for modeling business disaster outcomes. However, variable inclusion and measurement can vary widely across studies, and there is a
lack of guidance on how to structure surveys most effectively to facilitate this effort. This study fills these gaps through an analysis of variable
choice, variable measurement, and measurement timing using data from an interdisciplinary field study in Lumberton, North Carolina after
2016 Hurricane Matthew. We found that empirical business interruption models can be improved significantly by using a comprehensive set
of utility and damage variables; integrating damage information based on damage states for building, contents, and machinery; and capturing
recovery-time dynamics by using business downtime and utility outage durations, rather than binary measurements. The results suggest
that making these relatively small changes to survey design in future studies can yield large returns in empirical business models for
community resilience research. DOI: 10.1061/NHREFO.NHENG-1807. This work is made available under the terms of the Creative
Commons Attribution 4.0 International license, https://creativecommons.org/licenses/by/4.0/.
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Introduction

Much effort has been made in modeling community resilience to
disasters, which requires interdisciplinary collaboration and the
integration of the built environment with social and economic insti-
tutions and processes (Koliou et al. 2020). Business interruption dur-
ing and following a disaster is an important metric for understanding
economic losses and benefits from an interdisciplinary perspective
and the collaborations between engineering and social science.
For example, businesses may close temporarily as a result of damage
to physical infrastructure, such as business storefronts, utility inputs,
and road networks (Chang et al. 2002); however, businesses also can
be disrupted as a result of human behavior, for example, managerial
decision-making in terms of insurance coverage and household
demand changes that result in loss of customers (Alesch et al.
2001). In turn, business interruption can lead to a major proportion
of the economic loss of a community from a disaster event (Chang
2010; Burrus et al. 2002), the loss of jobs and social networks
(Aghababaei et al. 2021), and delays in the functional recovery of
the commercial building stock (Wang et al. 2023).

A range of business studies throughout the years—grounded
in a variety of different disciplines, methodologies, and research

questions—have examined business interruption. Some studies
provided detailed descriptive information on the broad range of fac-
tors that affect business closure (Tierney and Nigg 1995; Tierney
1997; Orhan 2014). Others have made methodological or theoreti-
cal advances, but faced challenges in including more-holistic var-
iables that were identified as important in the descriptive studies
(Ortiz et al. 2021; Sultana et al. 2018). In addition, the use of sur-
veys is growing in business and disaster research because of their
ability to capture a wide range of variables needed to understand
decision-making (Xiao and Peacock 2014; Kajitani and Tatano
2009; Dormady et al. 2019; Brown et al. 2015; Dahlhamer and
Tierney 1996; Watson et al. 2020). However, surveys vary in their
design, given their flexibility in measurement and a lack of question
standardization. This is true for both how operational disruptions
are conceptualized and how damage, utility losses, and other fac-
tors are quantified in survey development and deployment.

Therefore, there is a need for research not only on which indica-
tors to include when modeling business disruption after disasters,
but how best to measure those indicators. This study contributes
to this effort by exploring how to use survey data efficiently and
effectively, using data from an interdisciplinary field study in
Lumberton, NC after 2016 Hurricane Matthew. We found that
empirical business interruption models can be improved signifi-
cantly by using a comprehensive set of utility and damage varia-
bles, integrating damage information based on damage states, and
capturing recovery-time dynamics by using business operational
downtime and utility outage durations rather than binary measure-
ments. These results suggest that making these relatively small
changes to survey design in future studies can yield large returns
in empirical business models for community resilience research.

Previous Empirical Research

Business interruption broadly refers to the disruption of normal
business operations and activities, which can result in a loss of
production, sales, or profits (Rose and Lim 2002). Studies of inter-
ruption and interruption losses after disasters have explored many
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different modeling approaches, ranging from business-level inter-
ruption predictions using probabilistic, mathematical, and machine
learning approaches (Ortiz et al. 2021; Sultana et al. 2018; Yang
et al. 2016) to more-regional economic analyses using computable
general equilibrium (CGE) and input–output (I-O) modeling with
secondary data or simulations (Brookshire et al. 1997; Rose and
Lim 2002; Shi et al. 2015). Data availability might limit the types
of variables included in these efforts; for example, utilities (or life-
lines) may be underrepresented given the difficulty in obtaining
data and modeling their impact (Rose and Huyck 2016). Studies
often focus on a particular utility system such as electricity, water,
or road networks (Rose and Lim 2002; Shi et al. 2015), although
more-descriptive research has shown that all utility services—
electricity, water, phone, sewer, and gas—are important factors in
business closure and their relative importance in reopening can vary
by business sector (Tierney and Nigg 1995; Orhan 2014). Similarly,
contents and inventory and machinery damage were cited as rea-
sons for business closure after multiple events (Tierney and Nigg
1995; Orhan 2014), although these damages are difficult to assess
unless researchers can enter the building or speak with a business
representative.

Therefore, surveys present an opportunity to capture a com-
prehensive picture of business utility losses and damages. Table 1
summarizes empirical studies focusing on business interruption
that used survey data, highlighting the types of damage and utility
variables employed. The flexibility that data collection surveys pro-
vide also can yield a great deal of variation in terms of which var-
iables are collected and analyzed. Many survey-based studies that
provide statistical models still focus on a limited number of damage
and utility variables, whereas descriptive studies generally are more
comprehensive. The study conducted by Wasileski et al. (2011) is
an exception, but the study was conducted 8 years after their event
of interest, which may have influenced their model fit.

Therefore, business studies need to consider not just variable
inclusion, but the measurement of those variables and the way
in which the study incorporates time. In economics, this is the dis-
tinction between stock and flow measures; stocks are a quantity at a
single point in time, and flows are services or outputs over time
(Rose and Lim 2002, p. 2). Property damage often is measured
as a stock, assessing damage as an initial condition with an under-
standing that there is a correlation between damage severity and
business recovery time and the business’s service flows (Asgary
et al. 2012; Rose and Lim 2002). Damage has been measured
in terms of the level of inundation (Sultana et al. 2018; Jiang
et al. 2016) or damage disruptiveness (Wasileski et al. 2011); how-
ever, studies have found success integrating fragility curves and
engineering-based damage states (Yang et al. 2016; Brookshire
et al. 1997), which can allow for better integration between engi-
neering and social science modeling. By contrast, although utility
disruption can be (and has been) measured by the level of de-
pendency on each utility (Asgary et al. 2012; Tierney and Nigg
1995) and the level of disruptiveness of utility loss (Wasileski
et al. 2011), it also can be measured as flows that capture the du-
ration (e.g., hours or days) of each utility outage (Tierney 1995).

Time and measurement are important not just for independent
variables, but for how business interruption itself is measured (Rose
and Lim 2002). Duration of closure, compared with closure as a
binary measure (i.e., closed or not), is important in understanding
business disaster outcomes because of how time can compound
initial losses (Chang 2000). Although some interruption studies
integrated time using the length of closure or days at reduced ca-
pacity (Yang et al. 2016; Burrus et al. 2002), some used a binary
measure at a single point in time (Wasileski et al. 2011) or repeat-
edly at different time intervals (Lam et al. 2009; Lee 2019).

Previous research has shown that variable significance can change
over time for business reopening (Lam et al. 2012; Lee 2019), and
businesses can close and reopen multiple times in their recovery
(Marshall and Schrank 2014), which could affect how interruption
is modeled.

Together, these previous studies highlight the importance of
considering variable choice, variable measurement, and time dy-
namics in business interruption modeling. Because surveys are
flexible in this regard, this study explores how these factors can
be optimized through survey design to improve modeling efforts.

Research Design

Study Site

This paper relied on data collected from face-to-face surveys in
Lumberton, North Carolina after Hurricane Matthew. Hurricane
Matthew made landfall in the US in South Carolina on October 8,
2016, as a Category 1 Hurricane with 139–143 km/h (75–77 kt.)
winds and torrential rainfall (Stewart 2017). Rainfall was particu-
larly heavy in eastern North Carolina; some areas received more
than 38 cm (15 in.). The resulting flooding was exacerbated by
heavy rains in September from Tropical Storm Hermine, which
had saturated the ground, and riverine flooding continued days after
the hurricane passed back toward the Atlantic Ocean (Armstrong
2017; van de Lindt et al. 2018).

In particular, Lumberton (population. approximately 21,000) was
severely impacted by Hurricane Matthew and the resulting heavy
rains. The Lumber River that bisects Lumberton experienced a his-
toric flood crest of 6.7 m (22 ft) on October 9—1.2 m (4 ft) higher
than the previous maximum flood level, set in 2004 (USGS 2018).
Much of the area south of the river was flooded, as were some isolated
areas in the northern part of the city (North Carolina Emergency
Management 2017). In addition to the inundation of buildings, several
utilities were disrupted. Electric power was disrupted due to downed
trees and substation flooding, and Lumberton’s sole water treatment
plant also was inundated. A boil water advisory was in effect for
slightly more than 1 week after service resumed (van de Lindt
et al. 2018). Although the flooding was more severe for businesses
in the southern commercial corridors, the utility disruption was ex-
perienced by businesses across Lumberton. The river receded to be-
low flood stage [4 m (13 ft)] by about October 23 (USGS 2018).

Sample and Data Collection

The business survey effort was part of a larger interdisciplinary effort
and longitudinal field study in Lumberton (van de Lindt et al. 2018,
2020; Sutley et al. 2021). The authors used a phone-verified business
database downloaded from ReferenceUSA (now Data Axle Refer-
ence Solutions) for the sample frame. An inundation shapefile that
was created at the University of Alabama through modeling that
combined a digital elevation model and the hydrograph from the
stream gauge in Lumberton (USGS 02134170) was used in the sam-
ple generation: all 218 businesses that were within the inundation
area or a 100-m buffer were included, in addition to a random sample
of businesses in the 100-year floodplain north of the Lumber River,
to obtain to a total of 380 businesses. A map of the sample and study
area is presented in Fig. 1. To protect the privacy of individual re-
spondents, the sample is displayed as a heat map of the density of
individual businesses.

The survey data were collected through in-person visits to the
businesses in January 2018, about 15 months after Hurricane Mat-
thew. The survey instrument was deliberately brief (two pages front
and back) and asked businesses questions related to their damage and
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Table 1. Summary of existing empirical business interruption studies

Study using
survey data

Analysis
method

Dependent
variable

Damage
variables

Utility
variables

R2 or
pseudo-R2

Other included
variable categoriesa

Orhan (2014) Summary statistics Closure (Y/N) Destruction of building (Y/N),
needing to clear out damaged
contents (Y/N), need to have
building structurally assessed
(Y/N), loss of machinery (Y/N),
loss of inventory or stock (Y/N)

Lifeline losses (Y/N) N/A Business characteristics,
ownership characteristics,
financial capital, customers,
labor, transportation

Tierney and Nigg
(1995) and
Tierney (1995)

Summary statistics Closure (Y/N) Building flooded (Y/N), loss of
machinery or equipment (Y/N),
loss of inventory (Y/N)

Loss of water (Y/N), loss of
electricity (Y/N), loss of
natural gas (Y/N), loss of
water treatment (Y/N), loss
of phone service (Y/N)

N/A Customers, labor, supply,
transportation

Asgary et al.
(2012)

Chi-squared test,
correlation

Time to reopen (multiple
month intervals)

Level of facility damage (none,
minimal, some, significant,
total); level of inventory damage
(none, minimal, some,
significant, total)

Dependence on electricity
(Y/N), dependence on water
(Y/N), Dependence on
transportation (Y/N); lifeline
damage (level)

N/A Business characteristics,
ownership characteristics,
financial capital, risk perception
or disaster experience, recovery
perception, labor, social capital

Flott (1997) Chi-squared test Time to reopen (less than
1 month versus more than
1 month)

Level of damage (none, little,
major)

N/A N/A Business characteristics,
financial capital, social capital

Khan and Sayem
(2013)

Logistic regression Reopened (Y/N); time taken
to reopen (1 = more than
1 week)

Machinery or tool loss (Y/N) Level of electricity supply
(hours per day)

Not reported Business characteristics,
ownership characteristics,
financial capital, risk perception
or disaster experience, recovery
perception, customers, labor,
supply

Sultana et al.
(2018)

Regression, random
forest model

Interruption duration (days) Water level (centimeters),
inundation duration (hours)

N/A 0.053 Business characteristics,
government response, site
characteristics, risk perception
or disaster experience,
resources, adaptation,
customers, supply

Wasileski et al.
(2011)

Logistic regression Temporary closure (Y/N) Level of disruptiveness of
building damage (0–4); level of
contents damage (0–5);
structure type (wood frame,
unreinforced masonry, stronger
structure, or other)

Level of disruptiveness of
electricity, phone, water,
sewer, transportation (0–4)

0.118 and
0.087

Business characteristics,
ownership characteristics,
resources, customers, labor,
transportation

Yang et al.
(2016)

Functional fragility
curves and
accelerated failure
time models

Drop ratio, stagnation time,
recovery time

Damage state (DS0–DS3) N/A Not reported Business characteristics

aAll variables were categorized into thematic categories of business characteristics, ownership characteristics, financial capital, customers, labor, transportation, customers, supply, social government response, site
characteristics, risk perception or disaster experience, and adaptation for space and ease of reading. Some studies had multiple variables in each category, and individual measurements varied by study.
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operations, business characteristics, recovery status, financial assis-
tance, and owner or manager demographics. Survey questions were
informed by a systematic review of the business and disaster litera-
ture, and were modified from previous business survey efforts if pos-
sible (Xiao and Peacock 2014; Xiao et al. 2018). Prior to use in the
field, the survey was subjected to a comment period by an interdis-
ciplinary group of researchers at NIST and the NIST-funded Center
for Risk-Based Community Resilience Planning.

Questions about the business’s damage corresponded to damage
states developed by a team of engineers on the project. These
ranged from DS0 to DS4 for building structural damage, content
and inventory damage, and machinery and equipment damage.
These damage states generally are no damage (DS0), minor dam-
age (DS1), moderate damage (DS2), severe damage (DS3), and
complete damage (DS4). The damage states and survey instrument
have been published on DesignSafe for reference (Xiao et al. 2020).

Survey teams were multidisciplinary, and had at least one en-
gineer to assist businesses in categorizing their damage in the field;
laminated description sheets of each damage state were given to the
business to review during the survey. Managers, owners, and em-
ployees with enough knowledge to be able to answer questions on
the financial decisions of the business were asked to complete the
survey. If no one was available at the time of the initial survey team
visit, teams scheduled follow-up visits, left a paper survey, or
followed-up with phone calls after field deployment. Of the 380
businesses that were sampled, the authors received 164 survey
responses, a response rate of 43%, with a sector distribution that
matched the Lumberton business population. More detailed infor-
mation on the sampling strategy and survey methodology were pre-
sented by Sutley et al. (2021).

Analytical Methods

This study used closure to measure business interruption. Although
businesses can remain partially open and experience interruption
losses, many studies have operationalized business interruption as
closure, or have used initial closure as a key business resilience
metric (Chang and Falit-Baiamonte 2002; Orhan 2014; Ortiz et al.

2021; Sultana et al. 2018). This paper used three approaches to
explore how variable choice, variable measurement, and time dy-
namics affected interruption modeling in the Lumberton case. First,
we regressed interruption—i.e., days of closure—on a comprehen-
sive set of damage and utility variables commonly used in descrip-
tive studies, but less common in statistical models. We also did this
for sets of control variables, to inform model selection and establish
a baseline full model for comparison with the literature. All analy-
ses followed the general form

lnY ¼ B0 þ B1X1 þ B2X2þ · · · þBnXn þ ε ð1Þ

where Y = dependent variable, in this case interruption days; B0 is
the intercept; Bn is the regression or slope coefficient for the nth
independent variable, Xn; and ε is an error term. Independent var-
iables damage indicators, utility disruption indicators, and other
control variables are described in more detail in the next section.
For reporting purposes, beta coefficients were translated to percent-
age change in y using

%Δ̂y ¼ 100½eβ̂jΔxj − 1� ð2Þ

Second, we examined how correlation, significance, and model
fit was affected by different measures of damage and utility vari-
ables, and updated the full model with the controls. Lastly, we
recoded the days of interruption dependent variable to represent
binary open or closed status at weekly intervals, and ran correla-
tions with the different damage, utility, and control variables to de-
termine how variable relationships change when time is considered
for both the dependent and independent variables.

Survey weights were used in the analysis because businesses in
the sample had different probabilities of being selected depending on
whether they were in the predicted inundation area. Therefore, the
study used probability weights (N=n), whereN is the number of busi-
nesses in the population, and n is the number of sample businesses, to
ensure that the coefficients were not biased. This was done for each
regression using the survey design commands in Stata version 17
(StataCorp 2021); although the number of observations may vary,

Fig. 1. Map of the study area and sample.
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they were all adjusted by a probability weight to represent a consistent
population of 508. To facilitate analysis, the damage states were trans-
formed into damage percentages ranging from 0% to 100% (Xiao and
Peacock 2014) where Damage states 0–4 were recoded into 0%, 25%,
50%, 75%, and 100%, respectively. There also were outliers in the
interruption and utility variables that exerted a large amount of influ-
ence on the regression analyses. Therefore, log transformations were
used for days of interruption as the dependent variable and days of
utility disruptions as independent variables. To preserve zeros in the
data, a constant value of 1 was added to all values of the variable
before taking the log. Lastly, because damage and utility losses are
all related to hazard severity, the variance inflation factor (VIF) of the
variables was checked after running each model to identify issues of

multicollinearity. The highest VIFs were 3.09 and 2.99, for percent-
age machinery damage and percentage building damage, in the final
full model (Model 22). Although there is no standard threshold, these
were below most rule-of-thumb values used to identify cause for con-
cern (James et al. 2013).

Findings

Descriptive Statistics

Descriptive statistics of the sample are presented in Table 2. Almost
40% of businesses in the sample were in the retail or wholesale

Table 2. Descriptive statistics

Variable Observationsa Meanb Standard deviationb Min Max

Dependent variables
Business interruption (days) 163 17.50 38.14 0 300
Business interruption (log days) 163 2.35 1.36 0 5.71

Open at 1 week (1 = yes, 0 = no) 163 0.45 0.50 0 1
Open at 2 weeks (1 = yes, 0 = no) 163 0.71 0.46 0 1
Open at 3 weeks (1 = yes, 0 = no) 163 0.81 0.39 0 1
Open at 4 weeks (1 = yes, 0 = no) 163 0.85 0.35 0 1
Open at 5 weeks (1 = yes, 0 = no) 163 0.90 0.30 0 1
Open at 6 weeks (1 = yes, 0 = no) 163 0.91 0.29 0 1

Damage
Building damage: (1 = yes, 0 = no) 162 0.36 0.48 0 1
Content damage: (1 = yes, 0 = no) 162 0.41 0.49 0 1
Machinery or equipment damage: (1 = yes, 0 = no) 161 0.15 0.35 0 1
Building damage (%) 162 16.62 34.59 0 100
Content damage (%) 162 28.25 41.09 0 100
Machinery or equipment damage: (%) 161 10.13 26.79 0 100

Utility disruptions
Electricity loss (1 = yes, 0 = no) 161 0.98 0.14 0 1
Water loss (1 = yes, 0 = no) 161 0.91 0.28 0 1
Natural gas loss (1 = yes, 0 = no) 149 0.08 0.27 0 1
Sewer loss (1 = yes, 0 = no) 153 0.36 0.48 0 1
Cell phone service loss (1 = yes, 0 = no) 158 0.30 0.46 0 1
Electricity loss (log days) 158 1.85 0.68 0 5.20
Water loss (log days) 154 2.18 0.94 0 5.20
Natural gas loss (log days) 148 0.20 0.79 0 5.90
Sewer loss (log days) 146 0.83 1.37 0 6.17
Cell phone service loss (log days) 160 0.50 0.95 0 5.48

Transportation disruption
Accessibility problem (i.e., street or sidewalk closure): (1 = yes, 0 = no) 153 0.48 0.50 0 1

Customer issues
Lost customers (1 = yes, 0 = no) 161 0.61 22.92 0 1

Employee issues
Employee home repair problem: (1 = yes, 0 = no) 154 0.51 0.50 0 1
Employee childcare or school problems: (1 = yes, 0 = no) 157 0.25 0.43 0 1
Employee physical or mental health problems: (1 = yes, 0 = no) 156 0.07 0.25 0 1

Business characteristics
Branch: (1 = yes, 0 = no) 164 0.41 0.49 0 1
Manufacturing or construction sector: (1 = yes, 0 = no) 164 0.07 0.26 0 1
Retail or wholesale sector: (1 = yes, 0 = no) 164 0.39 0.49 0 1
Number of part- and full-time employees before Hurricane Matthew 163 16.20 26.91 1 250
Rents premises: (1 = yes, 0 = no) 161 0.56 0.50 0 1

Business owner or manager profile
Race or ethnicity other than non-Hispanic White: (1 = yes, 0 = no) 159 0.39 0.49 0 1
Years of experience 158 15.85 12.43 0.02 70

Insurance coverage
Had building insurance: (1 = yes, 0 = no) 121 0.65 0.48 0 1
Had contents insurance: (1 = yes, 0 = no) 125 0.58 0.50 0 1
Had interruption insurance: (1 = yes, 0 = no) 113 0.34 0.47 0 1

aDescriptive statistics have been weighted to represent the population (n ¼ 508). This number represents the number of survey responses associated with the
variable.
bWeighted mean and standard deviation.
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sector, and 7% were in manufacturing or construction. About 30%
were a branch of a larger firm, and about half rented their premises.
The size of businesses, measured by number of part- and full-time
employees, in the sample ranged from 1 to 250 employees, with
an average of 16 at a given facility. Owners, managers, and senior
employees who were interviewed had an average of 16 years of
business experience, and 40% identified as other than non-Hispanic
White.

In terms of impacts from Hurricane Matthew, businesses in
Lumberton were interrupted (i.e., closed for business) for 17 days,
on average; the maximum length of interruption was 300 days.
By 1 week postflooding, only 45% of businesses in Lumberton
had reopened. This percentage rose to 71% after 2 weeks and to
85% after 4 weeks. After 6 weeks, most (91%) of businesses had
reopened.

In general, more businesses experienced contents damage (11%)
than building (36%) or machinery (15%) damage. Businesses also
were more likely to report higher damage levels for their contents
than for their building or machinery; businesses reported 17% and
10% damage for their building and machinery, but 25% damage for
contents. Content loss can be related to utility loss, and almost all
businesses in Lumberton lost electricity and water. Whereas only
12% lost natural gas, 38% lost sewer, and 28% lost cell phone ser-
vice, 98% lost electricity at some point, and 91% lost water. Figs. 2
and 3 illustrate the restoration of utilities and operations over time
during the first 90 days. Most businesses regained their utilities and
operations in the first few weeks after the flooding. Businesses
waited the longest time to resume service for water; respondents
cited an average of close to 12 days without water access. Sewer
loss was similar, with an average of almost 12 days with no service.
Electricity, natural gas, and telecommunications were disrupted
for an average of approximately 7, 3, and 4 days, respectively.
However, there were outliers of businesses experiencing very long
down times for these services, and some businesses had not had the
utility restored at the time of the survey.

Beyond the more physical impacts of Hurricane Matthew, busi-
nesses also experienced a variety of impacts related to customers,
employees, and their ability to work at and access the business.
Approximately 48% of businesses experienced accessibility issues
related to street and sidewalk closure, and 61% experienced a loss
of customers. Employees were likely to be unable to come to work
due personal home damage (50% of businesses). Issues related to
childcare and schooling caused employees to be unable to come
to work in approximately 25% of businesses, and health problems
caused staffing disruption in approximately 7% of the business
sample.

Businesses in Lumberton had a variety of insurance coverage
types to deal with the flooding impacts. Building insurance was
the most commonly held insurance, with 65% of businesses re-
ported having coverage. Content insurance was the second most
common, with 58% of businesses in the sample maintaining cover-
age. Only 34% of businesses had insurance for business interrup-
tion. Insurance variables had the highest number of missing values
out of the various variables categories. This was due both to man-
agers being unaware of the types of coverage the company had, and
to a higher unwillingness to share financial information with the
survey team compared with other types of questions. Therefore, we
anticipate that these numbers likely were higher because businesses
were more likely in the field to respond that they did not know
(coded as missing) unless they were sure they had coverage.

Variable Inclusion Considerations

The first set of analyses tested how empirical models of business
interruption may be improved through the inclusion of more-
comprehensive damage and utility variables used in more-
descriptive studies. Table 3 presents a series of models regressing
days of interruption on variable groupings of damage and utilities,
in addition to transportation, customer, employee, business charac-
teristic, owner or manager profile, and insurance variables that fre-
quently have been used in past studies (Table 1).

Fig. 2. Restoration of utilities and operations, Days 0–30.

Fig. 3. Restoration of utilities and operations, Days 31–90.
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Models using damage and utility variables were able to explain
more of the variation in the (log) number of days a business was
closed than were models using other variable categories. Model 1,
which included indicators of building, content, and machinery
damage, had an R2 value of 0.345. All three types of damage were
significantly and positively related to length of business interrup-
tion in the Lumberton case. Businesses that experienced building
damage, contents damage, and machinery damage were closed for
18%, 3%, and 261% more days, respectively, than businesses that
did not report that type of damage. Model 2, which included indica-
tors of electricity, water, natural gas, sewer, and cell phone service
outages, had an R2 value of 0.146. Natural gas loss was the only
individually significant variable. Businesses experiencing gas loss
were interrupted for 493% more days than those without gas loss.

Models 3 and 4, which included transportation disruption and
customer loss indicators, also had significant variables. Businesses
that experienced accessibility issues with respect to road and side-
walk closure were closed for 211% more days than businesses that
did not experience accessibility issues. Similarly, businesses that
lost customers were closed for 111% more days than businesses
without customer loss. Models 3 and 4, which included access
loss and customer loss alone, had R2 values of 0.146 and 0.083,
respectively. However, models using business characteristic varia-
bles, owner or manager profile variables, and insurance coverage

variables did not have any individually significant variables, and
the models were insignificant, taken as a whole.

Model 9 was the full model, and included variables in all models
with significant F-tests (Models 1–4). All utility variables were
included from Model 2, despite only natural gas being significant,
because many utilities, such as water and sewer, are interdependent.
The significance and model fit of each individual utility variable
is explored further in the following section. The significance of
the individual variables did not change in the full model, with the
exception of building damage, which changed from significant in
Model 1 to insignificant in Model 9. Contents damage, machinery
damage, natural gas loss, access loss, and customer loss all signifi-
cantly increased interruption duration for Lumberton businesses. The
significance of contents and machinery damage compared with
building damage highlights the importance of including multiple di-
mensions of damage in business disruption models, and natural gas
loss is rarely if ever included in empirical models. However, includ-
ing these variables led to the final model having an R2 value of 0.460.

Variable Measurement Considerations

The previous set of analyses showed the importance of including
multiple dimensions of damage and utility disruptions, even if
only by using binary indicators. However, these variables can be

Table 3. Linear regression of interruption (logged days) on thematic sets of explanatory variables

Variable

Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8 Model 9

Coefficient Coefficient Coefficient Coefficient Coefficient Coefficient Coefficient Coefficient Coefficient

Constant 1.522 1.692 1.552*** 1.487*** 2.243*** 2.229*** 1.715*** 2.141*** 1.283
Damage indicator

Building (1/0) 0.151*** — — — — — — — 0.153
Contents (1/0) 0.705*** — — — — — — — 0.507**
Machinery (1/0) 1.283*** — — — — — — — 0.980***

Utility loss indicator
Electricity (1/0) — −0.069 — — — — — — −0.267
Water (1/0) — 0.187 — — — — — — −0.114
Gas (1/0) — 1.781*** — — — — — — 1.092***
Sewer (1/0) — 0.158 — — — — — — −0.006
Cell phone (1/0) — −0.119 — — — — — — −0.044

Transportation disruption
Access — — 1.134*** — — — — — 0.498**

Customer issues
Customers — — — 0.748*** — — — — 0.591***

Employee issues
Home damage — — — — −0.232 — — — —
Childcare or school — — — — 0.078 — — — —
Health — — — — 0.882 — — — —

Business characteristics
Branch — — — — — −0.066 — — —
Manufacturing or construction — — — — — −0.058 — — —
Retail — — — — — −0.364 — — —
No. of employees — — — — — 0.001 — — —
Renter — — — — — −0.181 — — —

Owner or manager profile
Race — — — — — — 0.235 — —
Experience — — — — — — 0.014 — —

Insurance coverage
Building — — — — — — — 0.256 —
Contents — — — — — — — −0.209 —
Interruption — — — — — — — −0.316 —

F 20.79 3.63 32.58 11.94 0.86 0.79 1.82 0.80 7.70
p-value 0.000 0.004 0.000 0.001 0.464 0.557 0.165 0.498 0.000
R2 0.345 0.146 0.192 0.083 0.033 0.028 0.025 0.019 0.460
Sample (before weighting) 159 131 153 161 152 150 157 107 118

Note: Coefficient = beta coefficient; *p < 0.1; **p < 0.05; and ***p < 0.01.
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measured and quantified in many ways. For example, surveys can
collect detailed information such as days of downtime and level of
damage based on damage states. Secondly, given the interdepend-
ence of some of the utility provisions and the likelihood that dam-
age severity is related across different physical assets of the
business, it is possible that knowing the maximum damage state
and days of utility loss across these variables would be sufficient.
Therefore the following sets of models explore variable measure-
ments of damage and utilities on interruption, comparing dichoto-
mous measures for damaged–undamaged and lost service–had
service with damage state and service disruption duration. Table 4
presents the correlation and the beta coefficient, p-value, and model
R2 for models regressing days of interruption on each variable
individually.

The results in Table 4 suggest that interruption models are sen-
sitive to more-imprecise measurements in utility disruption, but
comparatively less so for damage. For example, the weighted cor-
relations between damage variables and log days of interruption
and the beta coefficients when using each damage variable in a sim-
ple regression model with log days of interruption were significant
regardless of whether the percentage damage based on damage
state or binary measure was used. However, for utility disruption,
using log days instead of the binary measure led to changes in sig-
nificance in both the correlations and the beta coefficients in the
case of electricity, water, and sewer loss. Whereas the binary mea-
sure was insignificant in these cases, the log days of disruption to
those utilities was significantly related to log days of interruption.
For natural gas and cell phone loss, both the binary and continuous
measures were significant and insignificant, respectively.

Across the damage and utility variables, the R2 value generally
was higher when percentage damage and log days of utility
outages were used in the simple regression models. This was most

pronounced for building damage and electricity loss. For building
damage, a simple regression model using the binary measure had
an R2 value of 0.115, whereas a simple regression model using per-
centage damage based on the damage state had an R2 value
of 0.268. For electricity loss, the difference was greater: a simple
regression model using the binary measure had an R2 value of
<0.001, whereas a simple regression model using the duration of
electricity loss had an R2 value of 0.263. However, the R2 values
cannot be compared directly.

Tables 5 and 6 present the result of using continuous measures
in place of the indicator variables, using partial F-tests to determine
whether these additions can improve the R2 value significantly.
Adding more-precise measures of utility disruption significantly
improved the R2 in Table 5, whereas using the indicator measures
did not. The R2 value increased by 0.107 in Model 12 (F ¼ 3.92,
p ¼ 0.003) and 0.083 in Model 15 (F ¼ 3.14, p ¼ 0.011) when
adding log days of utility loss and increased by 0.061 in Model
11 (F ¼ 1.63, p ¼ 0.157) and 0.039 in Model 14 (F ¼ 1.13, p ¼
0.349) when adding the indicator measures. Adding the percent
damage variables and damage indicator measures both significantly
improved the R2 value in Table 6. The R2 value increased by 0.294
in Model 18 (F ¼ 26.29, p ¼ 0.000) and by 0.162 in Model 21
(F ¼ 15.85, p ¼ 0.000) when adding percentage damage, and it
increased by 0.239 in Model 17 (F ¼ 15.05, p ¼ 0.000) and by
0.109 (F ¼ 13.10, p ¼ 0.000) when adding the indicator mea-
sures. Overall, the results suggest that adding nonbinary variables
can increase the model goodness-of-fit more than adding the binary
variables. It also changed the significance of some of the variables:
both electricity loss and building damage gained significance when
using days of utility loss and percentage damage, respectively.

Lastly, the bottom two rows in the Table 4 present the interrup-
tion correlations and simple regression results with the maximum

Table 4. Correlations and simple regression of each damage and utility variable on logged days of business interruption

Variable Correlation, r Simple linear regression coefficient R2

Building damage (n ¼ 161)
Percentage (based on damage state) 0.518*** 0.022*** 0.268
Indicator (1 = damaged, 0 = not damaged) 0.339*** 0.896*** 0.115

Contents damage (n ¼ 161)
Percentage (based on damage state) 0.429*** 0.017*** 0.280
Indicator (1 = damaged, 0 = not damaged) 0.472*** 1.205*** 0.223

Machinery damage (n ¼ 160)
Percentage (based on damage state) 0.584*** 0.026*** 0.300
Indicator (1 = damaged, 0 = not damaged) 0.522*** 1.850*** 0.273

Electricity loss (n ¼ 158)
Duration of outage (log days) 0.513*** 0.969*** 0.263
Indicator (1 = lost, 0 = not lost) 0.021 0.198 0.000

Water loss (n ¼ 154)
Duration of outage (log days) 0.276*** 0.375*** 0.076
Indicator (1 = lost, 0 = not lost) 0.059 0.260 0.003

Gas loss (n ¼ 148)
Duration of outage (log days) 0.343*** 0.586*** 0.118
Indicator (1 = lost, 0 = not lost) 0.357*** 1.765*** 0.127

Sewer loss (n ¼ 146)
Duration of outage (log days) 0.238** 0.224*** 0.056
Indicator (1 = lost, 0 = not lost) 0.096 0.264 0.009

Cell loss (n ¼ 157)
Duration of outage (log days) 0.158 0.214 0.025
Indicator (1 = lost, 0 = not lost) 0.001 0.001 0.000

Maximum disruption (n ¼ 162, n ¼ 163)
Maximum damage state (DS1–DS5) 0.528*** 0.016*** 0.261
Maximum utility loss (log days) 0.566*** 0.566*** 0.179

Note: Coefficient = beta coefficient from simple regression model; *p < 0.1; **p < 0.05; and ***p < 0.01.
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percentage damage across the building, machinery, and contents,
and the longest (logged) days of utility outage across electricity,
water, gas, sewer, and cell phone service for each business. The
R2 values were 0.18 and 0.27 for maximum damage and maximum
utility outage duration, respectively. These measures may be an
efficient alternative for smaller samples, because they use only one
degree of freedom.

Time Considerations

The analysis in the section titled “Variable Measurement Consid-
erations” displayed the particular importance of examining utility
outage durations rather than basic indicators when modeling busi-
ness interruption, and indicate that there is some relationship be-
tween utilities, closure, and time. Additionally, the significance
of individual utilities is different depending on whether the duration
or indicator measure was used. Therefore the final analysis ex-
plored this more deeply by examining how variable measures be-
have over time (Table 7). Business interruption was measured using
binary indicators in previous studies (see Table 1); therefore, this
analysis explores the importance of capturing time in both depen-
dent and independent variables.

The days of interruption variable was used to create a series
of binary indicators for whether the business had reopened each
week, starting from Week 1 and ending at Week 6, at which time
most (91%) of the sample had resumed their operations. Days of
utility outage information was recoded to create a series of bi-
nary indicators for whether the business had that particular utility
restored in the same periods (denoted “in period” in Table 7).

These variables were included along with the initial binary loss
measure for the utilities, the binary measure for damage, the
damage state measures, customer loss, and access loss used in
previous analyses.

The results in Table 7 further support the conclusions pre-
sented in the “Variable Measurement Considerations” section
and clarify some of the variable significance discrepancies. The
percentage damage measures had greater correlations with busi-
ness reopening at all time periods than did the damage indicator
measures. However, the biggest differences involved the utility
loss measures. Natural gas was the only variable that was signifi-
cantly correlated with reopening across the different periods when
considering only the initial utility loss, which corroborates its
significance in the first full model (Model 9). However, examining
utility restorations in the different periods indicates that all
the utility services except cell phone service were significantly
correlated with business reopening in one or more periods.
The correlations also indicate how the effects of the utilities dif-
fered depending on the time since the initial flooding, and likely
capture different rates of restoration. Electricity had a very high
correlation with reopening in the first few weeks, but became
insignificant at 5 weeks. Conversely, sewer and gas had stronger
correlations in later weeks than in earlier weeks. Some businesses
experienced very long disruptions to these utilities in particular, as
indicated by the high maximum values and standard deviations in
Table 2. It is possible that certain utilities became the limiting fac-
tor to reopening as time went on, even as other utilities were
restored. This is supported by the R2 value of 0.179 for the model
that used the maximum utility loss variable alone (Table 3) and

Table 5. Model improvement comparisons regressing logged days of interruption on different utility disruption variable measurements, controlling for
damage

Variable

Model 10
(restricted)

Model 11
(unrestricted)

Model 12
(unrestricted)

Model 13
(restricted)

Model 14
(unrestricted)

Model 15
(unrestricted)

Coefficient Coefficient Coefficient Coefficient Coefficient Coefficient

Constant 1.494 1.371 0.428 1.483 0.526 —
Damage indicator

Building (1/0) 0.194 0.165 0.128 — — —
Contents (1/0) 0.644** 0.655*** 0.504** — — —
Machinery (1/0) 1.351*** 1.135*** 0.825** — — —

Percentage damage (%)
Building — — — 0.010*** 0.010*** 0.009***
Contents — — — 0.008*** 0.008*** 0.006**
Machinery) — — — 0.012*** 0.010*** 0.007**

Utility loss indicator
Electricity (1/0) — 0.032 — — 0.139 —
Water (1/0) — 0.115 — — 0.162 —
Gas (1/0) — 1.209*** — — 0.970** —
Sewer (1/0) — −0.129 — — −0.176 —
Cell (1/0) — −0.113 — — −0.013 —

Log days of utility loss
Electricity (log days) — — 0.453** — — 0.435**
Water (log days) — — 0.113 — — 0.126
Gas (log days) — — 0.271** — — 0.189
Sewer (log days) — — 0.023 — — −0.006
Cell (log days) — — 0.094 — — 0.087

F 14.19 7.99 13.10 30.00 12.71 15.85
p-value 0.000 0.000 0.000 0.000 0.000 0.000
R2 0.320 0.381 0.427 0.397 0.436 0.480
Change in R2 — 0.061 0.107 — 0.039 0.083
Partial F-statistic — 1.63 3.92 — 1.13 3.14
Partial F-statistic p-value — 0.157 0.003 — 0.349 0.011
sample (before weighting) 127 127 127 127 127 127

Note: coefficient = beta coefficient; *p < 0.1; **p < 0.05; and ***p < 0.01.
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the chart of reopenings and utility restorations after Day 30
(Fig. 2).

The final interruption model is presented in Table 8. This model
included all variables significantly related to interruption (Table 3)

and the measurement improvements in the dependent and indepen-
dent variables explored in Tables 4–7. In the final model, building
damage, machinery damage, electricity loss, access loss, and cus-
tomer loss were significantly associated with length of interruption.

Table 6. Model improvement comparisons regressing logged days of interruption on different damage variable measurements, controlling for utility
disruption

Variable

Model 16
(restricted)

Model 17
(unrestricted)

Model 18
(unrestricted)

Model 19
(restricted)

Model 20
(unrestricted)

Model 21
(unrestricted)

Coefficient Coefficient Coefficient Coefficient Coefficient Coefficient

Constant 1.655 1.371 0.526 0.157 0.428 —
Utility loss indicator

Electricity (1/0) 0.020 0.032 0.139 — — —
Water (1/0) 0.187 0.115 0.162 — — —
Gas (1/0) 1.746*** 1.209*** 0.970** — — —
Sewer (1/0) 0.090 −0.129 −0.176 — — —
Cell (1/0) −0.060 −0.113 −0.013 — — —

Log days of utility loss
Electricity (log days) — — — 0.691*** 0.453** 0.435
Water (log days) — — — 0.159 0.113 0.126
Gas (log days) — — — 0.367*** 0.271** 0.189
Sewer (log days) — — — 0.087 0.023 −0.006
Cell (log days) — — — 0.118 0.094 0.087

Damage indicator
Building (1/0) — 0.165 — — 0.128 —
Contents (1/0) — 0.655*** — — 0.504** —
Machinery (1/0) — 1.135*** — — 0.825** —

Percentage damage (%)
Building — — 0.010*** — — 0.009***
Contents — — 0.008*** — — 0.006**
Machinery — — 0.010*** — — 0.007**

F 3.15 7.99 12.71 12.77 13.10 15.85
p-value 0.010 0.000 0.000 0.000 0.000 0.000
R2 0.142 0.381 0.436 0.318 0.427 0.480
Change in R2 — 0.239 0.294 — 0.109 0.162
Partial F-statistic — 15.05 26.29 — 5.20 12.56
Partial F-statistic p-value — 0.000 0.000 — 0.002 0.000
Sample (before weighting) 127 127 127 127 127 127

Note: Coefficient = beta coefficient; *p < 0.1; **p < 0.05; and ***p < 0.01.

Table 7. Variable correlation with business reopening in different periods after Hurricane Matthew

Variable

Open at 1 week
(45% of sampled
businesses open)

Open at 2 weeks
(71% of sampled
businesses open)

Open at 3 weeks
(81% of sampled
businesses open)

Open at 4 weeks
(85% of sampled
businesses open)

Open at 5 weeks
(90% of sampled
businesses open)

Open at 6 weeks
(91% of sampled
businesses open)

Building (1/0) −0.232*** −0.294*** −0.258*** −0.228*** −0.284*** −0.266***
Contents (1/0) −0.418*** −0.407*** −0.339*** −0.272*** −0.242*** −0.225***
Machinery (1/0) −0.335*** −0.502*** −0.470*** −0.531*** −0.555*** −0.523***
Building (%) −0.312*** −0.485*** −0.465*** −0.432*** −0.522*** −0.497***
Contents (%) −0.437*** −0.470*** −0.469*** −0.373*** −0.033*** −0.317***
Machinery (%) −0.304*** −0.498*** −0.516*** −0.586*** −0.625*** −0.585***
Electric (initial) −0.022 0.005 0.042 0.065 0.098 0.104
Water (initial) −0.031 −0.085 −0.018 0.020 0.072 0.080
Gas (initial) −0.168** −0.290*** −0.290** −0.335** −0.396*** −0.412***
Sewer (initial) −0.147 −0.107 −0.064 0.009 −0.015 0.014
Cell (initial) 0.066 0.045 0.029 −0.034 −0.006 0.003
Electric (in period) −0.553*** −0.549*** −0.472*** −0.411** −0.164 −0.170
Water (in period) −0.204** −0.256** −0.316*** −0.168* −0.126 −0.092
Gas (in period) −0.141*** −0.237*** −0.271** −0.323** −0.325** −0.336**
Sewer (in period) −0.212** −0.134 −0.257** −0.329** −0.355** −0.353*
Cell (in period) −0.080 −0.159 −0.233 −0.279 −0.310 −0.321
Customer loss (%) −0.167* −0.174* −0.088 −0.146* −0.136* −0.141*
Access −0.429*** −0.397*** −0.301*** −0.245*** −0.259*** −0.245***
Note: *p < 0.1; **p < 0.05; and ***p < 0.01.
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For each additional percentage of building damage and machinery
damage, businesses were interrupted for 1% and 0.7% more days,
respectively, controlling for all other variables. For each additional
1% increase in days of electricity loss, businesses were interrupted
for 42% more days, controlling for other variables. Finally, busi-
nesses experiencing customer loss and access loss were interrupted
for 62% and 55% more days, respectively, controlling for damage
and utility losses. Although contents damage was significant in pre-
vious models, the p-value for this variable was 0.120 in the final
model using a two-tailed test. Although this approached signifi-
cance at the 0.1 level, it ultimately was insignificant. Altogether,
variables in the final model were able to explain approximately
54% of the variation in (log) interruption days.

Discussion and Conclusions

In this paper we explored how to use survey data efficiently and
effectively in business interruption models after disasters through
analysis of variable choice, variable measurement, and measure-
ment timing. We found that including more comprehensive damage
and utility variables, even simple binary loss measures, could im-
prove empirical models. However, the way in which damage and
utilities were measured also made a difference in model fit: across
the damage and utility variables, the R2 value generally was higher
when damage states and log days of disruption were used in re-
gression models, compared with using the indicator or binary mea-
sures. Utility variables were particularly sensitive to measurement
changes. Examining whether a business lost utility services using
only a binary measure, only natural gas was significant. However,
when accounting for time, either through days of outage or whether
the service was restored at different points in recovery, only cell
phone service was not significantly related to closure. Therefore,
using different measures can lead to a different conclusion about
which utility service is most important.

In particular, we found that the correlations with reopening
were stronger for different utilities depending on the number of
weeks after the event, and the maximum number of days lost for
any utility was a fairly efficient measure by itself. These findings

are not entirely surprising considering that recovery is a dynamic
process—and flow measures have been said to be superior to
stock measures when modeling business interruption losses after
disasters—but they have very practical implications for survey
design. Businesses were reopening and different utilities were
being restored on a daily basis, especially early on (Figs. 1
and 2). It follows that the better a survey can capture recovery
dynamics through time, the better it will be able to capture the
process of business interruption and reopening. Damage varied
less across types of measurement because it is measuring an
initial state condition; having more information in terms of the
engineering damage states was beneficial in terms of model fit,
but comparatively less so. Utility restoration is very dynamic, and
more-substantial improvements can be gained when consider-
ing duration of outages rather than whether the outage occurred.
Asking businesses about days of utility loss rather than whether
they lost service is an easy survey modification. Although it is
unlikely to add to the response burden of the survey, it can make
a great difference in the resulting analysis.

Survey development is important for facilitating interdiscipli-
nary collaboration, building better models, and supporting more-
ethical research practices. We believe that the types of analyses
presented in this paper can lead to evidence-based survey design
for businesses, which will benefit both the researcher and the
respondent. Researchers can improve the types of analyses that
result from surveys, and the survey burden on disaster-affected
respondents may be reduced as questions and measures become
more efficient. We support efforts to begin better standardization
of survey instruments through open data sharing platforms such
as DesignSafe, on which the survey for this study has been pub-
lished (Xiao et al. 2020). Because Lumberton is a fairly small
community and the analysis was limited to flood hazard, pub-
lishing, pooling, and contrasting data that have been collected
through comparable tools across different hazard types also will
advance empirical modeling efforts. These data also can be built
upon to calculate interruption losses or can be used as a valida-
tion exercise (Rose and Lim 2002). Similarly, survey data can be
validated with and compared against engineering models of utility
loss. Utility restorations peaked at 7 and 14 days (Fig. 2), which
could be reflective of the true restoration times but could also be
due to businesses responding “one week” or “two weeks” due to
rounding or recall bias. Because the more detailed utility models
routinely outperformed the others, this could be an opportunity
for further refinement.

Interdisciplinary collaboration and data sharing has a secondary
benefit of also allowing refinements to survey design beyond what
this paper proposes. This paper quantified the benefit of measuring
utility disruptions as flow measures; however, this is likely to ex-
tend to other variables. Future surveys could improve upon this
research by comparing initial damage states with the restoration
process measured in days until full or partial repair. Similarly, other
variables such as transportation access or customer loss could be
phrased to incorporate the days until they were restored to pre-event
levels. The further evaluation of customer and employee loss
variables is particularly important given their potential for measure-
ment error. For example, this study assumed that businesses waited
to reopen until they knew that their market and employees had re-
turned; however, when responding to the survey, businesses might
have referred only to loss of customers after the business had re-
opened. Further refinements to this survey question likely would
yield more-accurate information.

Lastly, in the case of Lumberton, initial business interruption
after Hurricane Matthew was highly related to lack of utility ser-
vice, the physical building, and its contents, rather than business

Table 8. Final interruption model

Variable

Model 22

Coefficient

Constant 0.182
Percentage damage (%)

Building 0.010***
Contents 0.004
Machinery 0.007**

Log days of utility loss
Electricity (log days) 0.351*
Water (log days) 0.105
Gas (log days) 0.135
Sewer (log days) −0.009
Cell (log days) 0.145

Transportation disruption
Access 0.435**

Customer issues
Customers 0.483***

F 12.00
p-value 0.000
R2 0.542
Sample (before weighting) 118

Note: Coefficient = beta coefficient; *p < 0.1; **p < 0.05; and
***p < 0.01.
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characteristics. This research primarily focused on the first few
weeks after an event—because over 90% of businesses in the
sample had reopened by Week 6—and previous research has sug-
gested that factors affecting business recovery can change as time
progresses (Sydnor et al. 2017; Watson et al. 2020). These variables
still should be considered for use in modeling efforts, especially
when used in risk-based or community resilience models in which
outcomes across different types of businesses can be informative
for planning purposes. Still, planners and policymakers interested
in business continuity might concentrate on mitigation and prepar-
edness measures aimed at reducing those disruptions in particular
for future hurricanes. This could include structural mitigation of the
building against flooding, securing offsite storage for inventory,
purchasing backup generators, installing backflow valves on drain-
age systems, and generally exploring ways to become less depen-
dent on the business’s physical location (Xiao and Peacock 2014;
Ready Business 2017; Lindell and Perry 1998).

Data Availability Statement
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study are proprietary or confidential in nature and may be provided
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