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X-ray absorption spectroscopy (XAS) is an element-specific materials characterization technique
that is sensitive to structural and electronic properties. First-principles simulated XAS has been
widely used as a powerful tool to interpret experimental spectra and draw physical insights. Re-
cently, there has also been growing interest in building computational XAS databases to enable
data analytics and machine learning applications. However, there are non-trivial differences among
commonly used XAS simulation codes, both in underlying theoretical formalism and in technical
implementation. Reliable and reproducible computational XAS databases require systematic bench-
mark studies. In this work, we benchmarked Ti K-edge XAS simulations of ten representative Ti-O
binary compounds, which we refer to as the Ti-O-10 dataset, using three state-of-the-art codes:
xspectra, ocean and exciting. We systematically studied the convergence behavior with respect
to the input parameters and developed a workflow to automate and standardize the calculations
to ensure converged spectra. Our benchmark comparison considers a 35 eV spectral range starting
from the K-edge onset, representative of widely used near-edge spectra. Quantitative comparison
over this range is based on Spearman’s rank correlation score (rsp). Our results show: (1) the two
Bethe-Salpeter equation (BSE) codes (ocean and exciting) have excellent agreement with an av-
erage rsp of 0.998; (2) good agreement is obtained between the core-hole potential code (xspectra)
and BSE codes (ocean and exciting) with an average rsp of 0.990, and this smaller rsp reflects
the noticeable differences in the main edge spectral shape that can be primarily attributed to the
difference in the strength of the screened core-hole potential; (3) simulations from both methods
overall reproduce well the main experimental spectral features of rutile and anatase, and the differ-
ent treatments of the screened core-hole potential have visible impact on pre-edge intensities and the
peak ratio of the main edge; (4) there exist moderate differences in the relative edge alignment of
the three codes with a standard deviation of about 0.2 eV, which arise from multiple contributions
including the frozen core approximation, final state effects, and different approximations used for
the self-energy correction. Our benchmark study provides important standards for first-principles
XAS simulations with broad impact in data-driven XAS analysis.
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I. INTRODUCTION

X-ray absorption spectroscopy (XAS) probes the excitations that promote deeply bound core electrons into the
unoccupied states. Due to the energy separation between core levels of different elements and the small spatial
extent of core orbitals, XAS is element-specific and sensitive to the local chemical environment around the absorbing
atoms. As a first approximation the spectra reflect details of the unoccupied density of states localized on the site
of the absorbing atom, although spectra can be heavily modified by the presence of the positively charged core hole.
Particularly, the low-lying excitation region extending about 30 eV above the onset of absorption from a specific core
level, known as x-ray absorption near-edge structure (XANES)1, has been routinely used to extract the local chemical
characteristics of the absorption site, such as local symmetry, type of hybridization, charge state, spin state, and bond
distortions2. Physically, local structural and chemical characteristics that modify the local unoccupied orbitals can
result in measurable changes to the XANES.

The rich information contained in XANES leads to its extensive use for materials characterization in condensed
matter physics,3,4 materials science,5 chemistry,6 and biology.7 Despite these broad applications, interpreting XANES
spectra is non-trivial because the observed spectral features represent a complex convolution of the atomic and elec-
tronic structures. Standard XANES analysis relies on fitting the measured spectra with empirical fingerprints collected
from experimental standards with known chemical formulae and atomic arrangements.2 However, the empirical fin-
gerprint approach is limited by the chemical and configuration space spanned by available experimental standards.
Typically the available data for a target element are restricted to simple crystals and small molecules. Therefore, it
remains challenging to analyze XANES spectra of complex materials (e.g., surfaces, interfaces, nanostructures and
amorphous materials) and structural evolution during physical and chemical processes (e.g., phase transitions and
chemical reactions).

First-principles XANES simulations have made remarkable progress in the past few decades. Due to their predictive
power, first-principles calculations provide a concrete connection between XANES spectra and the underlying atomic
and electronic structures. This makes them a powerful tool for spectral interpretation.1,8 In many cases, simulated
XANES spectra yield excellent agreement with measurements on key spectral features, e.g., number of peaks, peak
positions and peak height ratios, thus supporting quantitative assignment of the spectra.9–11 Recently, there is a
growing interest in data-driven XANES analysis leveraging machine learning (ML).12,13 First-principles simulations
of XANES play a significant role in this new paradigm. In practice, the first step in a data-driven approach is
to construct a database containing atomic structures and the corresponding simulated XANES spectra for either
curated configuration spaces (e.g., metal clusters14, bi-metallic clusters15,16, metal oxide clusters17, small molecules
with structural distortions18, transition metal compounds19, amorphous materials20,21, catalysts22,23, or interfaces24)
or chemical spaces derived from public structure databases (e.g., a wide range of small molecules at their equilib-
rium structures25,26 or transition metal oxides27–31). Multiple data-analytics methods can be applied subsequently,
including computational spectral fingerprints18,20,21,31–33, ML surrogates to predict spectrum from structure (i.e.,
the forward problem)25,30,34,35 and ML classifiers to extract physical descriptors from spectra (i.e., the inverse prob-
lem)14–19,22–24,26–29. Bridging from models trained on simulated datasets to experiment can be challenging. Although
promising results were reported in special cases when ML classifiers trained on synthetic data were directly applied
to experimental data14–16,18, in general the systematic error between theory and experiment needs to be carefully
addressed.

In comparison to the traditional first-principles modeling approach, the data-driven approach has the advantage
that the generated data are findable, accessible, interoperable, reusable (known as the FAIR data principles) and
expandable. This allows researchers to identify important trends from the full energy range of XANES of diverse
materials spaces in an unbiased way. As a result, the data-driven approach is playing a more and more important
role in XANES analysis, especially for high-throughput structure identification and real-time spectral interpretation
pertinent to autonomous experimentation. A critical first step in this paradigm is building high-quality XANES
databases that expand a wide energy range of 30 to 40 eV, in contrast to many existing studies that focus on
features in a narrow energy range. Despite several existing simulated XANES databases36–38, many more need to
be constructed to cover the vast chemical space and materials diversity in practical applications. However, there are
several caveats in the simulated XANES database construction.

First, one needs to choose from many available XANES simulation codes. Density functional theory (DFT)-based or
many-body perturbation theory-based XANES simulation methods are a favorable choice due to the interpretability
associated with band structure theory. It is also feasible to use these methods to build a database of XANES
spectra. Because of different theoretical methods (e.g., treatment of the core-hole final-state effects) and numerical
implementations (e.g., basis sets) employed, it is important to systematically understand the performance of different
codes on representative benchmark systems both among themselves and against experiment. In addition, the continued
improvement of x-ray measurements (e.g., increased resolution and decreased noise and sample damage) highlights the
need for quantitative theoretical predictions. Systematic and quantitative comparisons between codes are necessary



3

to elucidate the nature of discrepancies, which can originate from different approximations in the theory and different
numerical implementations39,40. Such systematic comparison has, to our knowledge, not previously been attempted,
though comparisons with limited scope have been carried out for the O K edge10,41, C K edge42, Mg K edge41 and
Ti K edge5,31. In part, the lack of such benchmark studies is due to the complexity of accounting for different
approximations and settings in multiple codes or methods, which can be non-trivial even for domain experts, making
it difficult to establish reliable comparisons. The computational cost associated with multiple codes and multiple
choices of parameters is another limiting factor.

Second, the quality of the simulated XANES spectra strongly depends on the numerical convergence of multiple
key parameters. While some parameters are generic to the excited state calculations, many are code specific, such as
the choice of pseudopotentials. We emphasize that spectral data quality is essential to data-driven XANES analysis,
because it directly affects the performance of the downstream data analytics applications. In other words, robust
control for parameter choice is essential to the utility of spectral databases, in particular to avoid misleading or
unphysical trends in subsequent analysis. Establishing the know-how to achieve the convergence in multiple codes
requires a collective effort from multiple research groups. Significant benchmark studies have been performed for
ground state DFT codes43 and GW codes44,45. However, similar cross-code benchmark studies are still needed in the
computational x-ray spectroscopy field.

Last, in order to generate large spectral databases from high-throughput calculations, it is mandatory to have an
automated workflow that requires little human oversight. This workflow needs to provide system-independent default
parameters and, more importantly, educated guesses of system-dependent parameters based on well-established trends
from benchmark studies. Such a workflow not only provides a common standard to obtain reliable XANES simulation
data, but also lowers the barrier of XANES simulation for non-experts. In addition, a well tested workflow avoids
repetitive work in determining input parameters on similar systems and thus saves research time and computational
resources. Due to the complexities associated with the first two issues discussed above, a multi-code XANES workflow
does not exist.

A meaningful benchmark against experimental data requires a set of highly reliable measurements with quantified
estimations of errors and uncertainties as well as a quantification of the often uncontrolled approximations used in
the theoretical approaches. Comparison to measured data from the literature is confounded by differences between
published measurements arising from such factors as calibration, instrumental resolution, sample validation and
preparation, self-absorption corrections, and other issues. Theoretical approaches adopt a number of widely used
approximations, the effects of which can be large compared to the differences between codes as well as significant
for comparison to measured spectral features. Case studies illustrate the impact of many common approximations,
including neglect of the role of vibrations46–50 and different technical approximations in first-principles computational
approaches51–56. In view of these well-known issues, we have phased our study. In this paper, we focus on first
establishing the level of agreement and uniformity between standard XANES simulation methods with only a brief
comparison with experiment. A benchmark against a broader set of measured data will be the focus of a future study.

Specifically, in this study, we compare simulated XANES spectra among multiple codes that implement state-of-
the-art first-principles theoretical approaches. We carry out a quantitative comparison among three popular codes,
ocean57,58, exciting59–61, and xspectra62,63, for calculating XANES spectra. These codes follow two differing
theoretical approaches and rely on different implementations and approximations, as will be discussed in the next
section. We benchmark Ti K-edge XANES for ten representative TixOy compounds, which we refer to as the Ti-
O-10 dataset. We have developed scripts to automatically generate consistent input files from the crystal structure,
establish defaults for general input parameters, and carry out convergence tests on several key parameters. We find
overall good agreement in the calculated spectra among the three codes over the spectral range typically considered
in XANES, despite differences in theoretical approximations and technical implementations. We identify the main
reasons for the differences that are observed, and we discuss the comparison to experiment for the widely studied
examples of TiO2 in the rutile and anatase structure.

II. THEORETICAL FRAMEWORK

A. X-ray Absorption Spectroscopy

The x-ray absorption cross section can be calculated from Fermi’s golden rule according to8

σ(ω) = 4π2αω
∑
f

|M0,f |2 δ(Ef − E0 − ω), (1)

where E0 and Ef are the total energies of the many-body initial state |Ψ0⟩ and final state |Ψf ⟩. α is the fine
structure constant, and ω is the x-ray energy. Unless otherwise specified, we use atomic units throughout the rest
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of the paper. M0,f = ⟨Ψf |Ô|Ψ0⟩ is the transition matrix element with Ô the transition operator. Under the electric

field of the photon beam, the dipole and quadrupole terms are given by Ô = e · r + i/2(e · r)(q · r), where e and q
are the polarization vector and the wave vector of the photon beam, and r is the position of the electron. Within
the scope of this work, we will only consider the dominating contribution from the dipole term except where noted
below. Evaluating XANES spectra at the ground state or the final state Hamiltonian are referred to as the initial or
finial state rule, respectively. Under the initial state rule, XANES spectra correspond to excitation of independent
particles, while under the final state rule, the many-body effects of interacting particles (such as core hole screening)
are included.

Practical calculations build on specific approximations. In practice, approximations need to be made to evaluate
Eq. 1. Here we start with the single particle picture based on the Kohn-Sham density-functional theory (DFT) and
discuss different approximations to treat electron correlation effects. Under the final state rule, we consider two
different treatments of the core-hole final state effects. In the core-hole pseudopotential (CHP) method4,62,63, we
use a DFT-based approach and consider the static response to a core hole in the final state. In the linear response
method57,58,60,64, we use the many-body perturbation framework to describe the core electron excitation.
In the CHP method, the core hole on the absorber atom is treated explicitly by a core-hole pseudopotential, and

the final state is solved self-consistently by allowing valence electrons to relax. The dipole contribution to Eq. 1 can
be approximated by

σCHP (ω) = 4π2αω
∑
f

∣∣∣e · ⟨ψ̃f |r|ψα⟩
∣∣∣2 δ(ϵ̃f − ϵα − ω)

= −4παω Im
[
e · ⟨ψα|r (ω − H̃DFT + iη)−1 r|ψα⟩ · e

]
, (2)

where |ψα⟩ is the core-hole state before the excitation and |ψ̃f ⟩ are empty states at the presence of the core hole, with
ϵα and ϵ̃f the corresponding Kohn-Sham energy levels.

Alternatively, within many-body perturbation theory, neutral electronic excitations are described under the GW -
Bethe-Salpeter Equation (BSE) framework, as a post-DFT treatment. Under the GW approximation, the DFT
exchange-correlation potential is replaced by the energy-dependent self-energy operator, which contains a screened
exchange term and a Coulomb hole term. Except for a few cases11,52,65, the self-energy correction to empty states
is often neglected in practical XANES calculations and existing studies primarily focus on correcting the core-hole
energy level66,67. In this work, self-energy corrections to the DFT valence or conduction orbitals are not considered,
and the correlation effects between the excited electron and core hole are described by the BSE. Specifically, |Ψf ⟩
in Eq. 1 are approximated by the correlated electron-hole excitations |S⟩ with excitation energies ΩS , which are the

eigenvectors and eigenvalues of the BSE Hamiltonian57,60,64, ĤBSE . This yields

σBSE(ω) = 4π2αω
∑
S

|e · ⟨S|r|0⟩|2 δ(ΩS − ω), (3)

where |0⟩ denotes the DFT ground state. For XANES, only transitions from the localized core-level orbitals are
considered, and the transition matrix elements can be evaluated in real-space despite the periodic boundary condi-
tions. By introducing the single-particle velocity operator v = i [ĤBSE , r] and making use of the identity ⟨S|r|0⟩ =
−i ⟨S|v|0⟩/ΩS , one can prove that

σBSE(ω) = 4π2α/ω
∑
S

|e · ⟨S|v|0⟩|2 δ(ΩS − ω), (4)

which is proportional to the imaginary part of the macroscopic dielectric constant68,

ϵ2 ∝ 4π
∑
S

|e · ⟨S|v|0⟩|2 δ(ΩS − ω)

∝ −4π Im
∑
Φ,Φ′

[
e · ⟨0|v†|Φ⟩⟨Φ|(ω − ĤBSE + iη)−1|Φ′⟩⟨Φ′|v|0⟩ · e

]
. (5)

Here we have expanded |S⟩ into the complete basis of single excitations |Φcαk⟩ = ĉ†ckĉαk|0⟩ of a core hole (α) and

excited electron (c) with wavevector k. Matrix elements of ĤBSE are given by60

HBSE
cαk,c′α′k′ = ∆Ecαk,c′α′k′ + 2Vcαk,c′α′k′ +Wcαk,c′α′k′ , (6)

where ∆Ecαk,c′α′k′ = (ϵck − ϵα) δcc′δαα′δkk′ is the energy difference between the excited electron and the core hole.
Because the core-hole state is localized in real space, the core-hole energy is dispersionless. Therefore we drop
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the momentum dependence in ϵα. The matrix elements of the bare electron-hole exchange and the screened direct
interaction are given by

Vcαk,c′α′k′ =

∫
d3rd3r′ψ∗

αk(r)ψck(r)v(r, r
′)ψ∗

c′k′(r′)ψα′k′(r′), (7)

Wcαk,c′α′k′ = −
∫
d3rd3r′ψ∗

αk(r)ψα′k′(r)w(r, r′)ψck(r
′)ψ∗

c′k′(r′), (8)

where v is the bare Coulomb kernel and w = ϵ−1v is the screened Coulomb kernel under the matrix notation, i.e.,
w(r, r′) =

∫
d3r′′ϵ−1(r, r′′)v(r′′, r′). We follow the standard implementation of the BSE method and take the static

approximation in the direct term, dropping the frequency dependence in the dielectric tensor.
Practically, it is often more convenient to evaluate the matrix elements in Eqs. 7 and 8 in reciprocal space, which

leads to

Vcαk,c′α′k′ =
1

V

∑
G

M∗
αck(G,q = 0)vG(0)Mα′c′k′(G,q = 0), (9)

Wcαk,c′α′k′ = − 1

V

∑
GG′

M∗
α′α(G,q)wG,G′(q)Mc′ck′(G′,q)δq,k−k′ , (10)

where V is the volume of the crystal and Mijk(G,q) = ⟨ik|e−i(G+q)r|jk+ q⟩ with G being reciprocal lattice vectors.

B. XAS Implementation in ocean, exciting, and xspectra

In this work, we compare XAS spectra calculated from three popular ab initio codes: ocean57,58, exciting59,
and xspectra62,63. Key aspects of the methodology and implementations of the three codes are summarized in
Table I. While exciting and ocean compute the spectra within the BSE formalism, xspectra employs the CHP
formalism. Additionally, five important aspects in the numerical implementations are worth mentioning: 1) the
boundary condition, 2) the treatment of the core state, 3) the basis set, 4) the size of simulation cell, and 5) the
treatment of empty states.

All the three codes considered here employ periodic boundary conditions. Both ocean and xspectra are planewave
pseudoptential codes. xspectra is a module of the Quantum ESPRESSO code,69,70 while ocean interfaces with
Quantum ESPRESSO to generate the necessary DFT eigenstates. In the pseudopotential method, the bare Coulomb
potential of the nuclei and the effects of tightly bound core electrons are replaced by a smooth effective potential only
acting on valence electrons. Thus the core-hole wavefunction is not directly accessible in ocean and xspectra, and is
obtained from a separate calculation on an isolated atom. exciting, on the other hand, is a full-potential all-electron
code that treats both core electrons and valence electrons explicitly. exciting employs the augmented linearized
plane-wave plus local orbital (LAPW+LO) basis set to account for both the strong variation of the wavefunction
inside the core region and the smooth wavefunction in the interstitial region. As such, the core wavefunction is
directly accessible in exciting.

In xspectra, due to the presence of the core hole at the absorbing atomic site, a large enough supercell is required
to avoid spurious interaction between core-hole sites. In this work, we construct a supercell with the condition that
the supercell size is no smaller than 9 Å along each principle axis. Our own testing and prior work31 indicate that
this is sufficient to converge the XAS spectra relative to the supercell size. In the CHP simulations, the excited
electron can be either neglected (i.e., a charged final state) or explicitly included in the system (i.e., a neutral final
state). In our xspectra calculations, the excited electron is treated as part of the system and placed at the bottom
of the conduction band, which is known as the excited-electron and core-hole approach4,71,72. xspectra evaluates
the resolvent in Eq. 2 using the Lanczos algorithm73,74 to avoid an explicit summation over final states. Because the
Hamiltonian in Eq. 2 is based on DFT, only the density of valence electrons is required to construct the Hamiltonian,
and therefore xspectra calculations do not require empty bands explicitly.
Both exciting and ocean require an explicit summation over the unoccupied states to construct ĤBSE of the

unit cell, and the number of unoccupied bands have to be converged carefully, because states with higher energies
can contribute to the spectral weight at much lower excitation energies through the off-diagonal terms of ĤBSE . In
ocean, (ω−ĤBSE +iη)−1 is calculated iteratively using the Lanczos method. This term in exciting is computed by

diagonalizing ĤBSE explicitly. The exciting code expands BSE matrix elements in reciprocal space following Eqs. 9
and 10, thus introducing an additional convergence with respect to the cut-off of |G + q| for the summation over
reciprocal lattice vectors G, referred to as |G+ q|max. The random phase approximation (RPA) is used to compute
the screened Coulomb interaction in Eq. 10, which involves another truncated summation over unoccupied states.
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TABLE I. Summary of the main features of the three codes used in the XAS simulations.

exciting ocean xspectra

Method Bethe-Salpeter Equation Bethe-Salpeter Equation Core-hole Pseudopotential

Boundary condition Periodic Periodic Periodic

Treatment of core Explicit, all-electron Pseudopotential Pseudopotential

Basis LAPW + LO Planewave Planewave

Simulation cell Unit cell Unit cell Supercell

Explicit empty states Yes Yes No

The ocean code calculates the core-hole screening in real space, using a hybrid RPA and model RPA approach75.
This requires an estimation of ϵ∞, the electronic contribution to the static dielectric constant, and this value is taken
from the Materials Project76,77 for insulating systems or set to 10000 for metallic systems.
It should be noted that ocean and exciting output the imaginary part of the macroscopic dielectric constant ϵ2,

while xspectra outputs the absorption cross section σ. In all three codes it is assumed that the core-level response
can be treated independently for each atom and x-ray edge. To have a direct cross-code spectral comparison, we
convert the xspectra output to ϵ2 using ϵ2(ω) = σ(ω)/(αωΩ), where Ω is the volume of the unit cell. All the
cross-code spectral comparison is performed based on ϵ2.

C. Edge Alignment

The energy onset of an XAS edge encodes important information about the chemical environment around the ab-
sorbing atom. In particular, the edge shift can be correlated to chemical composition, as first observed by Bergengren
in the study of phosphorus K-edge XAS78. In any system with symmetrically inequivalent sites, including hetero-
geneous samples with mixtures of phases or stoichiometries, a proper accounting for core-level shifts is required to
accurately compare simulated XAS to experiment. Based on the studies of K-edge and L-edge XAS79–81, Kunzl’s
law81 states that the edge shifts are governed by the valency. The absorbing atom exhibits a positive (negative) edge
shift when it is oxidized (reduced), which can be understood as the shielding effects of valence electrons on the ionic
potential. In the case of most 3d transition metal K edges, the oxidation state of the metal site can be deduced from
the edge shift2. However, there are also exceptions, such as Cr, where the position of the main absorption alone is
an ambiguous measure of the oxidation state82,83. In early studies, the effective charge of the absorbing atom was
determined empirically according to its chemical environment84. The three codes we investigate here are all capable
of calculating relative edge shifts, or core-level shifts, from first principles.

Several physical effects contribute to the XAS edge alignment. We can treat XAS as two sequential processes
as shown in Fig. 1a. In the core electron removal step, a core electron is removed from the system leaving a core
hole behind in an N − 1 electron system. This step corresponds to the physical process in x-ray photoemission
spectroscopy (XPS). The energy needed to remove a core-level electron, i.e. the energy difference between the ground
state EN and core-excited state E∗

N−1,α, includes both the impact of the local potential on the core electron and
the final state relaxation in the presence of the core hole. In the electron insertion step, an electron is put back
to the conduction band. The electron–core-hole interaction affects the insertion energy. In particular, low energy
excitations can involve the localization of the electron, binding to the core hole to form an exciton in insulators, with
energies smaller than found in the independent particle approximation. These physical effects are treated under quite
different approximations in the three codes. We first compare the methods for computing the electron removal energy,
providing the basis for comparison to XPS shifts and probing the approximate treatment of the core-hole relaxation
energy. Then, instead of considering the electron insertion process separately, we compare the methods based on the
full excitation energy calculation.

The electron removal energy of the core level α, in the quasi-particle picture, is given by its eigenenergy (ϵα)
with the opposite sign. The leading contributions are the single particle term and electrostatics, which are well
captured within DFT. In the case of exciting, the DFT eigenvalue of the core level ϵeα is readily available. A
complication arises for pseudopotential codes. In ocean, the relative energy of the core level can be calculated
by ϵoα = Xo

α + ⟨ψα|V ps
KS|ψα⟩, where V ps

KS is the system-dependent total Kohn-Sham potential, ψα is the core-level
wavefunction under the frozen core approximation, and Xo

α is a system-independent unknown that cancels out when
comparing relative shifts. The DFT eigenenergies from exciting or ocean should give identical shifts up to the limit
of the frozen-core approximation. The many-body exchange correlation effects capture the relaxation of the rest of
the system in the presence of the core hole85,86. The state-of-the-art is to perform a self-energy (Σ) correction to ϵα
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under the GW approximation. An approximate self-energy correction for the core level is implemented in ocean. ϵoα
is corrected by Σα = −⟨ψα|1/2Wc + Vxc|ψα⟩, where Wc is the static screened Coulomb potential of the core hole and
Vxc is the exchange-corelation potential58,87. Since this approximation uses the same screened potential needed for
the BSE calculation, there is very little cost to include it. In xspectra, the core electron removal energy, including
initial and final state effects, is calculated using the total energy formulation within a ∆SCF procedure, ϵxα = Xx

α +
E∗

N−1,α − EN , where Xx
α is an unknown constant due to the use of different pseudopotentials for the absorber atom

in the ground state and core-hole excited state. However, for every calculation of a given core level the same change
in pseduopotentials can be used, making Xx

α system-independent. Consequently, Xx
α cancels out when comparing

relative shifts. Note that both xspectra and ocean make use of the frozen-core approximation, since neither the
core-hole pseudopotential nor ψα, respectively, are allowed to change from system to system.

For the full calculation of the excitation energies, the CHP and BSE codes have very different implementations
detailed in Fig. 1b. In this study, we consider the excited core hole approximation in CHP, where the core electron
is placed at the bottom of the conduction band. The electron–core-hole interaction is described through the self-
consistently screened core-hole potential that takes into account the relaxation of valence electrons. Clearly, the
Kohn-Sham energy levels and wavefunctions of the CHP final state are different from those of the ground state, as
the attractive core-hole potential pulls the valence electrons down in energy. The relative alignment of the lowest
excitation in xspectra is carried out within the ∆SCF procedure as E∗

N,α − EN , where E∗
N,α is the total energy of

the CHP final state. In the two BSE codes (ocean and exciting), the final state effects are treated by the direct and
exchange interactions of the electron-hole pairs, where the basis functions are the ground-state orbitals as indicated
in Fig. 1b. In a full GW-BSE implementation, the self-energy correction is applied to both the core level and to the
conduction bands. However, this is often neglected in practical studies due to the high computational cost. As noted,
in ocean the self-energy correction for the core level is approximated by the static core-hole relaxation energy.

Conduction

Valence

Core

e– e–

Ground StateCHP BSE

𝐸!𝐸!,#∗

(b)

(a)

𝜖#

FIG. 1. Physical pictures of excitation energies that determine the edge alignment in XAS simulations. a) Separation of the
neutral excitation induced by XAS into a sequence of two processes. Left: core electron removal; Right: electron insertion at
the presence of the core hole. b) Excitation energies including final state effects as implemented in CHP (left) and BSE (right)
codes. The dashed line in the BSE diagram indicates the electron - core hole coupling terms.

III. WORKFLOW

In this study, we focus on the XANES region of the XAS spectra, which is more sensitive to the electronic structure
than the extended x-ray absorption fine structure (EXAFS) region at the higher energy range. To ensure a rigorous
XANES cross-code validation, we have developed a workflow that automates the generation of the input files with a
set of carefully tested input parameters. From this set of parameters, we can calculate fully converged XANES spectra
using different codes. Details of this workflow are described below and summarized in Fig. 2, which includes input
parameters for ground state and spectral calculations. Based on this workflow, a Python package called Lightshow
has been developed to automate the XANES simulation input file generation for multiple codes88.
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A. Workflow for XANES spectra calculations

DFT ground
state

Band structure

Macroscopic
dielectric function

OCEAN

exciting

XSPECTRA

Core-hole potential

|G+q|max convergence

k-grid convergence

Spectral convergence

X-ray absorption
spectra

Supercell

Species files

SSSP

DFT parameters

k-grid k-path

Structure
Materials 

Project

Ions

PseudoDojo

# of cond. bands

FIG. 2. Workflow of the XANES benchmark calculations. Computation steps common to all codes are shown in grey, ocean-
specific ones in green, exciting-specific ones in blue, and xspectra-specific ones in orange.

Ground state input parameters (on the upper left of Fig. 2) contain three groups: parameters to treat core electrons,
structural parameters, and DFT parameters.

Core treatment. In ocean and xspectra, the core electrons are not explicitly treated, and pseudopotentials are
taken from stadardized pseudopotential libraries. Norm-conserving pseudopotentials used in ocean calculations are
taken from the PseudoDojo library89. Pseudopotentials in xspectra are taken from the precision version of the
Standard solid-state pseudopotentials (SSSP) library43,90, where Ti and O potentials are treated by the ultrasoft and
the projector augmented wave (PAW) schemes, respectively. In the exciting code, the Kohn-Sham equation is solved
for all electrons explicitly. The atomic basis functions, local orbitals and the respective trial energies are defined for
each atomic species in the so-called species files. In order to obtain accurate band structures, we augment the default
LAPW basis for O with one s and one p orbital, both with reference energies of 30 eV. For Ti, we augment the default
settings, which contains one s orbital with a reference energy of −62.238 eV and one p orbital with a reference energy
of −39.209 eV, with one d orbital and one f orbital, both with reference energies of 30 eV. These local orbitals at
high energies are crucial to improve the band structure in the range of 25 eV to 40 eV above the CBM.

Structural parameters. Lattice parameters and atomic positions of the materials in the benchmark study are
taken from the optimized structures obtained using the Perdew-Burke-Ernzerhof (PBE) functional91 reported in the
Materials Project76. The set of k-points required for a converged DFT ground state calculation and the high-symmetry
k-path for the visualization of the band structure are also taken from the Materials Project. From the ground state
calculation, the workflow generates the band structure.

DFT parameters. We choose the PBE exchange-correlation functional in all calculations for its general applicability
and the consistency with the PBE optimized crystal structures from the Materials Project. For ocean and xspec-
tra, the plane-wave energy cutoffs for wavefunction and electron density employ the recommended values from the
corresponding pseudopotential libraries. The total energy convergence threshold in the self-consistent field calculation
is set to 10−10 Rydberg per atom. A Gaussian smearing of 0.002 Rydberg is used in xspectra and exciting calcu-
lations. In ocean calculations, a Gaussian smearing of 0.02 Rydberg is included only for metallic systems. This small
difference in the choice of smearing between xspectra/exciting and ocean does not affect our results, as supported
by the comparison of the band structure from different codes in the Results Section. The DFT wavefunctions and
orbital energies are the input of Eqs. 2 and 5 for the subsequent XANES calculations using ocean. exciting adopts
most of its default parameters for ground state properties.

Spectral parameters. For all the three codes, a Lorentzian broadening was applied to the Ti K-edge spectra with
a half-width at half maximum of 0.89 eV. This value was chosen to give good resolution of the spectral features for
measuring the similarity across different codes. For a quantitative comparison between simulation and experiment,
multiple broadening mechanisms need to be considered, such as core-hole lifetime, the photo-electron lifetime in the
final state and the resolution of the instrument92.
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xspectra calculations require a core-hole pseudopotential for the absorber atom. We use the same Ti core-
hole PAW pseudotential as in the Ref. 31, which was optimized for the 4p scattering states generated using the
atomic module in the Quantum ESPRESSO code. During the reconstruction of the all electron wavefunction in
the xspectra calculations, we set the PAW radius (r paw) the same as the cutoff radius in the core-hole PAW
pseudopotential. xspectra uses the Lanczos iterative method to solve Eq. 2. The maximum number of iterations is
set to 5000, and the early exit threshold is set to 0.01 for spectra 200 iterations apart.

Both ocean and exciting use electron-hole pairs as a basis to expand the core electron excitations, which involves
an explicit summation over unoccupied bands. The number of empty bands (nc) needed to span a given energy range

can be estimated from the density of states of the non-interacting electron gas: nc = (
√
2/3π2)(∆E)3/2Ω, where Ω

is the volume of the unit cell and ∆E is the desired energy range in Ha. In practice the energy range of a given nc
is less than this formula estimates, and an input of ∆E ≈ 50 eV yielded a conduction band count sufficient to span
approximately 40 eV in the systems we studied. While exciting explicitly diagonalizes the BSE Hamiltonian, ocean
uses the Lanczos iterative method. The maximum number of iterations is set to 1000, with an early exit criterion
of 0.001 for spectra 5 iterations apart. The total number of empty bands for computing the RPA dielectric response
function is determined by setting the energy range to 100 eV in both ocean and exciting.

Finally, there are a set of spectral parameters that require careful convergence tests. Common to the three codes,
the k -grid used in the Brillouin zone (BZ) sampling needs to be converged, and generally XAS calculations require
denser sampling of the reciprocal space than ground state calculations. In exciting and ocean calculations, we
employ the same k -grid shift of (0.125, 0.250, 0.375) in the reciprocal lattice vector coordinates. We use Γ-centered
k -grids to sample the BZ of the supercell in xspectra calculations. Specific to the exciting code, it requires the
convergence with respect to the cutoff |G + q|max in Eqs. 9 and 10. Details on the convergence study are discussed
in the next section.

B. Convergence of Spectral Parameters

1. Spectral similarity metric

In order to define the threshold for the convergence of spectral parameters, we introduce a spectral similarity metric.
This definition is not unique and there are several possible choices, such as the Cosine similarity, L2-normalized
Euclidean distance, the Pearson correlation coefficient, and the Spearman’s rank correlation score93. Without losing
the generality, in this study we choose the Spearman’s rank correlation score (rsp) as our spectral similarity metric,
and we have verified that the overall trend in the convergence behavior is similar when using the Cosine similarity
or the Pearson correlation coefficient. Given two XANES spectra on the same grid, µ1 and µ2, rsp is defined as the
Pearson correlation coefficient of the corresponding rank variables R(µ1) and R(µ2),

rsp =
cov(R(µ1), R(µ2))

σR(µ1)σR(µ2)
, (11)

where the rank function returns the rank of a given value when compared with the rest of the values in a list, and
cov and σ denote the covariance and standard deviation of R(µ1) and R(µ2), respectively. If there are no repeated
data points, a perfect Spearman’s rank correlation yields +1 or −1 when the two spectra are perfectly monotonically
correlated or anti-correlated, whether linear or not. In this sense, the Spearman’s rank correlation score is more
sensitive to the spectral shape than the Pearson correlation coefficient that focuses on the linear correlation. Further,
we define the spectral similarity as

s = log10(1− rsp). (12)

By visual inspection, we consider a spectrum to be converged with respect to the reference, when rsp ≥ 0.999 or
equivalently s ≤ −3. Under this threshold, two XANES spectra show negligible differences (see Fig. S1b in the
Supplementary Material94). At an even better similarity score of s ≤ −4, two spectra are on top of each other as
shown in Fig. S1c.

2. K-point grid resolution metric

Because all the three codes use periodic boundary conditions, the implicit integral in Eqs. 2 and 5 is evaluated as a
spatial integral within the unit cell over crystal momentum within the first BZ. In practice, the integral over the BZ
is carried out as a finite, discrete sum over k points on a regular mesh. It is important that this sampling is performed
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on a k -grid with fine enough resolution, such that the numerical integration over a finite number of k points yields
converged values. Although this convergence test can be performed trivially on a single system according to the size
of the k -mesh (n1, n2, n3), a system-independent metric needs to be introduced, because the resolution of the k -grid
depends on both the mesh size and the size/shape of the BZ. For this purpose, we recognize that an n1 × n2 × n3
k -point mesh of the unit cell is equivalent to a Γ-point sampling of an n1×n2×n3 supercell. The k-grid resolution can
be quantified by the effective crystal size (Reff) defined as the shortest spacing between parallel faces of this supercell,

Reff = 2πmini

{ ni
|bi|

}
, (13)

|bi| = 2πϵijk

∣∣∣∣ aj × ak
ai · (aj × ak)

∣∣∣∣ , (14)

where a and b are the lattice vectors and reciprocal lattice vectors, respectively, and ϵijk is the Levi-Civita symbol.
Note that the magnitude of bi depends inversely on the magnitude of ai and directly on the angle between ai and
aj × ak.

C. Ti-O-10 Dataset

In this work, we choose a dataset consisting of ten representative titanium oxide (TixOy) compounds referred to as
the Ti-O-10 dataset, such that they cover a reasonably wide range of the materials space characterized by: insulator
(5) and metal (5), oxidation state, coordination number, as well as the number of symmetrically nonequivalent
absorber sites. This list includes common polymorphs observed experimentally: rutile (mp-2657), anatase (mp-390),
and brookite (mp-1840). Details of the material attributes are listed in Table II.

TABLE II. Key attributes of the systems in the Ti-O-10 dataset: Materials Project id (mpid), chemical formula, space group,
band gap (Eg), oxidation state (OS), coordination number (ncoord), and number of nonequivalent sites (nsite).

mpid Formula Space group Eg (eV) a OS ncoord nsite

mp-10734 Ti4O5 I4/m 0.0 2.5+ 6 1

mp-1203 TiO C2/m 0.0 2+ 4, 5 3

mp-1215 Ti2O P3m1 0.0 1+ 3 1

mp-1840 TiO2 (brookite) Pbca 2.29 4+ 6 1

mp-2657 TiO2 (rutile) P42/mnm 1.77 4+ 6 1

mp-2664 TiO Fm3m 0.0 2+ 6 1

mp-390 TiO2 (anatase) I41/amd 2.06 4+ 6 1

mp-430 TiO2 P21/c 2.23 4+ 7 1

mp-458 Ti2O3 R3c 0.0 3+ 6 1

mvc-11115 TiO2 R3m 2.46 4+ 4, 6 2

a Band gap values were extracted from the Materials Project76, which were calculated with the PBE functional.

IV. RESULTS

A. Band Structure

As the first step of the cross-code validation, we compare the band structure obtained from the three codes in
order to assess the quality of pseudopotentials used for ocean and xspectra as well as the settings of the species
files for exciting. Band gaps of the insulators calculated from the three codes are very close to each other, with
ocean / xspectra and exciting within 30 meV as shown in Table III. This difference is the same as that within
the pseudopotential codes. Note that these band gap values are calculated from a rough k -grid used in the ground
state calculations, as the main purpose is to compare different codes and not to get accurate band gaps. Therefore
small differences are expected between values reported in Table III and those from the Materials Project (Table II).
Our results suggest that the error introduced by the pseudopotentials is negligible for the band gap.

Next we perform a more comprehensive comparison of the DFT energy levels on the k -grids of the ground state as
shown in Table IV. Since the absolute energy eigenvalues from different codes cannot be compared directly, prior to
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TABLE III. Comparison of the DFT-PBE band gap (in eV) of the insulators from three codes.

mpid xspectra ocean exciting

brookite (mp-1840) 2.35 2.37 2.36

rutile (mp-2657) 1.82 1.84 1.82

anatase (mp-390) 2.12 2.14 2.12

TiO2 (mp-430) 2.29 2.32 2.29

TiO2 (mvc-11115) 2.50 2.51 2.50

TABLE IV. Comparison of the DFT energy levels. The first, second and third columns in each section correspond to energy
differences (in meV) between exciting and ocean (E-O), xspectra and ocean (X-O), and exciting and xspectra (E-X),
respectively. The largest RMSD and Max D for each energy range are highlighted in bold.

mpid comparison Val. band CBM + 10 eV CBM + 20 eV CBM + 30 eV

X-O E-O E-X X-O E-O E-X X-O E-O E-X X-O E-O E-X

mp-390 RMSD 16 18 2 17 17 2 13 13 5 14 13 7

anatase Max D 37 40 5 32 33 5 32 33 12 36 44 32

mp-2657 RMSD 16 18 3 17 17 2 14 14 5 16 14 7

rutile Max D 38 40 5 31 33 6 31 38 16 40 57 59

mp-1840 RMSD 16 19 4 16 10 15 12 15 18 14 12 18

brookite Max D 37 42 8 29 28 26 29 37 27 31 37 27

mp-430 RMSD 17 19 2 13 12 3 11 10 5 14 11 6

TiO2 Max D 40 43 4 22 22 6 23 22 11 34 37 16

mvc-11115 RMSD 15 16 2 10 8 3 8 8 5 13 11 5

TiO2 Max D 38 37 5 18 15 6 18 29 12 43 60 19

mp-10734 RMSD 13 13 2 5 8 4 11 9 6 22 16 9

Ti4O5 Max D 34 35 5 15 15 7 36 30 20 77 99 48

mp-1203 RMSD 13 13 2 4 6 4 8 7 5 19 15 6

TiO Max D 36 36 5 13 14 7 35 28 17 69 90 44

mp-1215 RMSD 10 10 2 5 9 4 9 8 9 19 11 17

Ti2O Max D 37 35 7 13 14 8 35 29 34 70 89 77

mp-2664 RMSD 13 12 2 4 6 4 10 8 10 23 15 25

TiO Max D 36 35 6 15 17 9 42 37 39 82 124 130

mp-458 RMSD 14 15 2 5 7 3 7 7 4 16 11 9

Ti2O3 Max D 34 35 4 11 16 6 26 23 20 53 54 51

performing the comparison, the energy levels from different codes are aligned by minimizing the root mean squared
deviation (RMSD) of the valence bands (see Appendix A). The differences of the energy eigenvalues are characterized
by RMSD and the maximum deviation (Max D). We collect the statistics for each phase and each code in four energy
regions: the entire valence band and the conduction band spanning from the CBM to 10, 20, and 30 eV above the
CBM. For the entire valence band, comparing ocean and xspectra, across the phases the largest RMSD and Max
D are 17 meV and 40 meV, respectively. The differences between ocean / xspectra and exciting are similar,
with the largest RMSD of 19 meV and Max D of 43 meV. For most systems, xspectra agrees better with exciting
(with the largest Max D of 8 meV) than ocean, which is likely due to the optimized pseudopotentials in SSSP.
The good agreement among the three codes extends to more than 20 eV above CBM. Within CBM+10 eV, the
agreement between ocean / xspectra and exciting is comparable to that for the valence band, with the largest
RMSD of 17 meV and max D of 33 meV. Even at CBM+20 eV, the same good agreement still holds with the largest
RMSD of 18 meV and Max D of 42 meV. At even higher energies, the differences increase more rapidly because it
becomes more difficult to obtain accurate band structure for scattering states at very high energies. In practice, it
requires additional projectors in the construction of the pseudopotential or additional local basis functions in the
LAPW+LO formalism optimized for high energy scattering states, respectively. Within CBM to CBM+30 eV, the
RMSD increases only slightly to 25 meV, as it is averaged over the 30 eV energy range. However, the largest Max D
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as a more senitive quantity grows up to 130 meV in the metallic system, mp-2664. To provide a direct visualization
of the energy deviations between different codes, we plot the band structure of mp-2664 as obtained from exciting
and highlight the difference to that obtained using Quantum ESPRESSO with the PseudoDojo pseudopotentials as
used in ocean in Fig. 3. All other materials have better agreement in the band structure comparison. We found that
the large differences mainly come from the energy range between CBM+25 and CBM+30 eV along Γ−X, Γ−L and
Γ−K lines. The band structure comparison shown in Table IV and Fig. 3 gives us the baseline error due to different
treatment of the core electrons, i.e., choice of different pseudopotentials and pseudopotential versus all-electron, when
comparing XANES spectra from the three codes. Further optimizing pseudopotentials or the LAPW+LO basis
functions might improve the agreement at around CBM+30 eV, but this is non-trivial and beyond the scope of the
current work.

FIG. 3. Band structure of mp-2664 calculated with the exciting code. The colors signify the energy difference (in eV)
between exciting and Quantum ESPRESSO (with the PseudoDojo pseudopotentials). The energy zero of exciting is set
to the Fermi level, the Quantum ESPRESSO alignment used in ocean was determined by minimizing the RMSD over the
occupied states down to −20 eV (a cutoff that neglects the O 2s states and the semi-core Ti 3s and 3p states).

B. |G+ q|max Convergence

The exciting calculations require convergence of |G + q|max for the summation over reciprocal lattice vectors in
Eqs. 9 and 10, which is controlled by the input parameter, GQMAX, in units of Bohr−1. To study its convergence
behavior, |G + q|max is varied from 2 to 6 in steps of 1, except for mp-1840, where the highest |G + q|max value is
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set to 5 due to the computational cost. For each calculation, we compare the spectrum with the reference obtained
with the highest |G+q|max and determine the threshold for convergence when the similarity with the reference drops
below −3. For systems with multiple sites (mp-1203 and mvc-11115), only the convergence for the first site is shown in
Fig. 4 as the convergence behavior is similar for different sites. For most materials, converged spectra can be obtained
with |G + q|max = 4, except for mvc-11115 where a higher value of |G + q|max = 4.2 is required. In the following
calculations, |G+ q|max is set to 4.2 for mvc-11115, while for the rest of the materials a value of 4 is adopted.
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FIG. 4. Convergence of the exciting spectra with respect to |G+ q|max. The blue solid line indicates the average similarity
at each |G+ q|max value.

C. K -grid Convergence

We perform the k -grid convergence study on the Ti-O-10 dataset against Reff in a wide range up to about 60 Bohr.
For each material, we choose an over-converged dense k -mesh as the reference, corresponding to Reff values between
55 to 65 Bohr. For a given Reff , there exist multiple choices of the k -grid {ni}, and we choose the smallest one ensuring
similar spacings between reciprocal lattice vectors. The calculated spectra on the coarse k -grids are compared to the
reference spectra, and we choose s ≤ −3 as the threshold for convergence (see Fig. S1). As shown in Fig. 5, overall
the slopes for the three codes are similar. For each code, we perform a linear regression for data from each site and
determine the intersection between the linear fit with the horizontal line of s = −3. The largest Reff value at the
intersection among all the absorption sites gives the convergence threshold of Reff , as indicated by green (ocean),
orange (xspectra) and blue (exciting) dashed lines in Fig. 5. Out of the three, ocean and exciting converge at
a similar pace (Reff > 32.8 Bohr), while xspectra converges more slowly (Reff > 42.7 Bohr). The different k -grid
convergence behavior is likely due to the major difference in the methodology — ocean/exciting perform BSE
calculations on the unit cell and xspectra performs CHP calculations on the supercell containing a core hole.

D. Cross-code Spectral Comparison

For the cross-code comparison, one option is to use spectra computed at the converged k -grid based on Reff (see
above section). However, any similarity measure better than −3 is not guaranteed to be meaningful. For this reason,
we choose to compare the reference spectra obtained from the densest k -grids used in the three codes. In a pairwise
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FIG. 5. Multi-code k -grid convergence as a function of the effective crystal size (see text). The spectra obtained from different
codes are represented by different colors: green (ocean), orange (xspectra) and blue (exciting). The symbols designating
the materials are the same as in Fig. 4. Partially filled symbols with the same shape represent different absorption sites of the
material. Vertical dashed lines denote the effective crystal size beyond which the similarity criterion is fully satisfied for each
code.

comparison, we first align two spectra truncated at 35 eV above the onset (see Section IIC) and then calculate the
similarity of the aligned truncated spectra. The explicit number of bands needs to be provided in ocean and exciting
calculations to yield a large enough energy range of about 35 eV. In this work, we estimate the required number of
conduction bands based on the homogeneous electron gas model (see Section IIIA). The model turns out to work
quite well for most of the systems, except for mp-2664, which has the smallest unit cell out of the 10 materials. For
mp-2664, we manually increase the number of bands to ensure a sufficiently large energy range (see Appendix B). In
Fig. 6, we compare the spectra from the three codes for two representative systems: mp-2657 (rutile TiO2, insulator)
and mp-458 (Ti2O3, metal). We present the results on both the initial state rule (independent-particle approximation)
and final state rule (including electron-hole interactions). Under the initial state rule, the core-hole effects are not
considered, and the spectra reflect only the band structure effects. In practice, we switch off the exchange and direct
coupling terms in BSE in ocean and exciting, and use the neutral Ti pseudopotential instead of the core-hole
pseudopotential in xspectra. Under the final state rule, the spectra correspond to the BSE or CHP Hamiltonian
described in Section IIA. The full spectral similarity measure of the Ti-O-10 dataset (including all 3 code pairs) is
summarized in Table V.

The calculations for all three codes were carried out to converge the spectra up to 35 eV above the edge. As seen
in Fig. 6, deviations start to appear above 35 eV as the impact of the finite number of empty states starts to emerge
for ocean and exciting. The features in the high energy tail where the spectral intensity vanishes are very close
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in ocean and exciting, which is consistent with the good agreement of the band structure shown in Table IV.
On the other hand, xspectra spectra extend into a much larger energy range because of the use of the Lanczos
formalism that does not require empty states explicitly. At the independent particle level, the spectral shapes show
nearly perfect agreement as can be seen in Figs. 6a and 6c, respectively. The xspectra vs. ocean comparison
reveals high similarities of s = −3.89 for mp-2657 and −3.98 for mp-458, as expected within the pseudopotential
codes. The xspectra results overall show slightly stronger intensity than ocean and exciting. This is likely due to
the use of different pseudopotentials, which can affect the shape of the conduction band wavefunctions as well as the
transition matrix elements that depend on choice of the projectors. The convergence criteria based on Spearman’s
rank correlation is more sensitive to spectral shape and less so to small differences in the absolute spectral intensity.
The similarity of exciting vs. ocean and xspectra vs. exciting are slightly worse with s = −3.17 and −3.08
for mp-2657 and −2.71 and −2.59 for mp-458, respectively. Across the Ti-O-10 dataset, the average similarity at
the independent particle level is −3.74 between ocean and xspectra and becomes slightly worse between ocean /
xspectra and exciting (better than −2.76) as shown in Table V.
Overall, there is good agreement between the three codes at the interacting particle level, as shown in Figs. 6b

and 6d. We notice that better agreement is obtained from the two BSE codes and the treatment of core electrons
(pseudopotential vs. all electron) has a very small impact. As a result, noticeable differences emerge between ocean
/ exciting and xspectra, especially regarding peak intensities. For example, near 20 eV in mp-2657, the first peak
is higher than the second peak in the ocean / exciting spectra, while it is the opposite in the xspectra spectrum.
In addition, the shoulder peak in ocean / exciting near 10 eV is higher by about 22% than that in xspectra. As a
result, ocean and exciting have high similarity values of −2.79 in mp-2657 and −2.95 in mp-458, while rsp between
xspectra / ocean and exciting drops by an order of magnitude as compared to the independent particle level,
with similarity scores of −2.00 and −2.17 in mp-2657 and −2.79 and −2.71 in mp-458, respectively. From Table V,
one can see that at the interacting particle level the average similarity is −2.65 between ocean and exciting, which
is slightly worse than the value of −2.93 at the independent particle level. This small additional deviation most likely
results from the different numerical implementation of the BSE Hamiltonian, especially the dielectric screening (see
Section II B). The average similarity is about −2.02 between xspectra and ocean / exciting. We do not find any
substantial difference in the overall agreement between insulators and metals.

TABLE V. Spectral similarity of the Ti-O-10 dataset among the three codes at both the independent and interacting particle
level. Values in the different columns refer to the comparison between xspectra and ocean, exciting and ocean, exciting
and xspectra, respectively.

mpid exciting vs. ocean xspectra vs. ocean xspectra vs. exciting

independent interacting independent interacting independent interacting

mp-390 -2.80 -2.33 -3.72 -1.49 -2.69 -1.63

mp-2657 -3.17 -2.79 -3.89 -2.00 -3.08 -2.17

mp-1840 -3.25 -2.73 -3.93 -2.02 -3.05 -2.26

mp-430 -3.53 -2.56 -3.82 -1.91 -3.30 -2.09

mvc-11115:0 -3.49 -1.73 -4.08 -1.49 -3.23 -1.16

mvc-11115:1 -2.99 -2.29 -3.78 -1.55 -2.75 -1.43

mp-1203:0 -2.82 -2.87 -3.63 -2.08 -2.67 -2.16

mp-1203:2 -2.32 -2.85 -3.40 -2.30 -2.17 -2.32

mp-1203:4 -2.78 -2.83 -3.20 -2.01 -2.48 -1.92

mp-10734 -2.85 -2.49 -3.75 -1.91 -2.71 -2.10

mp-1215 -2.72 -2.96 -3.66 -2.40 -2.62 -2.16

mp-2664 -2.64 -3.01 -3.83 -2.31 -2.53 -2.19

mp-458 -2.71 -2.95 -3.98 -2.79 -2.59 -2.71

average -2.93 -2.65 -3.74 -2.02 -2.76 -2.02

E. Comparison of the final-state effects between the BSE and CHP methods

We observe that for the Ti-O-10 dataset, the results from the two BSE codes, ocean and exciting, exhibit more
spectral weight near the edge than those from the CHP code, xspectra (See Fig. 6 and Fig. S294). This trend is more
pronounced in the insulating systems than in the metallic systems. This is indicative, but not proof, of a stronger
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FIG. 6. Comparison of the spectra of rutile (mp-2657 ) and Ti2O3 (mp-458) from all three codes at both the independent and
interacting particle level. The first and second vertical dashed lines indicate the absorption onset and 35 eV above it, where a
quantitative comparison was performed. The energy is relative to the excitation to the CBM.

core-hole potential, or, equivalently, weaker screening of the core hole in the BSE approach. To better understand the
discrepancies between the CHP and BSE calculations, we examine the differences in the two theoretical approaches.
Since ocean and exciting results are nearly identical to each other, we will only use ocean for this analysis.

The differences between BSE and the final-state rule at the presence of a core hole have been discussed previously
by Rehr, Soininen, and Shirley95, and three main differences can be identified. Both the occupied and unoccupied
electron states change when a core hole is created96. In CHP calculations, the valence band manifold is relaxed in
presence of the core hole, while the BSE calculation uses the eigenstates of ground-state DFT. Although this difference
can modify the weights of the transition matrix elements, as shown by Roychoudhury and Prendergast97, this effect
is expected to be small for the particular materials and edge studied here. The empty or mostly empty Ti d-bands
sit several eV below the main-edge transitions into the Ti 4p states that also hybridize with neighboring oxygen
orbitals. Additionally, Liang et al. investigated the role of secondary electron-hole excitations in a ∆SCF context,
and found that they played only a small role in the O K-edge XAS of TiO2 (in contrast to later transition metal
oxides)10,98. Second, the BSE Hamiltonian includes an exchange interaction between the excited electron – core-hole
pairs that is absent in CHP. The importance of this term can be investigated by selectively turning it off. Third, the
screened core-hole potential is different between the CHP and BSE methods, owing to differences in the calculation
of the induced density response to the core hole. Using ocean we investigate several different approximations for
calculating the induced density response.
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1. Induced density in response to the core-hole potential

In response to the creation of a core hole, the electrons relax, screening the core-hole potential. In the CHP
approach the core-hole potential and valence screening are all included in the self-consistent DFT calculation. In the
BSE approach, electrons interact with the core hole through the screened potential W , which can be written using
the dielectric response ϵ or in terms of an induced density ρind and induced potential Vind

99,

W (r) = ϵ−1(r, r′)Vext(r
′) = Vext(r) + Vind(r) (15)

ρind(r) = χ(r, r′)Vext(r
′) (16)

Vind(r) = v(r, r′)ρind(r
′) (17)

where v is the Coulomb operator and χ is the reducible polarizability, and implicit summation is assumed. Note that
both the CHP and BSE approaches use a static approximation for the screening of the core-hole potential100,101.
Below we consider three methods to construct Vind. In the first method, (as is typical for a BSE calculation), the

reducible polarizability is calculated within the RPA,

χRPA = (1− χ0v)−1χ0 (18)

where χ0 is the irreducible polarizability. In the second method, the many-body effects can be included through the
exchange-correlation kernel, fxc,

χ = [1− χ0(fxc + v)]−1χ0 (19)

where Vxc is the exchange-correlation potential and fxc = δVxc/δρ
102. Under the linear response framework, normally

the static approximation is also used, i.e., an adiabatic fxc. Within ocean, fxc can be included within the adiabatic
local-density approximation (ALDA)75.
A third method for determining the screened potential is based on the CHP method, where a self-consistent DFT

calculation is carried out with a core hole and an excited electron at the bottom of the conduction band. The induced
density is calculated as the density difference between two self-consistent DFT calculations, with (CH) and without
the core hole,

ρCH
ind = ρCH − ρGS, (20)

where GS stands for ground state. This approach has been used previously for linear-response calculations by applying
sufficiently small perturbing potentials103,104, but here we use the screening potential from a full core-hole.
Both the linear response and self-consistent approaches entail approximations. In the case of linear response, the

bare core-hole potential is not weak, and non-linearity in the screening response may be important. In the case of
the self-consistent approach, the resulting screened potential is due to the electrons relaxing into the lowest energy
configuration (in the presence of the core hole), a process that is not instantaneous. However, the relevant time scale
for the screening is the inverse of the plasmon frequency (≈ 10 eV to 20 eV) as compared to the core hole lifetime
(inverse of the 1 eV broadening). These competing time scales apply equally to the linear response case. In some
special cases, such as those with localized orbitals or defects, there may also be very slow screening processes that
are incorrectly included in the self-consistent core-hole potential. However, this is not the case in the systems we are
investigating here. The issue of screening time can be side-stepped entirely within a real-time formalism, such as real-
time time-dependent DFT (RT-TDDFT)105, though x-ray implementations of RT-TDDFT tend to use non-periodic
boundary conditions making comparisons with periodic boundary condition code calculations of extended systems
difficult.

2. Comparison of XANES spectra using different approximations

We first investigate the effect of the exchange interaction using a metal (Ti2O3, mp-458) and an insulator (rutile,
mp-2657). ocean calculations using the CHP-derived screened core-hole potential (W-CHP) are shown in Fig. 7
both with and without the exchange (W-CHP w/o EX). As the exchange term is repulsive, it slightly shifts spectral
weight away from the edge, e.g., the small intensity decrease at the first peak in W-CHP as compared to W-CHP w/o
EX, but it has little effect on the pre-edge features. While these are dipole transitions enabled due to hybridization
between the titanium and neighboring oxygen atoms, the states are primarily 3d in nature, and the exchange terms
between the 1s and 3d are small. This comparison highlights the limitation of a local or semi-local exchange potential
in capturing the exchange interaction between a core hole and photoelectron. While small in the case of the K edge,
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FIG. 7. Comparison of XAS spectra of TiO2 (rutile, mp-2657) (a) and Ti2O3 (mp-458) (b) between xspectra and ocean
using a screened core-hole based on the CHP method (W-CHP) with and without the exchange interaction (W-CHP w/o EX).

the exchange term is vital for reproducing even qualitatively correct spectra for 3d transition metal L edges106. The
contribution of the exchange is associated with the local field effect of the dielectric response, which could play an
important role in low-dimensional systems.

xspectra and W-CHP w/o EX are the same level of theory, and, as we see in Fig. 7, they produce nearly perfect
agreement in rutile (mp-2657) and Ti2O3 (mp-458), except the small intensity differences at the second peak and the
shoulder a couple of eV higher in energy. This indicates that, for this system, the unoccupied 4p orbitals that are
probed in XAS are relatively unaffected by the self-consistent relaxation of the valence bands in the presence of the
core hole. In the pre-edge region there is some evidence of these relaxation effects, where the intensities calculated by
xspectra might be suppressed by increased occupation of the on-site 3d orbitals due to the excited core electron.

Next we compare the three different methods for generating the screened core-hole potential W introduced above:
W-RPA, W-ALDA, and W-CHP. In Fig. 8a and 8b, we show the three different induced potentials for rutile (mp-2657:
insulator) and Ti2O3 (mp-458: metal). Both the CHP and ALDA induced potentials are noticeably stronger than
the RPA one, leading to a reduction in the strength of the screened core-hole potential. This causes a reduction
in strength of the resulting spectra near threshold. In the case of rutile TiO2, visible discrepancies can be seen in
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FIG. 8. Comparison of the induced potentials in response to a Ti 1s core hole in (a) rutile TiO2 (mp-2657) and (b) Ti2O3

(mp-458) using three different methods for determining the induced density response. The RPA and CHP calculations of the
induced potentials for the metallic Ti2O3 are in closer agreement than for TiO2. The total screened core-hole potential is shown
for (c) TiO2 and (d) Ti2O3. The plots are zoomed in to show detail, with the full core-hole potential approaching 18 Hartree at
the origin. For the metallic Ti2O3, all three approaches efficiently screen the core-hole potential, resulting in a total potential
that is nearly zero at intermediate ranges. In the case of the insulating TiO2, the two linear-response approaches both give the
expected −ϵ−1

∞ /r behavior at large distance. The grey dashed guide line uses the isotropic ϵ∞ = 8.1 taken from the Materials
Project76.

the intermediate range up to around 6 Bohr, while in the metallic Ti2O3 (mp-458), the three approximations for the
induced potential are all in agreement starting relatively close to the core hole, at approximately 1.5 Bohr. We further
examine the trend in the total potential W in Fig. 8c and 8d. For the insulating TiO2 case, the CHP approximation
has a finite range, as the excited electron is retained in this approximation leading to local neutrality near the excited
Ti site. In contrast, the BSE calculations consider the core hole charge explicitly, leading to the expected long range
limit of −ϵ−1

∞ /r. In the metallic Ti2O3 (mp-458), as expected, all three total potentials are short-ranged.
In Fig. 9a we show a comparison of the polarization-averaged spectra for rutile TiO2 under the dipole approximation,

calculated with xspectra as well as the three different approximations of W within ocean. Both of the modified
ocean calculations (W-ALDA andW-CHP) show better agreement with xspectra, where the second peak has higher
intensity as opposed to the previous W-RPA ocean calculations (see Fig 6). Compared to W-RPA, the ALDA kernel
has a non-negligible effect most noticeably at the first peak and the shoulder at ≈ 10 eV, which shifts the spectral
intensity to higher energy. The W-CHP spectrum exhibits an even lower intensity at the first peak and the shoulder
than the W-ALDA spectrum, which can be attributed to the stronger screening potential under the self-consistent
relaxation treatment at the presence of a full core hole than that from the linear response treatment as shown in
Fig. 8a. The same comparison is shown for the metallic Ti2O3 (mp-458) in Fig. 9b, and similar trends are observed
but to a lesser extent, due to the smaller discrepancy in the screening potential in the metallic system as shown in
Fig. 8b. Previous work showed that the exciton peak position differed between BSE and CHP calculations for the Li
K edge of lithium halides107. We do not see the same behavior here – in Fig. 9 peaks from different methods at the
edge (≈ 15 eV) and above the edge (30 eV) are very well aligned. This is due to the much weaker excitonic effects
seen in the Ti K edge of titanium oxides, as evidenced by the similarity between the interacting and non-interacting



20

10 0 10 20 30 400.0

0.5

1.0

1.5

In
te

ns
ity

 (a
.u

.)

1e 5(a)
rutileXSPECTRA

OCEAN W-RPA
OCEAN W-ALDA
OCEAN W-CHP

10 0 10 20 30 40
Relative Energy (eV)

0

2

4

6

8

In
te

ns
ity

 (a
.u

.)

1e 6(b)
Ti2O3

FIG. 9. Comparison of the XAS of (a) rutile (mp-2657) and (b) Ti2O3 (mp-458) calculated using xspectra and three different
ocean calculations under different approximations for the screened Coulomb interaction. The metallic Ti2O3 shows the same
trends as the insulating rutile TiO2, though the differences between the W-ALDA and W-CHP appear smaller.

spectra (Fig. 6) in contrast to the lithium halides (Fig. 2 of Ref. 107).

The W-CHP approximation yields a near-perfect screening of the core hole for rutile TiO2 (Fig. 8(c)), due to the
self-consistent density response as expected for an ionic system, where compensating charge resides closely around
the absorbing titanium atom108. However, as seen in Fig. 9(a), the calculations that use this potential (xspectra
and ocean W-CHP) are largely in agreement with the calculations whose screened potential has the correct long-
range form (W-RPA and W-ALDA). In addition, practical CHP calculations are also performed with a core hole
whose occupancy (strength) can be varied between 1 (full core hole) and 1/2 (half core hole). The applicability of
these approximations is system dependent, but the CHP method we use here enjoys success for both metallic and
semi-conducting systems39.
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F. Comparison with Experiment

In this section, we compare the simulated spectra of rutile (mp-2657) and anatase (mp-390) to measurements from
Carta et al.109. While both the CHP and BSE methods attempt to simulate the full x-ray spectra, we note that there
are several important effects that are not considered. These include the physical effects of the quasiparticle lifetime
broadening, the effect of vibrational disorder, self-energy corrections, and satellite features. Below we summarize
several limitations of this comparison. First, our calculations are carried out on perfectly ordered structures with the
atoms fixed during the x-ray excitation. Including vibrational disorder has been shown to reveal symmetry-forbidden,
but experimentally observed, “dark states,” suppress expected states46–48, or change the intensities of pre-edge fea-
tures48,49, while excited-state vibrational coupling can change the shape and energies of peaks50. A second large
approximation is the use of orbitals from semi-local DFT as quasiparticle excitations of the x-ray excited state,
neglecting many-body effects that could be incorporated with more accurate functionals51, GW self-energy correc-
tions52,53, the cumulant approximation54, and multi-configuration methods110. Lastly, the approaches we use here are
limited to a single electron or single electron–core-hole pair approximation. It is well known that this approximation
can fail for L2,3 edges (2p → 3d transitions) where local dd∗ or ligand-to-metal charge transfer excitations play an
important role55. This is less of an issue at the K edge due the small quadrupole intensity and the reduced exchange
interaction between the 3d electron and the 1s core hole as compared to a 2p hole56.
Nevertheless, the comparison conducted here can provide the reader with a basic calibration for the degree to which

the present methods capture the main features in experiment over the full XANES photon energy range. With this
foundation, future investigations can incorporate further physical effects, building on prior work as well46–56,86. For
example, the effects of vibrational disorder can be studied by statistically averaging atomic structures under a given
temperature using the workflow developed in this study for each snapshot46. A systematic benchmark study against
experiment for a broader range of Titanium oxide polymorphs is the subject of future work.

In this comparison, we present results including both dipole and quadrupole contributions from only ocean and
xspectra because the results from the two BSE codes have been shown to be nearly identical. Since both rutile
and anatase belong to the 4/mmm point group, the powder average of the quadrupole term is performed by a
weighted average of three specially chosen photon orientations ({e,q})111. The choice of photon orientations is given
in Appendix C.

The comparisons between theory and experiment for rutile and anatase TiO2 are shown in Figs. 10 and 11. The
simulated spectra are aligned to the experiment at the first peak of the main edge near 4986 eV. In rutile, the
experimental spectrum shows a shoulder peak around 4981 eV and three peaks in the main edge region at 4986.6 eV,
4991.8 eV, and 5004.0 eV. These main spectral features are well reproduced in both ocean and xspectra. The
energy separation between the first two peaks are underestimated in the simulation by about 0.3 eV, likely due to
the missing the self-energy correction at the PBE level of theory. For anatase, both simulation methods reproduce
the main features, including the shoulder peak around 4980 eV, the pronounced main edge at 4986.8 eV and the
three-peak feature between 4993 eV and 5005 eV.

In the rutile experimental spectrum, the second peak has higher intensity than the first one. While xspectra shows
a similar pattern, it is the opposite in ocean. This discrepancy between xspectra and ocean can be attributed to
the different approximations for the screening potential. As discussed in detail in the previous section, the screening
potential in RPA is weaker than in the core-hole potential method, which results in stronger electron–core-hole coupling
that redistributes oscillator strength towards lower energy in ocean as compared to xspectra. There is a similar
trend in anatase, where the ocean spectrum produces stronger low energy features than xspectra, but to a lesser
degree than rutile. However, it has been shown that when the shake-up satellites are considered as a post treatment
of BSE by the convolution with the cumulant spectral function112, the overstated BSE intensity of the excitonically
enhanced Ti 1s → 4p transition in rutile is reduced and the resulting spectrum is in much better agreement with
experiment54. Therefore one needs to be cautious about drawing quantitative conclusions when comparing theory to
experiment on Ti K-edge XANES without considering the effects of satellites. Nevertheless, a systematic study of of
the satellite effects is beyond the scope of the current work.

The Ti K-edge XANES pre-edge features of rutile and anatase have been studied extensively2,54,60,113–124, and the
three pre-edge peaks have been assigned to 1) the dipole forbidden Ti 1s→ 3d t2g and 2) 1s→ 3d eg transitions under
the crystal filed splitting and 3) the Ti 1s to nearest neighbor Ti 3d transitions mediated by the hybridization with
ligand O 2p orbitals. The comparisons of the pre-edge features in rutile and anatase between theory and experiment
are shown at the inset of Figs. 10 and 11. Overall the pre-edge peaks are more pronounced in ocean than xspectra,
as the stronger electron - core hole coupling in BSE sharpens the pre-edge features that have significant excitonic
character. ocean also shows better agreement with experiment in the pre-edge peak positions than xspectra. A
major discrepancy between theory and experiment is that the first pre-edge peak in rutile at 4968.6 eV is almost
missing in both ocean and xspectra. The first pre-edge peak has a quadrupole nature, which is an order of
magnitude smaller than the dipole contribution, as shown in Figs. S4 and S5. The Ti octahedron is nearly ideal in
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FIG. 10. Comparison of Ti K-edge XANES of rutile (mp-2657) between theory (ocean and xspectra) and experiment109.
Inset shows the pre-edge magnified by fifty fold.
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FIG. 11. Comparison of Ti K-edge XANES of anatase (mp-390) between theory (ocean and xspectra) and experiment109.
Inset shows the pre-edge magnified by fifty fold.

rutile, but has a large bond angle distortion in anatase with two O-Ti-O bond angles at 154.67 degree in the mp-390
structure. As a result, the intensity of the Ti 1s→ 3d t2g excitation in rutile is negligible in simulated spectra based
on the zero temperature structure. The temperature effects on XANES pre-edge features have been discussed in the

literature49,125–127. In particular, Cockayne et al. showed that the t
(1)
1u phonon mode, which moves the Ti4+ relative

to its axial O neighbors, has a strong spectroscopic signature49. This centrosymmetry-breaking distortion can cause
p - d mixing, which results in a finite pre-edge peak comparable to experiment49.

While important physical effects are visible in certain spectral features such as pre-edge peaks and relative peak
intensities, the present methods represent the measured XANES spectra quite well over the 35 eV energy range. The
predictive power of first-principles XANES simulations in the whole spectral range is crucial to spectral analysis that
employs fingerprinting and modern ML-based methods.
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G. Edge Alignment

As discussed in Sec. II C all three codes make different approximations in calculating the core-level shifts, and none of
the codes provides an absolute energy scale that can be compared to experiment without correction. All three attempt
to provide correct relative energy shifts, using different levels of theory. Correct relative energy shifts means that a
single parameter can be used to align the calculated Ti K-edge XAS from one code with experimental measurements,
or, in our case, a single parameter can be used to align the calculations from two different codes. However, we would
not expect this single alignment to work equally well across all systems due to differences in theory and implementation
between codes. In this section, we examine the differences to assess the key approximations that the three codes make.

We compare both the alignment of the XAS spectra and the 1s removal energies as explained in Sec. II C. For
each pair of codes, system, and unique Ti site, we calculate the optimal relative alignmen of the x-ray spectra. The
simulated spectra are truncated using an energy range of 35 eV from the onset (defined as the 2% of the maximum
intensity) to make sure that they cover similar energy ranges. We treat each spectrum as a vector. The similarity
between two spectra (µ1 and µ2) are characterized by their Cosine similarity, cos(θ) = µ1·µ2

∥µ1∥∥µ2∥ . We align spectra

from two codes using the optimal relative shift, which yields the highest Cosine similarity. We subtract out the average
relative alignment – the best fit single alignment parameter – and report the system-by-system deviation. For the 1s
removal energies, no fitting is necessary because we are directly comparing energies. However, as for the spectra, the
use of pseudopotentials means that only the relative shifts are meaningful.

First we compare the two BSE code ocean and exciting as shown in Table VI for (final state) spectra and 1s
removal energies. For both, the two codes are using the same level of theory, except for different approximations in
implementation. The 1s removal energies are calculated at the level of DFT, and they are given by the energy difference
between the conduction band minimum (Fermi level for metals) and the energy of the 1s orbital. The two codes agree
to ±0.13 eV. We attribute this to the use of the frozen-core approximation in ocean. As a check, we found that the
agreement in shifts of the non-interacting XAS is similar at ±0.14 eV (see Table S1). Given the previously shown
agreement in band structure (Table IV and Fig. 3), the non-interacting XAS comparison is primarily a measure of the
1s energies. In the case of the interacting XAS, the agreement in the relative shifts drops to ±0.20 eV. Treating these
errors as uncorrelated, the differences in the BSE implementation between ocean and exciting is responsible for
approximately a ±0.15 eV discrepancy in the core-level shifts. Like the spectral comparisons in Sec. IVD, this shows
that the two codes are in close agreement despite differences in basis sets and the treatment of core-level electrons.

TABLE VI. The difference in the relative core-level shifts in eV between ocean and exciting for both 1s removal and XAS
spectra. Both the frozen-core approximation in ocean as well as the differences in the BSE implementation between the two
codes are found to lead to small, but significant differences between the two codes. A negative number indicates that the ocean
spectrum is blue-shifted, relative to the exciting one. σ denotes the standard deviation of the differences.

mpid:site XAS 1s removal

mp-390 −0.17 −0.12

mp-2657 −0.23 −0.15

mp-1840 0.14 −0.14

mp-430 0.24 −0.12

mvc-11115:0 −0.33 −0.09

mvc-11115:1 −0.34 −0.16

mp-1203:0 0.13 0.10

mp-1203:2 0.11 0.10

mp-1203:4 −0.04 −0.02

mp-10734 0.14 0.19

mp-1215 0.10 0.11

mp-2664 0.20 0.12

mp-458 0.05 0.18

σ 0.20 0.13

Next, we turn to the comparison between CHP (xspectra) and BSE (ocean) codes. We start with the calculation
of the 1s removal energy. This is a component of the shift seen in XAS (along with the energy cost of adding the core
level electron to the conduction bands and the interaction energy of the exciton). In the case of xspectra, the 1s
removal energy is obtained from the ∆SCF procedure explained in Sec. II C. The core-excited final state has a single
Ti 1s core hole using the same core-hole pseudopotential as the spectral calculations. The core-excited state nominally
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has a net +1 charge, which, with periodic DFT, is neutralized by a uniform background charge. The effects of both
the uniform background charge and the periodic images of the core hole fall off with supercell size. We extrapolate
the calculated core-level removal energies (at the minimum supercell size of 9 Å and 13 Å) to the infinite supercell
limit. Note that the neutral excitation of the CHP method for x-ray spectra converges at smaller cell sizes, and as
mentioned in Sec. II B, a 9 Å minimum lattice vector was found to be sufficient. In ocean, the core-level removal
energy is estimated as outlined in Sec. II C as the Hartree potential minus 1/2Wc to account for the relaxation of the
system due to the removal of the core electron.

From Table VII, we find that the two methods give reasonably similar 1s removal energies with a standard deviation
of only ±0.19 eV. There is a slight bimodal grouping of the results by metal (first six rows) and non-metal (last seven
rows). For non-metals, the estimate of the 1s removal energy from xspectra tends to be smaller than that of ocean
by 0.29 eV. This could indicate a sensitivity to the model dielectric that is used in ocean to model the long-range
response, different convergence behavior with respect to cell size of the N − 1 core-hole calculation in xspectra, or
it could reflect differences between linear-response and self-consistent calculations of the density response.

Finally, we compare the spectral shifts in XANES between ocean and xspectra, and we again find reasonable
agreement between the codes and methods with a standard deviation of ±0.22 eV. This would suggest that the
contribution due to the different treatments of the final state effects is about ±0.11 eV, but we can not rule out some
cancellation of errors.

TABLE VII. The difference in the relative core-level shifts in eV between ocean and xspectra for both XAS and 1s removal.
Unlike the comparison between BSE codes in Table VI, here the ocean results include the self-energy correction to the core-hole
energy (see text). The sign follows the same convention as in Table VI. σ denotes the standard deviation of the differences.

mpid:site XAS 1s removal

mp-390 −0.06 −0.25

mp-2657 0.14 −0.17

mp-1840 −0.16 −0.30

mp-430 −0.36 −0.30

mvc-11115:0 −0.33 0.08

mvc-11115:1 −0.23 0.00

mp-1203:0 0.11 0.04

mp-1203:2 −0.04 0.18

mp-1203:4 0.17 0.25

mp-10734 0.31 0.23

mp-1215 0.09 0.09

mp-2664 0.02 0.13

mp-458 0.34 0.01

σ 0.22 0.19

V. CONCLUSIONS

We have developed an automated workflow to generate and standardize input files for simulating x-ray absorption
spectra using three widely used codes: ocean, exciting, and xspectra. By carefully converging the disparate
settings for each of the three codes, the workflow ensures that the resulting spectra are free from numerical artifacts
unrelated to the underlying theory or implementation details. We carried out quantitative comparisons between Ti
K-edge XANES spectra from the three codes using ten representative titanium oxide compounds, referred to as the
Ti-O-10 dataset.

We found that the two BSE-based codes, exciting and ocean, produce spectra measurably closer to each other
than to the core-hole potential code xspectra. We quantified the similarity between spectra using Spearman’s rank
correlation score. We found that the average score between the two BSE codes is 0.998, while between either BSE
code and xspectra it is 0.990. While this difference appears small, it corresponds to visible differences in the spectra
(see Fig. 6). Nonetheless, the overall spectra are quite similar. From these results, we draw several conclusions.
First, despite significant implementation differences between the all-electron exciting and pseudopotential-based
ocean, they produce nearly identical spectra, suggesting that both implementations are robust. Second, the BSE and
CHP methods produce quite close agreement in main features and peak positions, though differences are noticeable,
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especially in the relative spectral intensities. Such discrepancies in spectral shape can be primarily attributed to the
difference in the strength of the screened core-hole potential. Carrying out BSE calculations using the ALDA instead
of RPA to screen the core hole greatly reduces the difference between the CHP and BSE results.

We also conducted a theory (ocean and xspectra) to experiment comparison for rutile and anatase TiO2, where
the quandrupole contributions are included to give a more complete description of pre-edge features. Other effects,
such as thermal disorder and satellite effects, although very important for a thorough comparison, are subject of future
work. With these limitations, our main findings are the following. First, both ocean and xspectra reproduce quite
well the main features of the experimental spectra in a wide energy range of about 35 eV, including the number
of peaks, the overall spectral shape, and the positions of main and shoulder peaks. Second, xspectra exhibits a
seemingly better match to the relative intensity of the double-peak feature in rutile compared to ocean. We found
that the electron-core hole coupling is stronger in BSE under a weaker dielectric screening than CHP. As a result, the
oscillator strength is redistributed more towards low energy in ocean than xspectra. This should be considered
in the context of studies showing the impact of other physical effects. As shown by Woicik et al.54, including the
satellite effects using the cumulant method can modify the relative intensity of the two peaks and yield a much better
agreement between ocean and experiment. On the other hand, the cumulant correction is expected to worsen the
agreement between xspectra and experiment. Finally, overall ocean pre-edge features are more pronounced and
agree better with experiment than xspectra. However, the Ti 1s→ 3d t2g peak in rutile is severely underestimated
in both codes, due to the lack of the thermal disorder correction. This discussion underscores the importance of
thoroughly accounting for additional effects such as vibrational disorder and satellites. On a material by material
basis these have been shown to change positions and weights of spectral features to a degree comparable to the code-
and method-dependent differences we have shown here.

Finally, we compared the relative edge alignment among the three codes. Between ocean and exciting, the
standard deviation is 0.20 eV in the XAS spectra. This difference is partially due to the frozen core hole approximation
used in ocean, which gives arise a the standard deviation of 0.13 eV at the Kohn-Sham DFT level. Between ocean
and xspectra, the standard deviation in the 1s removal energy is 0.19 eV. The standard deviation in the XAS spectra
is 0.22 eV, though the two codes have quite different treatments for the self-energy correction and final state effects.
This study supports broad application of first-principles simulation for x-ray spectral analysis, in particular, modern

data-driven methods that take into account the full spectral range of XANES. The automated workflow and the
heuristics to achieve the numerical convergence provide a good standard for first-principles x-ray spectral simulations.
Furthermore, the workflow can play a big role in developing simulated XAS spectral databases using high-throughput
computing.

VI. DATA AVAILABILITY

Data of the benchmark study, including input files, output files, and metadata128, can be downloaded from the
Novel Materials Discovery (NOMAD) Laboratory129 under the CC-BY-4.0 license.
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Appendix A: Band structure RMSD comparison

The comparisons for the ground-state band structure energies, given in Table IV, are calculated using the regular
k-point grids from the Materials Project. The RMSD is calculated in the standard way, but with pseudo-occupation
numbers f to limit the range of states, e.g., valence band, or limited energy ranges of the conduction band. The
RMSD between the energies ϵ from two codes i and j is given by,

RMSD[i, j] =

[∑
k wk

∑
n f

ij
nk(ϵ

i
nk − ϵjnk)
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(A1)

where the sum is over symmetry reduced k-points k with weights wk and bands n. The occupation numbers are given
by

f ijnk =
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nk (A2)
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where the lower and upper bounds are given by ϵL and ϵH , respectively, and a broadening γ of 0.02 Rydberg is used
for both.

Appendix B: Effect of number of bands

FIG. B1. The effect of number of empty bands on the XANES spectra of mp-2664 calculated at the independent particle
level. ocean 17 (20 or 40) corresponds to ocean calculations with 17 (20 or 40) empty bands. The first dashed vertical line
corresponds to our definition of the onset, and the second is 35 eV above onset.

We carefully examined the energy range (35 eV from onset) used to compare the spectra. The estimation for the
number of empty bands described in the main text based on the homogeneous electron gas model is not accurate
enough for mp-2664, which is likely due to the small unit cell volume of mp-2664. In this case, comparing the effect
of different number of bands, we found that by using 20 empty bands, the spectra converged within the energy range
where the comparison of spectra are performed. Therefore, in this particular case, we use 20 empty bands instead of
17 from our homogeneous electron gas model.

Appendix C: Isotropic quadrupole transitions

In Section IVF we compare calculations to measurements on powdered samples, requiring the calculaton of the
isotropic spectra. For all three of the codes shown here, spectra are calculated for an explicit, cartesian polarization
direction and, for quadrupole transitions, momentum vector. Both ocean and xspectra can be set to calculate
only the quadrupole transition without the dipole operator. In the case of non-magnetic systems and linear polar-
ization the dipole and quadrupole contributions do not interfere and can be summed separately. The dipole case is
straightforward. Regardless of the symmetry of the system, an average of spectra calculated with three orthogonal
polarization directions is equal to the isotropic average. The number of required calculations can be reduced to 1 or
2, depending on the symmetry of the crystal, but for simplicity we average over e = {x̂, ŷ, ẑ}.

The case of the quadrupole term (e · r)(q · r) is significantly more complicated. Brouder detailed the angular
dependence by writing the x-ray transitions in terms of spherical tensors.111 Following Brouder, we note that rutile
and anatase both have a crystallographic point group 4/mmm. Their quadruple spectra therefore is given by Eq. 5.7
in Ref. 111

σ(e,k) = σQ(0, 0) +
√
5/14

(
3 sin2 θ sin2 ψ − 1

)
σQ(2, 0)

+ 1/
√
14

(
35 sin2 θ cos2 θ cos2 ψ + 5 sin2 θ sin2 ψ − 4

)
σQ(4, 0)

+
√
5 sin2 θ

[
(cos2 θ cos2 ψ − sin2 ψ) cos 4ϕ− 2 cos θ sinψ cosψ sin 4ϕ

]
σQr(4, 4) (C1)
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where σQ(a, b) are the elements of the tensor decomposition that are not zero by symmetry and σQ(0, 0) is the desired
isotropic spectrum. The directions of the polarization and momentum are, in terms of the three angles,

e = (sin θ cosϕ, sin θ sinϕ, cos θ)

q = (cos θ cosϕ cosψ − sinϕ sinψ,

cos θ sinϕ cosψ + cosϕ sinψ,

− sin θ cosψ)

By a careful choice of polarization and momentum direction, three spectra can be combined to give only the isotropic
response. We choose:

(θ1, ϕ1, ψ1) = (acos[1/
√
7],−1/4 atan[19/7

√
11], 1/2 acos[2/9])

(θ2, ϕ2, ψ2) = (−1/4 acos[1/49], π/8, 0)

(θ3, ϕ3, ψ3) = (0, 0, 0)

giving

σQ(0, 0) = σQ(e1,q1)− 1/15σQ(e2,q2) + 1/15σQ(e3,q3) (C2)

which is added to the isotropic dipole spectra to give the total isotropic spectra including both dipole and quardupole
terms.


