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I. INTRODUCTION

Molten salts are found in many energy applications. They can be used as the electrolyte

in fuel cells or batteries1,2, as well as for transporting and storing heat for nuclear reactors3

and solar power.4 The development of widely applicable models for properties such as the

viscosity of molten salts is essential for designing equipment and processes. However, ex-

perimental studies of molten salts are challenging and expensive due to their high melting

temperatures, so there is only limited experimental data over a small range of conditions.

One way to improve thermophysical property correlations is to improve their theoretical

basis. Entropy scaling is a method that allows this, relating dynamic and thermodynamic

properties. Entropy scaling states that when dynamic properties, such as viscosity, are

reduced to a dimensionless form as will be explained below, they become only a function

of the residual entropy (the difference between the entropy and that of an ideal gas).5 This

not only relates the dynamic viscosity to the thermodynamic entropy but also reduces the

dimensionality of the data. Viscosity, which is normally a two-dimensional function of

temperature and density (or pressure) becomes a one-dimensional function, which is much

simpler to fit.6 However, entropy scaling is not an exact relationship for real fluids. For a

fluid interacting with an inverse power-law pair potential ( 1
rn

where r is the distance between

interacting atoms and n > 0), entropy scaling is exact for any state.7 But for real fluids, or

even fluid models with interactions more complex than inverse power-law repulsion, entropy

scaling is only approximate.

The theory behind entropy scaling is based on the idea that a fluid has curves in state

space where the reduced structure is constant, along which properties such as residual en-

tropy and reduced viscosity are also constant.8 The presence of these isomorphs can be

detected by a correlation between the potential energy U and the virial of the forces W .

The virial is defined as

W = −1

3

∑
i

ri · ∇riU, (1)

where ri is the position of particle i. The correlation between U and W is measured by the

Roskilde correlation coefficient,7 RRos (also called the R-value), where

RRos =
〈∆U∆W 〉√〈

(∆U)2
〉 〈

(∆W )2
〉 . (2)
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Here 〈〉 indicates an NV T ensemble average, and ∆ indicates the deviation of the potential

energy and virial from the average. A system with a strong correlation (RRos ≈ 1) will have

isomorphs and should follow entropy scaling.8,9

Length, energy and time scales are needed to nondimensionalize dynamic properties into

their reduced forms. The relevant length scale l of the system is the distance between

molecules, or

l =

(
V

N

)1/3

= ρ
−1/3
N , (3)

where N is the number of molecules and ρN is the number density. The energy scale ε is the

thermal energy,

ε = kBT, (4)

where kB is the Boltzmann constant and T is the absolute temperature. The characteristic

timescale t is therefore

t =
l√
ε/m

, (5)

where m is the mass of one molecule. Reducing the viscosity η by these dimensions gives

η̃ = η
l3

εt
=

η

ρ
2/3
N

√
mkBT

. (6)

As the density goes to zero, the reduced viscosity η̃ diverges since the viscosity approaches

the finite kinetic theory value while the ρ
2/3
N in the denominator of eq. 6 approaches zero.

A second-order virial expansion shows that the residual entropy, sr, is proportional to the

density.10 Therefore, as the density goes to zero, the residual entropy approaches zero at the

same rate, and the divergence of the reduced viscosity can be removed by multiplying eq. 6

by (−sr/kB)2/3, and defining the modified scaled viscosity as η+,10 where

η+ =
η

ρ
2/3
N

√
mkBT

(
− s

r

kB

)2/3

. (7)

In this work, the residual entropy is defined as the difference in entropy between a real

fluid and an ideal gas at the same density, ρ, and temperature:

sr (ρ, T ) = s (ρ, T )− sIG (ρ, T ) . (8)

To simplify notation, the nondimensional residual entropy is defined as

s+ = − s
r

kB
. (9)
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Entropy scaling of molten salts has been studied previously. The Chakravarty group

has investigated the entropy scaling of ionic melts such as SiO2 and BeF2 with molecular

dynamics simulations.11–14 They found that entropy scaling showed some scatter, but gen-

erally worked for these systems. However, they used a pair correlation approximation to

calculate the entropy. Recently, Knudsen et al. studied a molten salt model at supercritical

temperatures and high densities using molecular dynamics simulations.15 They found that

RRos ranged from 0.7 to 0.95, and that entropy scaling held true even for the low RRos con-

ditions. However, they did not investigate the lower temperature conditions where Coulomb

interactions play a larger role. The Maginn group has calculated the viscosity of a number

of monovalent molten salts using both fixed-charge and polarizable models.16 Additionally,

Young and O’Connell found that experimental reduced transport properties of monovalent

salts depend only on a reduced temperature calculated from the thermal expansivity.17

In this work, molecular simulations are used to investigate the entropy scaling behavior of

molten monovalent molten salts. Three models are used for NaCl, and the best-performing

model was used to investigate the effect of changing the cation and anion of the salt on the

entropy scaling behavior.

II. MODELS

A number of molecular models were used for NaCl and other monovalent salts. For molten

NaCl, three models were investigated. These models are the rigid-ion model (RIM),16,18,19

the Joung-Cheatham model for ions in SPC/E water (JC),20 and the Madrid model.21 All

three of these are non-polarizable, fixed-charge models. However, they differ in the fitting

targets and the functional form. As seen in Table I, the RIM model is parameterized from

solid salt properties such as ultraviolet absorbance18 and thermal expansivity19. The model

uses the Born-Mayer-Huggins (BMH) potential for the repulsion and induced dipole and

quadrupole attractions. The form of the BMH potential is

U (r) = A exp

(
σ − r
B

)
− C

r6
− D

r8
. (10)

Here, U is the non-Coulombic potential energy between two ions, r is the distance between

two ions, and σ, A, B, C, and D are the model parameters. The RIM model uses full

charges on the ions. This means that the Na+ ion has a charge of +1, and the Cl− ion has
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TABLE I. NaCl models investigated

Model Fitting target Functional form

RIM18,19 Solid properties BMH + Full charges

JC20 Aqueous solution and solid LJ + Full charges

Madrid21 Aqueous solution and solid LJ + Scaled charges

a charge of -1.

The JC model for NaCl is fit to aqueous solution and solid salt properties. These are the

hydration free energy, the ion-water radial distribution function, and the salt crystal lattice

constants and energy. The JC model uses Lennard-Jones (LJ) interactions to describe the

repulsion and dispersion attraction as well as full charges on the ions. The LJ potential is

U (r) = 4ε

[(σ
r

)12
−
(σ
r

)6]
, (11)

where ε and σ are the model parameters.

The Madrid model is also fit to aqueous solution and solid properties: the activity coef-

ficients, solution and solid density, and the free energy difference between the solution and

solid. Unlike the other models, the Madrid model uses scaled charges on the ions. This

means that the charge on the Na+ ion is 0.85 and on the Cl− ion is −0.85. The Madrid

model uses the LJ potential for the repulsion and dispersion interactions. Parameters for

all of the investigated models are given in Tables S1 and S2 in the Supplementary Material.

The scaled charges on the Madrid model account for the missing polarizability. In a

simulation of an aqueous system, the dielectric constant of the water model is often lower

than that of real water. For example, SPC/E water has a dielectric constant of 73 at

298.15 K and 1 bar22 as compared to 78.4 of real water.23 To obtain the apparent interactions

between ions in such a system, the charges must be scaled by the difference between the

dielectric constant of the water model and that of real water. The deficiency of many

nonpolarizable water models in predicting the dielectric constant of water is partly due to

their inability to represent the electronic contribution to the dielectric constant.24 This

electronic (or high-frequency) contribution is around 2,25 on the order of magnitude of

the difference between SPC/E water and real water. In a molten salt system there is no

water; however, a nonpolarizable molten salt model will still fail to represent the electronic

contribution to the dielectric constant of the molten salt. This can also be thought of
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as charge transfer between ions. A recent ab-initio molecular dynamics study has found

charges between ±0.84 and ±0.9 on molten alkali halide salts.26 Therefore, the charges of

±0.85 on the Madrid model are still reasonable for a molten salt system. It has been found

that scaled charge models generally have faster (and often more accurate) dynamics but are

worse at predicting thermodynamic properties when compared to nonpolarizable full charge

models.27–29

The RIM models for LiCl, KCl, NaBr, and NaI were also investigated.18,19 These models

use the same functional form and were fit to the same targets as the NaCl RIM model. The

parameters are given in Table S2 in the Supplementary Material.

III. METHODS

Molecular dynamics simulations were used to calculate the entropy and viscosity of the

molten salts with the LAMMPS package.30 These simulations permit the investigation of

properties over a large temperature and pressure range. In addition, both the viscosity and

entropy can be directly calculated from simulations. The chosen temperatures were 1200,

1500, 1800, 2100, and 2500 K, and the chosen pressures were 0.1, 500, and 1000 MPa. At

0.1 MPa, the Madrid model was only simulated up to 1800 K since higher temperatures

begin to approach the model’s vapor-liquid coexistence curve.29

The viscosities of the molten salts were determined using the Green-Kubo method.31 This

method uses the autocorrelation of the pressure tensor to determine the viscosity,

η =
V

10kBT

∫ ∞
0

P (0) : P (t) dt. (12)

The pressure tensor P was stored at every simulation timestep to capture the short-time

behavior of the correlation functions. Autocorrelation functions of the pressure tensor were

calculated from each simulation with 0.5 ps of separation between starting points. The

average of the autocorrelation functions was taken and then integrated as in Eq. 12. For

most simulations, the integral in Eq. 12 converged by 3 ps, so the viscosity was taken as

the average value of the integral with an upper limit between 3-5 ps. For the JC model at

1200 K and 1000 MPa, the viscosity only converged after 5 ps. In this case, the integral

in Eq. 12 was computed up to 7 ps, and the average viscosity was taken from the region

between 5-7 ps.
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The entropy of the molten salts was determined from the chemical potential. The defini-

tion of chemical potential, µ, is the change in free energy F with the number of molecules,

µ =
∂F

∂N
. (13)

If F is the Gibbs free energy the pressure and temperature are held constant for the deriva-

tive in Eq. 13, and if F is the Helmholtz free energy the volume and temperature are held

constant. Approximating Eq. 13 as a finite difference, the chemical potential becomes the

free energy change of inserting one molecule (or ion pair) into the melt:

µ ≈ F (N + 1)−F (N). (14)

The residual chemical potential and residual free energy change are likewise related:

µr ≈ F r(N + 1)−F r(N). (15)

This residual free energy change was determined using the multistate Bennett acceptance

ratio (MBAR) method and thermodynamic integration.32 For the JC and Madrid models,

the residual chemical potentials along the three isobars were taken from Ref. 29.

Since molten salts have strong interactions between ions, the ion pairs had to be inserted

gradually. The dispersion and repulsion interactions were turned on first, followed by the

Coulomb interactions. For the JC and Madrid models, 11 stages were used to scale the

Lennard-Jones interactions and 21 stages for the Coulomb interactions. Soft core interactions

were used for the LJ interactions to avoid adding a discontinuity at r = 0. This soft core

potential is

Uλ = λ2LJ4ε

 1[
0.5 (1− λLJ)2 +

(
r
σ

)6]2 − 1

0.5 (1− λLJ)2 +
(
r
σ

)6
 , (16)

where the insertion stages are λLJ = 0, 0.1, ..., 1 and ε and σ are the parameters for the LJ

interaction. The Coulomb interactions were added by scaling the charges on the ions, q, as

qλ = q
√
λq (17)

with λq = 0, 0.05, ..., 1.

For the RIM models, 16 stages were used to turn on the BMH interactions. The repulsive

component was added first by scaling the parameter A in Eq. 10 exponentially as

Aλ = A
e10λA − 1

e10 − 1
(18)
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with λA = 0, 0.1, ..., 1. The attractive C and D parameters were then added by linearly

scaling them in 6 stages. As for the JC and Madrid models, the Coulomb interactions were

added in 21 stages. The total residual chemical potential is the sum of the free energy

changes between each insertion stage.

For the isobars, the chemical potential was determined using MBAR at the lowest temper-

ature of 1200 K and then thermodynamic integration along the isobar was used to calculate

the chemical potential at the higher temperatures. The residual chemical potential difference

between temperatures T1 and T2 at constant pressure P is

µr(T2, P )

RT2
− µr(T1, P )

RT1
= −

∫ T2

T1

hr(T )

RT 2
dT − ln

T2v1
T1v2

, (19)

where hr(T ) is the molar residual enthalpy at each T , and v1 and v2 are the molar volumes at

T1 and T2 respectively. The integral was calculated using 5-point Gauss-Legendre quadrature

between each temperature of 1200, 1500, 1800, 2100, and 2500 K.

The residual entropy is related to the residual chemical potential by

sr =
hr − µr

T
, (20)

where the residual enthalpy is calculated from the residual internal energy, ur, as

hr = ur + P rv. (21)

The residual internal energy is equal to the potential energy of the interactions in the

molecular simulations. The residual pressure is

P r = P − 2RT

v
, (22)

where the factor 2 is present because there are two separate ions in each monovalent salt

molecule.

The experimental residual entropy is calculated from the values in the NIST-JANAF

tables33 for the ideal gas ions and liquid salt. Since the residual entropy involves comparing

to the ideal gas at the same density rather than at the same pressure, the ideal gas entropy

must be corrected from the NIST-JANAF reference state of 1 bar to the ideal gas entropy

at the experimental density. The residual entropy is therefore

sr = s+− −
[
s◦+ + s◦− + 2R ln

(
P ◦

ρRT

)]
. (23)
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Here, s+− is the entropy of the molten salt, s◦+ is the entropy of the ideal gas cation, and s◦−

is the entropy of the ideal gas anion (all taken from the NIST-JANAF tables at temperature

T ). P ◦ is the reference pressure of s◦+ and s◦−, and is set to 0.1 MPa in the NIST-JANAF

tables. In Eq. 23, the ideal gas entropy of mixing 2R ln (1/2) cancels with the 2P ◦ obtained

from adding the cation and anion partial pressures. The density in Eq. 23 is the density of

the molten salt at T and P and is taken from Ref. 34.

Values of RRos are calculated from Eq. 2 using NVT simulations at each temperature at

the density of the 1200 K, 0.1 MPa state point. The heat capacities are calculated using

the procedure in Ref. 35. For all the molecular simulations, the timestep was set to 1 fs.

The real-space cutoff was set to 1 nm except for the very low density simulations which

used cutoffs up to 5 nm. The particle-particle particle-mesh method was used to account for

the long-range Coulomb interactions, and standard long-range corrections were used for the

dispersion interactions. The viscosity was calculated from a 10 ns simulation in the NVE

ensemble after equilibrating the system to the correct pressure and temperature in the NPT

and NVT ensembles. The MBAR and themodynamic integration simulations were run for

5 ns in the NPT or NVT ensembles (depending on whether the simulation was for a fixed

pressure or density point) using a Nose-Hoover thermostat and barostat. To estimate the

uncertainty of all quantities, five independent simulations were run for each calculation. The

uncertainties are reported in the supplementary material as twice the standard error in the

mean.

IV. RESULTS

The residual entropy and viscosity of the three NaCl models at 0.1 MPa are compared

to experimental results in Figures 1 and 2. The experimental entropy was taken from the

NIST-JANAF thermochemical tables33 and is extrapolated past 1500 K assuming the heat

capacity is constant at the 1500 K value. The uncertainty in the experimental entropy is

expected to be less than 1 J·mol−1·K−1.33 Experimental viscosity fitted to the form of an

Arrhenius equation was taken from Tasidou et al.36 The uncertainty in this correlation is

2.4 %, and it is extrapolated past its upper limit of 1249 K.

The simulations all predict a more negative residual entropy than experiments, with the

Madrid and RIM models predicting similar values closer to experiments than the JC model.
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FIG. 1. Residual entropy of three NaCl models at 0.1 MPa. Uncertainties are comparable to the

size of the symbols. The solid curve represents the experimental values,33 and the dashed curve is

the extrapolation to higher temperatures.

1500 2000 2500
T/K

0.00
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0.50

0.75

1.00

1.25

η/
m
Pa

⋅s

RIM
JC
Madrid
RIM Ref. 16

FIG. 2. Viscosity of three NaCl models at 0.1 MPa. Uncertainties are comparable to the size of

the symbols. The solid curve represents represents the correlation fitted to experiment,36 and the

dashed curve is the extrapolation of the correlation to higher temperatures. Literature data from

Ref. 16 for the RIM NaCl model is also shown.

The good performance of the scaled charge Madrid model for the residual entropy means

that an inaccurate enthalpy is the main cause of the inaccurate chemical potential seen

in previous work.29 For the viscosity, the experimental correlation is only valid in a small

temperature range. In this range, the RIM model performs the best, deviating less than 5 %
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FIG. 3. Correlation coefficient of potential energy and virial for three NaCl models at the density

of the 0.1 MPa, 1200 K simulation: 24.00 mol·dm−3 for the RIM model, 22.96 mol·dm−3 for the

JC model, and 21.58 mol·dm−3 for the Madrid model.

from experiments, while the JC model overpredicts the viscosity by 70 % and the Madrid

model underpredicts it by 15 %. As mentioned earlier, it is not surprising that the Madrid

model has the lowest viscosity due to the scaled charges. The RIM model performs the best

for both residual entropy and viscosity. Unlike the JC and Madrid models, the RIM model

was fit solely to pure salt data, although only using solid phase properties. From Figure 2,

it can be seen that an extrapolation of the viscosity correlation crosses through the data

at higher temperatures. This extrapolation behavior is likely incorrect and indicates that a

stronger theoretical basis for viscosity correlations is needed.

To test the applicability of entropy scaling, values of RRos for the NaCl models were

calculated. As can be seen from Figure 3, RRos is closer to zero than to one, with a maximum

around 0.4. As the temperature increases, RRos increases and should approach 1 at infinite

temperature. This is because repulsive interactions dominate at higher temperatures, and an

inverse power-law repulsion will follow entropy scaling perfectly. A model with exponential

repulsion, such as the RIM, will still approximately follow entropy scaling, with RRos higher

than 0.8 over much of the phase diagram.37 A similar plot of RRos versus temperature at

constant pressure does not show an increase in RRos with temperature. The reason is that

the increase in volume with temperature decreases the repulsive interactions in the system.

At the temperatures of interest for this work, the low values of RRos in Figure 3 indicate
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0.1 MPa 500 MPa 1000 MPa

FIG. 4. Entropy scaling behavior of all three NaCl models. The solid curve represents the scaling

calculated from the experimental correlations,33,36 and the dashed curve represents the extrapola-

tion of the experiments.

that molten salts do not follow isomorph theory, and entropy scaling is not expected to apply.

However, when the reduced viscosity is plotted against the residual entropy, all of the data

from 0.1 MPa to 1000 MPa and 1200 K to 2500 K collapse onto one curve. This entropy

scaling behavior for the NaCl models is shown in Figure 4. The data cover a viscosity range

of two orders of magnitude, from 0.014 to 3.3 mPa·s. The experimental scaling curves are

from the NIST-JANAF tables33 and published viscosity correlations.36 As can be seen, the

data begin to spread out at smaller values of s+. This corresponds to the simulations at

higher temperature and lower densities and is a sign that entropy scaling is beginning to

break down.

To further investigate this behavior, simulations were run at different densities along a

4000 K isotherm. From previous calculations of phase equilibrium, this temperature should

be well above the critical point which is expected to be lower than 3500 K for all of the

models.29 As seen in Figure 5, the residual entropy initially approaches zero as the density

decreases, which is expected since the system becomes more similar to the non-interacting

ideal gas state at low density. However, as the density further decreases, the residual entropy

begins to move away from zero. This is coupled with peaks in the heat capacity and indicates

that ion chains and pairs are forming, as seen in the simulation snapshot in Figure 6. When

plotted on the entropy scaling figure, as in Figure 7, the loop in the residual entropy does not
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FIG. 5. Residual entropy and heat capacity of the three NaCl models along a 4000 K isotherm.

The black dashed line indicates the ideal gas CP , and the colored lines connecting the points are

included to guide the eye.

FIG. 6. Snapshot of the JC model at 4000 K and a density of 0.195 mol·dm−3. The red particles

are Na+ ions and the blue particles are Cl− ions. The sizes of the particles correspond to their

closeness to the front of the three-dimensional cell. The visualization is produced using OVITO.38
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FIG. 7. Entropy scaling behavior of all three NaCl models along a 4000 K isotherm. The

light-colored symbols are the same as in Figure 4. The solid curve represents the experimental

scaling,33,36 and the dashed curve represents the extrapolation of the experiments.

fall back on the same curve as before for the JC and RIM models, indicating that entropy

scaling no longer applies. Entropy scaling has been shown to break down for network-forming

fluids,39 and further support for that is shown by entropy scaling failing more for the full-

charge models which have stronger ion pairing. However, the fact that the reduced viscosity

also increases when s+ does indicates that there is still a link between these properties.

The entropy scaling behavior is very similar for the three NaCl models shown in Figure 4.

The RIM model is systematically above the JC and Madrid models, but by an amount similar

to the uncertainty. These three models cover a range of functional forms and fitting targets

and all fall slightly below the experimental scaling curve. This indicates that some additional

physics, such as polarization, is likely necessary to create a molecular model that is able to

better match experiments.

The entropy scaling behavior of the RIM model for a number of monovalent salts is

shown in Figure 8. The experimental scaling curves are again from the NIST-JANAF

tables33 and published viscosity correlations.36 All of the salts behave similarly to NaCl.

However, there is more scatter between the salts than within each salt. This indicates that

all the simple monovalent salts we have studied approximately exhibit entropy scaling, but

the scaling relationships differ somewhat among the salts. Comparing the experimental

curves at 0.1 MPa to the simulation results at 0.1 MPa shows that the simulations have
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FIG. 8. Entropy scaling behavior of RIM models for different monovalent salts. The solid curves

represent the experimental scalings,33,36 and the dashed curves represent the extrapolations of the

experiments.

slightly more scatter between salts than the experiments. However, Figure 8 suggests that

it could be possible to use the residual entropy to predict the viscosity behavior of an

unstudied monovalent salt within about 10 %. The residual entropy of a molten salt can be

experimentally calculated from an equation of state or estimated from the structure factor.40

V. CONCLUSIONS

The good performance of entropy scaling for molten salt systems is unexpected based

on current entropy scaling theories. This indicates that a strong correlation between the

potential energy and virial is a sufficient but not necessary condition for entropy scaling to

apply. Further theoretical investigation is needed to better understand the applicability of

entropy scaling.

All of the investigated NaCl models were found to have similar entropy scaling, despite

the differences in the models. However, this scaling behavior was not the same as the

experimental entropy scaling, indicating that some physics is missing for molecular models

to better capture experimental dynamic and thermodynamic properties.
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Even without understanding the theoretical basis, the fact that entropy scaling works

for molten salts means that it is possible to develop viscosity correlations valid over much

larger temperature and pressure ranges. These viscosity correlations will need to be coupled

with accurate molten salt equations of state for obtaining the residual entropy. Entropy

scaling breaks down for molten salts as the density becomes low. This breakdown of entropy

scaling is due to the formation of ion pairs and chains, meaning that the fluid is no longer

homogeneous. These conditions are extreme and unlikely to be found in real applications,

but this phenomenon places a limit on the validity of any correlation for viscosity. Future

studies are needed to determine if entropy scaling can be used to correlate other dynamic

properties of molten salts such as diffusivity and ionic conductivity.

VI. SUPPLEMENTARY MATERIAL

The Supplementary Material includes the model parameters, tables of simulation results,

and example simulation input scripts.
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