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ABSTRACT

This paper summarizes the final year of the four-year Text REtrieval Conference Incident Streams track (TREC-IS),
which has produced a large dataset comprising 136,263 annotated tweets, spanning 98 crisis events. Goals of
this final year were twofold: 1) to add new categories for assessing messages, with a focus on characterizing the
audience, author, and images associated with these messages, and 2) to enlarge the TREC-IS dataset with new
events, with an emphasis of deeper pools for sampling. Beyond these two goals, TREC-IS has nearly doubled the
number of annotated messages per event for the 26 crises introduced in 2021 and has released a new parallel dataset
of 312,546 images associated with crisis content – with 7,297 tweets having annotations about their embedded
images. Our analyses of this new crisis data yields new insights about the context of a tweet; e.g., messages intended
for a local audience and those that contain images of weather forecasts and infographics have higher than average
assessments of priority but are relatively rare. Tweets containing images, however, have higher perceived priorities
than tweets without images. Moving to deeper pools, while tending to lower classification performance, also does
not generally impact performance rankings or alter distributions of information-types. We end this paper with a
discussion of these datasets, analyses, their implications, and how they contribute both new data and insights to the
broader crisis informatics community.

Keywords

Emergency Management, Crisis Informatics, Twitter, Categorization, Prioritization, Multi-Modal, Public Safety,
PSCR, TREC

INTRODUCTION

The TREC Incident Streams track was started in 2018 to foster research in assessing, classifying, and notifying
public safety about information posted to social media relevant to emergency, crisis, and disaster response. The
public has an expectation that the public safety community will monitor and respond to social media postings on
common platforms. However, the amount of information the public posts to social media is beyond the ability of the
public safety community to manually monitor in real time during emergencies.

Over the four years of the TREC-IS initiative,1 the track has contributed a dataset of Twitter content and manual
assessment of this content’s types and priorities to the crisis informatics community. Coupling this dataset
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1An overview of the TREC-IS initiative is presented on page 4.
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with participation from numerous international research groups, TREC-IS has also demonstrated a frontier in
state-of-the-art information retrieval systems for crisis informatics. Much of this progress in TREC-IS and crisis
informatics more generally, however, has been limited to text-based information systems despite calls for more
wholistic methods from stakeholders in the disaster response space (Castillo, Peterson, et al. 2021). While
multimodal resources like CrisisMMD (Alam, Ofli, and Imran 2018) now supplement these text-oriented systems
with visual data, limited resources exist to connect this visual media back to information needs, and even fewer
resources support integrating a message’s broader contextual cues like its intended audience and the credentials of
its author. Furthermore, the expense of manually extracting these cues and attributes from crisis-relevant social
media content creates a tension between annotating large volumes of content for a few crisis events or relatively few
messages for many crisis events. TREC-IS has traditionally prioritized assessment across many events at the expense
of fewer assessments per-event, to support evaluation of systems across a wide range of crises, operationalized
either via a conservative initial sampling strategy (McCreadie et al. 2020) or via relatively shallow pooling of
tweets from participant systems (C. Buntain et al. 2021). This pooling approach, however can lead to incomplete
assessment datasets (Voorhees 1998), as important documents might not be shown to assessors; hence if a system
returns these omitted documents, the system will receive no credit for them, introducing error into system scoring.
Likewise, these pools may introduce bias in favor of content that appears in multiple events, as learning frameworks
likely have more training data for such content compared to more crisis-specific messages. In this final year of
TREC-IS, we address these open problems via four main enhancements to the track and associated dataset: release
of more tweets per event, deeper pools of messages for assessment, more detailed assessments of these messages,
and provision of a parallel image dataset:

More Tweets Per Event: To support 2021 and continuing the expanded collections begun in 2020-B, we have
collected larger tweet samples for natural disasters and man-made crises. This collection is enabled through an
agreement with Twitter, and from it, we have released a larger portion of crisis-event samples to the community.
Consequently, the 2021 dataset provides 34,742 tweets on average per event, in contrast to 19,636 in 2020-B and
500 in 2020-A.

Deeper Pools: In 2021, we have assessed more tweets per event, both to improve the robustness of our evaluation
and to evaluate the impact of pool depth on our ability to compare systems (particularly in the top ranks). While
the track had moved to pooling in 2020 to expand the data available for evaluation, depths of these pools were
necessarily shallow to allow for evaluation across 41 crises in two editions; in 2021, however, we have held constant
the 26 crisis events across our two editions (2021-A and 2021-B) and instead extract deeper pools of labeled content
within these fewer crises. As a result, TREC-IS 2021 has produced nearly double the number of labeled messages
per crisis event (averaging 2,555 labeled tweets in 2021 compared to 1,378 in 2020-B, when we first introduced
pooling, and 1,374 per event in 2018-2020). Having more tweets assessed makes the evaluation of systems more
robust as well as creating a more valuable dataset.

More Labels per Tweet: For more detailed assessments of crisis messages in social media, we have expanded
the types of information we solicit from our human assessors. In past iterations of the track, these assessors have
provided information only about the type of information and the priority of content posted during crises. In 2021,
however, we have expanded this set of annotations, chiefly to include assessments of the images shared with crisis
content, intended audience (local or global) and on the author account (whether the account belongs to a politician,
private citizen, news organization, etc.). This inclusion of image data is of particular interest as practitioners have
consistently called for methods that account for visual media shared during crises (Castillo, Peterson, et al. 2021),
as seen in the visually oriented CrisisMMD dataset (Alam, Ofli, and Imran 2018).

Parallel Image Dataset: As part of our collecting additional label categories per tweet, for tweets with images
embedded in them, we characterize the types of these images. The 2021 dataset therefore contains manual
assessments of 7,297 tweets with images. Additionally, to support larger assessments of images in crisis content,
we have collected and released a dataset of all the images associated with the 122 crisis events in the TREC-IS
collection (including events for which we have no manual labels), totalling 312,546 images.

In total, the 2021 editions of this track have released 1,530,856 crisis-related Twitter messages across 47 crises.
Participants from five different research groups have submitted 33 systems (or “runs” in TREC terminology), and
assessment from these systems (after pooling and event down-selection) has produced 66,437 newly labeled tweets
from 26 crises – TREC-IS now cumulatively provides 136,263 unique labeled tweets spanning 98 crisis events.
Analyses of these datasets suggest participant systems in the 2021-A and 2021-B editions are highly correlated,
indicating assessment in our deeper pools broadly maintains rankings, but performance metrics are generally higher
for the shallower pools. Following our detailed per-message assessment, including analysis of authors, intended
audience, and imagery, we find insights about potentially useful contextual information: On average, tweets from
governmental organizations receive higher priority assessments compared to other authors, and content intended for
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local audiences similarly has higher perceived priority than content produced for general audiences. Regarding
imagery, TREC-IS 2021 has produced 10,536 assessments of image-laden tweets, with results showing that tweets
with images receive higher average priority assessments (between medium- and high-priority) compared to text-only
messages, with images of weather forecasts having the highest average priority. Surprisingly, despite work on
damage estimation from social media imagery (e.g., (Alam, Ofli, and Imran 2018)) assessors have rated images of
damage as the lowest priority.

Before diving into these results, however, this paper firsts outlines the TREC-IS initiative and how this final year fits
with extant crisis informatics research, which then continues into a description of substantive changes in TREC-IS
2021. After describing this year’s results and discussing their implications for the space, we then end with a brief
retrospective at the end of the TREC-IS initiative.

Related Work in Crisis Informatics

As crisis informatics has matured, numerous datasets and data resources have become available for study. Early
multi-crisis datasets like CrisisLex (Olteanu, Castillo, et al. 2014) provide crisis content collected through text-based
queries that describe the crisis (e.g., “powerful storms”, “victims”, and others). Many messages in these datasets may
not be relevant to a crisis event, however, as lower-signal query terms like “cleanup” may occur in many irrelevant
messages, so the datasets often require additional filtering. Prior TREC-IS editions have expanded these query-based
methods with human assessors, who label social media content according to the TREC-IS information-type ontology,
so researchers can filter out content tagged as “Irrelevant” – in fact, the first TREC-IS edition in 2018 leveraged
events from the CrisisLex collections as an initial training set to bootstrap the track. Despite these foundations and
their extensions, resources like CrisisLex and early TREC-IS datasets are fundamentally limited, relying only on
these messages’ textual characteristics for both collection and characterization. Studies of stakeholder information
needs in the crisis informatics space demonstrate such text-only views are too narrow, as disaster-response personnel
need information about the multiple modalities and cues in social media (Castillo, Mendoza, et al. 2013), such as
imagery and author identity.

While other datasets do provide thesemulti-modal resources, these sources are either small-scale – such as the Social
Media for Emergency Response and Preparedness (SMERP) initiative (Ghosh et al. 2019) – or focus primarily
on imagery and information needs related to images shared during crises – such as the CrisisMMD multi-modal
dataset (Alam, Ofli, and Imran 2018). Similar to CrisisLex and TREC-IS, the SMERP initiative has released a
dataset of crisis-related social media content around the 2015 Nepalese earthquake, but SMERP departs from these
sources by augmenting this dataset with a collection of images posted alongside crisis-related Twitter messages.
Though the SMERP is therefore multi-modal, its focus on a single event and therefore single event type leaves
questions about how well visual analytics models might generalize to other crisis events – as we know text-based
methods do (C. Buntain et al. 2021). The CrisisMMD dataset, on the other hand, is closer to an ideal multi-modal
collection, as it contains – like SMERP – social media messages and imagery from numerous crisis events, and
these messages/images include human annotations – like TREC-IS. CrisisMMD is also part of a larger initiative
called CrisisNLP, which maintains many datasets related to social media and crises (e.g., Alam, Ofli, Imran, et al.
2020; Alam, Sajjad, et al. 2021). CrisisMMD’s annotations, and many of the datasets in CrisisNLP, focus primarily
on damage assessment, informativeness, and identifying humanitarian needs, however, which may omit other
critical information about the event, such as alerts about new threats, calls for evacuation, or shelter availability (all
elements identified in prior TREC-IS years).

For the 2021 edition of TREC-IS, we have attempted to fill this need for multi-modal crisis data by providing both
the standard information-type and priority annotations that TREC-IS has used in prior editions and more details
assessments of the messages and visual images embedded therein. As a result, researchers can connect the types of
images embedded in, authors of, and audiences for social media messages to the types and criticality of information
in the message, to provide a more wholistic view of how imagery augments the information in a message.

Beyond this need for additional detail about the social media content we have, as the field of crisis informatics
grows, we increasingly need insight about cross-event versus event-specific information. With the above datasets,
collections are either focused on single events (as with SMERP) or broadly cover multiple events (CrisisLex,
CrisisMMD or TREC-IS). While the latter cross-crisis collections might prove more valuable in understanding
general phenomena of crises and social media, these methods prioritize generalizability at the expense of deeper
insights within the crisis events studied. Consequently, understanding content in the “long tail” of an event might
be difficult with systems trained on these general datasets. CrisisLex, for example, has developed a lexicon for
collection across many crises, explicitly prioritizing precision over recall (Olteanu, Castillo, et al. 2014). Likewise,
in pooling-based approaches like that in TREC-IS 2020, the construction of these pools – and therefore evaluation
– relies on identifying messages for which systems have provided “confident” labels. Messages for which systems
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Figure 1. TREC-IS Task Visualization and Concept of Operations

are confident are likely those messages that appear similarly in multiple crises (e.g., location- and sentiment-laden
messages are common in crises), meaning that pooling evaluations may miss content that is unique to particular
crises or event-types, as common, cross-crisis content has more samples and systems can therefore generalize
better. This possibility is particularly concerning in spaces like Twitter, where prior research on the news value
of the platform shows Twitter is better at long-term and long-tail coverage that mainstream news media might miss
(Petrovic et al. 2013). In 2020, we partially addressed this issue by pooling within specific information types, but in
2021, we have sought to enable more event-specific content analysis by doubling the depths of our evaluation pools.

AN OVERVIEW OF TREC-IS

Having established the context for this work, we now turn to an overview of the TREC-IS initiative as a whole.
Prior studies have consistently shown useful, actionable, and critical information about an ongoing crisis is shared
on social media in the lead-up to and aftermath of the crisis (McCreadie et al. 2019; McCreadie et al. 2020; Purohit
et al. 2018). TREC-IS is a data challenge that aims to support the development of tools to extract this actionable
information. To this end, TREC-IS defines a task, to which researchers and practitioners can submit solutions,
where the effectiveness of those solutions can be compared. The core TREC-IS task is to build a system to analyse a
stream of social media posts and assign ‘information type’ and ‘priority’ labels to each, as illustrated in Figure 1.

The role of a data challenge organiser is primarily to create a re-usable and robust dataset and evaluation methodology
that facilities sound evaluation of participant solutions. By doing so, it becomes possible to compare solutions,
identify what strategies are effective, and track progress toward the ultimate goal of building a deployable solution
for the task. However, through the process of dataset construction (usually based on significant human-labelling
efforts), it is often possible to gain additional valuable insights into the task itself.

Below, we provide a brief overview of the mechanics of the TREC-IS track as context and foundations for the
subsequent discussion on changes we have made in 2021. For more details, we refer the reader to the overview
papers for each year of the track: 2018 (McCreadie et al. 2019); 2019 (McCreadie et al. 2020); 2020 (C. Buntain
et al. 2021).

Foundations of the TREC-IS Framework

Crisis-Related Information Types: A core component of the TREC-IS task is the assignment of ‘information type’
labels to each tweet. To support this assignment, the track defines an ontology of 25 information types, shown in
Table 1. Some of these labels represent categories of information that may be of interest to emergency response
officers, such as ‘Reports of Road Blockages’ or ‘Calls for Help’. Other labels represent information that may
be valuable to researchers and practitioners engaged in a variety of other crisis-related tasks: e.g., public-health
surveillance, volunteer coordination, or other support functions, as outlined in the Federal Emergency Management
Agency’s Emergency Support Functions (ESFs).

This ontology is similar to other crisis-related ontologies, as it overlaps with the annotation scheme introduced in
Imran et al. 2016, which itself builds on the scheme used by the United Nations Office for the Coordination of
Humanitarian Affairs. Likewise, this ontology overlaps with the “information type” category in Olteanu, Vieweg,
et al. 2015. The TREC-IS ontology subsumes several of these information types such that the annotations used
herein should be directly applicable to these related annotation schemes as well.
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Based on analysis of this ontology in preceding editions of the track (McCreadie et al. 2020), we have further
tagged six of these information types as “actionable”, or of high importance (based on a ranking of types by
mean message priority): ‘Request-GoodsServices’; ‘Request-SearchAndRescue’; ‘CallToAction-MovePeople’,
‘Report-EmergingThreats’; ‘Report-NewSubEvent’, and ‘Report-ServiceAvailable’.

Table 1. Ontology of High-level Information Types

Measuring Message Criticality: The second component of the TREC-IS task is to assign scores of importance –
or critically – to messages, representing how imperative it is that a given message be seen by emergency response
officer quickly. Hence, for each tweet, participant systems submit a criticality score (a number between 0 and 1),
and this score is later mapped into a discrete criticality label: ‘Low’ (<=0.25), ‘Medium’ (>0.25 & <=0.5 ), ‘High’
(>0.5 & <=0.75 ), or ‘Critical’ (>0.75).

TREC-IS Editions: Each year, TREC-IS issues one or more ‘editions’, wherein participants can submit the output
of their solution(s) – or systems – to the TREC-IS organisers. Each edition has a set of training events and a
set of test events. For training, track coordinators provide a collection of tweets and their respective information
type/criticality labels (typically all events from prior editions). For testing and evaluation, coordinators provide only
the tweet stream, and participants must then produce a set of labels for each tweet in the stream; i.e., the predicted
information types and critically labels. Collectively, TREC refers to the files listing these tweets and their labels as
a ‘run’. The organisers then evaluate each run and return effectiveness scores to each participant.

Evaluating a Run: To evaluate participant systems, we require ground-truth data on information-type and criticality
labels for the above tweets. To create this ground truth, TREC coordinators at the National Institute of Standards
and Technology (NIST) pay human assessors to analyse tweets and assign information-type and criticality labels,
mirroring the TREC-IS task that participants perform. TREC-IS coordinators then calculate each run’s effectiveness
by comparing human labels against the labels produced by the participant solution (see the Metrics section below).

Run Pooling for an Edition: As discussed above, to facilitate the evaluation of a run, we need human assessment
to produce labels for tweets. This assessment process is time-consuming and costly, and given the large volume of
tweets published during large-scale crises, it is impossible to label the whole tweet stream. Since 2020, TREC-IS has
used a pooling strategy to decide what tweets will be labeled (Zobel 1998). Each of these pools is associated with a
particular crisis event, which we construct by selecting a subset of that event’s tweets from each submitted run and
“pooling” them together. To build these subsets, we construct several rankings of tweets in each run, one ranking for
each information type and an additional ranking by priority score. For information types, a ranking is determined
by the participant system’s “confidence” score in the associated label such that the top tweet in the ranking denotes
the tweet-label pair in which the participant run is most confident – where the meaning of “confidence” is left to
the participant. For priority, these rankings correspond to a tweet’s importance such that higher-ranking tweets
receive higher priority scores. From each of these type-confidence and priority-based rankings, we collect the top-𝑘
tweets from the target event into the pool for that run, where 𝑘 denotes this pool’s depth. Taking the union of all the
per-run pools for this event then produces the total pool of tweets from this event that human assessors will review.
In effect, for each event, this pooling strategy creates an ordering of tweets to be assessed, where tweets predicted to
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be of higher priority by multiple systems or have a high probability for particular information types will be assessed
first. These rankings are then divided into 500-tweet blocks for assessment.

Assessment Process: For each event, track coordinators generate 8 assessment blocks (4,000 tweets) from the pool
ranking and assign these blocks to individual assessors. Where possible, one assessor will label all assessment
blocks for an event to maintain consistency. Each assessor has a time-budget for assessment and attempts to label as
many tweets within that time-budget as possible. Blocks are assessed in order based on the pool ranking (higher
ranked first), and within a block, tweets are ordered by time. While budget and time constraints have not allowed
for multiple assessments per tweet, precluding agreement evaluations, this manual assessment has been used
consistently in prior TREC-IS iterations (McCreadie et al. 2019; McCreadie et al. 2020; C. Buntain et al. 2021).

Metrics Once the pooled tweets have been labeled, evaluations for these submitted runs use two main metrics:
Information Feed and Information Priority. Information feed metrics measure performance in terms of information
type categorization. For each tweet, a participant run will have assigned (potentially multiple) information-type
labels, which are then evaluated using standard precision, recall, and F1-score against the human labels, macro-
averaged across the test events. As mentioned previously, not all information types are equally important (i.e.,
messages of sentiment are generally less critical than requests for search and rescue), so we evaluate these metrics
both across all 25 information types and the six actionable information types highlighted above in isolation.
Meanwhile, the information priority metrics evaluate run performance when assigning criticality scores to each
tweet. We compare these predicted criticality scores to assessor-provided categorical labels using both F1 score as a
measure of priority classification (discretizing runs’ scores to the above ‘Low’, ‘Medium’, ‘High’, and ‘Critical’
priority labels) and Pearson 𝑟 as a measure of the correlation between predicted scores and numerically mapped
priority assessments.

Main Conclusions from TREC-IS 2018, 2019, and 2020

As 2021 is the fourth and last year of the TREC-IS initiative, we briefly describe the key organizational aspects and
findings of prior TREC-IS editions, as they provide the foundation for TREC-IS in 2021.

A crucial finding in TREC-IS’s 2018 pilot run and confirmed in the 2019 initiative is that a non-trivial (approximately
10% post-filtering) amount of actionable and high-priority information exists in Twitter during emergency events.
The average priority score for an emergency-related tweet appears relatively stable between low- and medium-
importance across eight years of emergency events (2011-2019) (McCreadie et al. 2020). Further, we identify six
stable “actionable” information types such that tweets with these information-types are consistently perceived to
be of higher-priority than the other types. An analysis of manually labeled tweets and systems participating also
yielded insights into what information is actionable and critical for emergency response officers, as messages that
are perceived as high priority also often contain references to particular locations – in line with Purohit et al. (2018)
– and also include hyperlinks to external information sources.

While results from 2018 focused on the distribution of information within crises, participant-system evaluations
from prior TREC-IS iterations also found that state of the art systems of the time were insufficient for end users’
needs in classifying information type and priority. Participants were relatively effective at identifying news reports
and sentiment, but they struggled to identify critical information like search and rescue requests (McCreadie et al.
2019). To this end, in 2019, we sought to expand training data availability and develop a clearer picture of system
performance and shortcomings. After the 2019 edition, we have found that systems employing neural language
models are increasingly performant compared to traditional learning models (McCreadie et al. 2020). Despite this
trend, performance in identifying actionable information has lagged behind the identifying all relevant information
types, suggesting significant room for improvement remains.

In 2020, TREC-IS expanded its scope to include large-scale public-health emergencies, following the outbreak
of COVID-19. The pandemic has introduced an over-abundance of potential data, and open questions remained
about how approaches to crisis informatics and datasets built on other emergencies could adapt to this new context.
TREC-IS made available 478,110 COVID-related messages and 282,444 crisis-related messages for participant
systems to analyze, of which 14,835 COVID-related and 19,784 crisis-related messages have been manually
annotated. Analyses of these new datasets and participant systems demonstrated first that both the distributions
of information type and priority of information vary between general crises and COVID-19-related discussion.
Secondly, despite these differences, results suggest leveraging general crisis data in the COVID-19 context improves
performance over baselines.
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CHANGES TO TREC-IS IN 2021

In the final year of TREC-IS, we have instituted several changes to gain deeper insights into the types of information
contained in social media during crises and address the gaps outlined above. These changes fall across two major
axes: surfacing more critical content through deeper evaluation pools and expanding the types of attributes requested
from human assessors.

48 New Events with Higher Volume Streams: At the start of 2021, we have released tweet streams for 48
events (TRECIS-CTIT-H-076 to TRECIS-CTIT-H-122), along with their descriptions. These crisis events, names,
event-types, sample sizes, and number of manually assessed tweets are shown in Table 2 (some events also include
redundant labels, as listed in the “# Multi-Labeled” column). Unlike previous years, only a subset of these events
are used to evaluate participant systems. Participants are not told what subset of these events are to be used for
evaluation. Instead, the track requires participants to submit runs containing predictions for all 48 events. Thanks to
an agreement with Twitter for access to their commercial Historical PowerTrack API (distinct from the public APIs
and the new v2 public/academic APIs), we have been able to collect larger samples for each event (typically in
the range of millions of tweets), and collect content from historical events rather than only new or contemporary
crises. This historical collection is clear in the list of TREC-IS events shown in Appendix A, where crisis events in
2020-A/B were limited to 2019 and 2020, as our collection infrastructure could only collect content from these
crises as they happened.

In the same way as TREC-IS 2020, we perform further diversity sampling to filter these high-volume tweet-sets,
de-duplicating the data using locality-sensitive hashing – via the Nilsimsa digest (Damiani et al. 2004) – to filter out
highly similar tweets and retweets. From these filtered sets, the track has released a sample of up to 50,000 tweets
per event to participants.

Table 2. TREC-IS 2021 Events Labelled for 2021-A, 2021-B and the Online Leaderboard (2021-LB).

Two New Editions (2021-A and 2021-B) and a Leaderboard: As with previous years, we have organised
two official editions for the track in 2021, denoted 2021-A and 2021-B along with an additional leaderboard
release. 2021-A uses 7 events for evaluation, which we then augment with an additional 7 events for a public
leaderboard-based evaluation – these additional events are necessary for true held-out test data since 2021-A
assessments are returned to the track participants. 2021-B then uses 26 events, 14 of which are expanded assessments
from the 2021-A and leaderboard events. Crisis events comprising the 2021-A, leaderboard (LB), and 2021-B are
shown in Table 2. Unlike previous years, however, events are shared across these editions. Motivation for this event
sharing is twofold: First, it enables like-for-like comparison of 2020-A systems with 2020-B systems, allowing for
the tracking of progress of systems throughout the year. Second, it allows us to investigate the effect that increasing
the depth of assessment for some events has on system rankings, an important factor when considering dataset
robustness.

Beyond the two traditional TREC-IS 2021 editions, we have released a public leaderboard for the track. This
leaderboard is meant to expand participation and provide a mechanism for ongoing participation after the track
officially ends at TREC. This online leaderboard is hosted at GitHub, and in this new evaluation approach,
participants need only submit pull requests to the official TREC-IS GitHub repository (along with metadata
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describing their submission). The pull request triggers a notification to TREC-IS organizers, and we can quickly
run evaluations using private evaluation data from the 2021-B and leaderboard crisis events. Organizers post
these resulting evaluation metrics to the public leaderboard data file in the GitHub repository. This leaderboard is
available at:

• https://trecis.github.io/

26 New Events Labelled: Following previous years, we have had human assessors manually label tweets for these
events according to the TREC-IS information type ontology, as well as assign criticality labels. As mentioned
earlier, a pooling strategy is applied over the submitted runs to each edition of the track to determine which tweets
will be labeled - focusing on tweets predicted to be of higher priority as scored by multiple runs and/or have a
high confidence score for particular information types. Over the year, we have had 26 of those events labelled by
human assessors, with assessment statistics shown in Table 2. As the last year of the track, we also allocated a
larger assessment budget for 2021, resulting in a markedly larger set of labelled tweets than in previous years (see
Appendix A). In particular, 66,437 unique tweets have been labelled in 2021, which also translates into a higher
number of tweets per-event being assessed (averaging 2,555 labeled tweets in 2021 compared to 1,378 in 2020-B).

Variation in Pool Depth: For 2021, we have re-used the pooling strategy described above but have altered the pool
depths. Following from larger event datasets and an increased number of candidate crises released (approximately
50,000 In both 2021-A and 2021-B across 26 crises), we have started with shallow pools for 2021-A and the
leaderboard, pooling to a depth of 10 tweets per information type and priority per system. This limited depth
has provided approximately 1,500-2,300 messages to evaluate per crisis. To examined pooling depth’s impact
of evaluation, for 2021-B, we have increased pool depth to 20 for a majority of our crisis events, approximately
doubling the volume of evaluated tweets per event.

21 New Categories of Labels Collected: As discussed in the introduction and related work, a crucial gap in
TREC-IS assessment and similar resources concerns limited detail around the context of individual messages.
For example, prior TREC-IS editions (McCreadie et al. 2019) have suggested information about the author of a
message can provide useful insight into the criticality of information and, potentially, its veracity (e.g., content
from a government organization is likely more trustworthy than content from a private citizen). Prior TREC-IS
editions have not recorded such information, however, despite its potential value. As a result, in TREC-IS 2021-A,
we have expanded the set of annotations we ask our assessors to provide with the goal of expanding the contextual
information around these messages. In particular, we have added three new types of assessment information
regarding 1) intended audiences of a particular message, 2) insights about the author writing the message, and 3)
assessments of images associated with the message. These types are detailed in Table 3.

Our inclusion of annotations for imagery shared with crisis-related messaging is intended to shed light on the broad
class of images that appear in crisis content. For example, preliminary studies from data in earlier TREC-IS editions
has suggested infographics and screen shots are quite common, yet the value of such images is unclear. Based on
preliminary analysis and integrating studies like CrisisMMD (Alam, Ofli, and Imran 2018), we have developed a set
of 10 image-related categories that we ask our assessors to include for image-laden tweets. We note here though that
these image labels are associated with the tweet rather than the individual image, as a tweet can contain multiple
images. As such, a single tweet may have multiple relevant image labels. This additional assessment has produced
image labels for 7,297 tweets.

Insight into intended audience and author are meant to provide context about the source and target of this content.
We anticipate content intended for local audiences (e.g., requests for search and rescue, notices about new services,
or calls for evacuation) to be potentially more actionable than content for a more global/general audience (e.g.,
sentiment, news coverage, factoids, etc.). Likewise, the source of a message may provide substantial insight into
its veracity and actionability, as information from government organizations, officials, and journalists likely has
different connotations than content from private citizens or bot-like automated weather reports. These additional
assessments are time-intensive for assessors, however, so we have only included them in the 2021-A round of
assessment. This additional assessment has produced audience labels for 1,021 tweets and author labels for 1,104
tweets.

New Parallel Image Corpus: Finally, to support the inclusion of multi-modal data, and particularly visual media,
into TREC-IS and crisis informatics, we have made available a large-scale collection of images extracted from all
122 TREC-IS events. The vast majority of these images have no labels associated with them but can be used for
unsupervised learning and clustering to evaluate the kinds of images present in crisis-related content. Instead, we
have simply iterated through the sample tweets for every event in our dataset (see Appendix A for this list) and,
where a tweet’s metadata includes image content, we have collected these images. In total, this parallel dataset
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Table 3. Additional Information Type labels collected in 2021

includes 312,546 images, over 40 gigabytes worth of data, and averages 2,562 images per event. Slightly more than
half of these images come from crisis events released in the 2021 data, however, as these crisis have, on average,
much larger samples than earlier TREC-IS releases. This image dataset is publicly available at:

• https://trecis.github.io/datasets.html

RESULTS

Having established the datasets and evaluation methods in TREC-IS 2021, we now turn to substantive questions
around the impacts of more detailed assessment and deeper pools. We divide research questions around these goals
into two segments, first about characterizing these additional manual assessments (RQ1) and second about the
impact of deeper pools (RQ2):

RQ1.1. What are the distributions of different author-, target-audience-, and image-types in crisis data?

RQ1.2. For author-, target-audience-, and image-types in crisis data, which annotations have the highest perceived
priority?

RQ2.1. How do the distributions of information type and priority vary between shallow and deep assessment
pools?

RQ2.2. How correlated are performance metrics and rankings between shallow and deep assessment pools?

RQ2.3. How impacted are per-information-type and per-event performance metrics across depths?

More Detailed Manual Assessments

Figure 2 shows the frequencies of each category type across all the TREC-IS 2021 data. As one may expect,
irrelevant content written by a private citizen for a general audience are the most common types of messages sent.
Of the images shared, visuals of damage are the most common, closely followed by “informative” images and
infographics. Followed by private citizens, content written by news organizations and journalists appear the most
frequent. Tweets with location information – as determined by our human assessors – are similarly the second-most
common types of information shared during the 2021 TREC-IS crises.

For RQ1.2., Figure 3 shows average priority across the various labels. As in prior editions, several of the six
“actionable” information-types exhibit, on average, high priority (MovePeople and SearchAndRescue in particular,
with GoodsAndServices nearly high-priority as well). Two of the three remaining actionable information types
(EmergingThreats and NewSubEvent) are the next highest priority information types, on average, while the last
actionable type – ServiceAvailable – has dropped two spaces, with Official and MultimediaShare types now
exceeding ServiceAvailable.

Moving to differences in intended audience (top-right panel of Figure 3), as one might expect, content that is
intended for local, directly impacted audiences are higher-priority than content for general audiences. When
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Figure 2. Frequency Across Assessment Categories. Irrelevant content written by a private citizen for a general
audience are the most common types of content, as are images of damage. These frequencies represent observed
counts in the data, and not an estimate of a wider population.

evaluating aspects of the message author, no single author characteristic appears to exceed an average of high priority
or higher, though government organizations do seem to be higher on average than other author characteristics.
Interestingly, in the case where the NIST assessor identified that knowledge about the author was useful information
(“Useful” in the figure), those instances were generally higher priority.

When examining messages with images (bottom right of Figure 3), the four highest-priority image labels exceed
the average priority of the top three information types. Specifically, weather-forecast and satellite imagery and
infographics having an average priority exceeding 0.7. As with “useful” author information, images found to
be informative by assessors were likewise nearly high priority, and as shown in Figure 4, tweets without images
are below “Medium” priority (` = 0.4899), whereas tweets with are between “Medium” and “High” priority
(` = 0.6231).

Deeper Evaluation Pools and Their Effects

Official TREC-IS performance metrics are shown in the Supplementary Material, specifically Tables 6 - 8.
Qualitative assessment of those metrics show that no single system exhibits superior performance across all metrics
(though one system does have a lead in the majority of metrics in 2021-B), and evaluations in deeper pools appear
to generally lower absolute performance metrics.

Specific to RQ2.1, we examine distributions of information types and priorities across the 13 crisis events for
which we have sufficient assessments from both shallow and deep pool depths. These 13 events and the number of
assessments in shallow and deep pools are shown in Table 4. Figures 5 and 6 show that differences between these
pools exist chiefly in distributions of priority. Regarding information-types, we see location is consistently the most
common type across pool depths, and requests for search and rescue and reports of clean-up activities are consistently
rare. Calls to action, requests for information, and “actionable” information-types are also consistently rare in both
pool depths, suggesting the deeper pools are not surfacing a different distribution of important information. In fact,
for information-types, the seven most common and seven more rare types of information are the same across pool
depths – though their relative rankings vary slightly.
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Figure 3. Mean Priority Across Assessment Categories. Only calls for search and rescue and for evacuations
consistently receive high-priority assessments.

For priority, surprisingly, we see a decrease in high- and critical-priority content in deeper pools compared to
the shallow pools in 2021-A. Also unexpectedly, the shallow pools in 2021-A have a vastly different distribution
compared to prior TREC-IS tracks, where only about 15% of content was high-priority or higher (or less than half
of the prevalence in 2021-A).

Given the variation in priority across pool depths, depth may likewise impact performance metrics, which would
have implications for generalization in the crisis informatics space. Alternatively, the deeper pools and additional
assessments may uniformly reduce metrics. To examine these possibilities, Figure 7 illustrates performance impact
for information-type classification and prioritization for the top-performing system from each participating team’s
submission prior to July 2021 (𝑛 = 5) – we use only one run per team to avoid biases from highly similar submissions.
Figure 8 likewise shows the scatter plots for all eight metrics across pool depths. Despite the small sample size, we
can assess correlations across pool depths using Pearson’s correlation and Spearman’s rank correlation. In answer
to RQ2.2. about whether the performance metrics across pool depths are correlated, correlation in information-type
F1 classification performance is significant and very strongly correlated across depths (Pearson’s 𝑟 > 0.99). For
prioritization metrics, while correlations are still strong (𝑟 > 0.89), correlation is less consistent than in info-type
categorization. Spearman’s rank correlations in systems’ rankings shows a similar pattern compared to Pearson’s
correlation among the actual metrics, with the exception of “Priority R”.

This variation in efficacy around priority may be driven be the deviation in distributions of priority in the deeper-pool
context. We also see consistency in that the move from messages with “Actionable” types to “All” types results in
an increase in performance – i.e., systems perform better in the “All” context – with the exception of correlations
between predicted priority score and actual priority score.

Lastly, we turn to RQ2.3 and variation in per-information-type and per-event performance. Comparing the x- and
y-axes from Figures 7 and 8 in RQ2.2 suggests participant runs tend to perform worse in the deeper pools as
compared to the shallower pools. To investigate this question, we take the average F1 scores across information-types
and events for the most performant systems for each team as above. For information-types, Figure 9a shows that, for
many cases, performance in the deeper pools suffers, especially in regards to reports of location, sentiment, etc.;
participant runs only outperform the shallow-pool evaluation in seven of the 25 types. Per-event results tell a similar
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Figure 4. Bootstrapped Sample of Mean Priority for Tweets With and Without Images. Tweets with images are, on
average, higher priority.

Table 4. Crisis Events Assessed with Shallow and Deep Pools

story: all events exhibit lower F1 scores in deeper pools, some significantly (exceeding a 95% confidence interval),
such as the difference in the 2020 tornado outbreak event.

DISCUSSION

Connecting Message Attributes and Importance

A key finding from the above results suggests a connection among content intended for local audiences, the presence
of images, and the perceived importance of that content. While interesting in itself and suggestive of future research
questions about identifying intended audiences, we also note the limited correlation between the importance
and source of content. That is, the identity or social position of the author does not appear to greatly influence
the importance of said content. We see large volumes of content from private citizens (who likely outnumber
government and journalistic individuals), but these citizens can be from anywhere, and given the occasional global
interest in crises (e.g., the Nepalese earthquake, terror attacks in Paris, etc.), the population of private citizens far
away from the impacted area is likely relatively much larger. Hence, it is reasonable that private citizens may have
high variance in the importance of their content. Other work has suggested methods for identifying eyewitnesses of
crisis events, which might further separate this broad class of private citizens (Diakopoulos et al. 2012).

Surprisingly, however, accounts with journalistic or governmental roles also appear relatively uncorrelated with
importance. Likewise, images depicting damage, while common, are also assessed as having lower priority despite
the value associated with this type of imagery in the CrisisMMD datasets (Alam, Ofli, and Imran 2018).

An additional observation we note here is that, across these sets of message attributes, we see that the quantity of a
particular class appears inversely related to the perceived criticality of that content. E.g., images of damage are the
most common depiction and yet the lowest average priority, and content from private citizens is similarly lower in
priority. This observation suggests alternate strategies for identifying high-priority content in social media streams
through measuring message similarity. That is, if one can identify outlier messages (i.e., messages that are highly
dissimilar) in a particular class, these outliers may be more likely to contain important information about the crisis.
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(a) Info-Types in shallow (depth=10) pools, as a fraction of all labeled
tweets, 2021-A.
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Figure 5. Fraction of Tweets labeled with Info-Types Across Pool Depths. Prevalence of various information types
appear relatively conserved across pool depths.
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Figure 6. Distribution of Priorities Across Pool Depths. In both cases, we see an increase in content labeled as
critical compared to prior TREC-IS editions, where only 15% of content was labeled as high or critical. Here, we
see approximately between 30-40% of content is high or critical. Across pool depths, however, we see more high-
and critical-level content in the shallower pools. These figures are fractions of the entire dataset.

Redundancy and a Motivation for Summarization Stemming from the relative value of rare content, TREC-IS
in its current form does not address a core issue of duplication in social media streams. Prior research shows social
media contains large volumes of redundant content (C. L. Buntain and Lim 2018; Lin et al. 2016), and providing
disaster management personnel with streams of this largely redundant content, even if all that content comes from
the same information-type class, is not likely to improve their understanding of the event if they must sift through
many repeated messages. Consequently, future efforts in this space should explore methods to collapse these
redundant messages and provide more succint summaries of events to disaster management stakeholders. In this
alternate scenario, where a system extracts particular “facts” about the crisis event – or automatically extracted
points of information about the crisis – and these facts have associated support messages from which the fact was
extracted, if the support around a fact is low, this lack of support may indicate an important message. An alternate
possibility is that these low-support facts are of dubious veracity, and we know veracity is a crucial concern in
the crisis informatics community (and communities around social media more broadly), but as shown in Castillo,
Mendoza, et al. 2013, false rumors tend to have a non-trivial amount of contradicting messages sent in reply to try
and debunk the rumor.

Implications from the Deep End: TREC-IS and Deeper Pools

While the distributions of information types and priorities appears consistent, evaluation in deeper pools tends to
decrease run performance across the submitted systems. As discussed above, these deeper pools are definitionally
comprised of messages in which participant systems are less confident of their labels, so it is perhaps expected
that system performance decreases. Despite this general trend, we find the overall rankings of systems remains
relatively stable in identifying particular types of information shared, and even though prioritization metrics are
less stable, correlations in the shallow and deep pools are still quite strong. To our original motivation for deeper
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Figure 7. Changes in Information-Type and Prioritization Performance Across Pool Depths. Arrows denote the
change in performance moving from shallow to deeper pools. We see all runs experience a decrease in information-
type classification performance, and the majority experience a similar drop in prioritization performance as well.
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Figure 8. Scatter Plots of Evaluations in Shallow and Deep Pools. F1 metrics of information-type exhibit very strong
Pearson’s 𝑟 and Spearman’s 𝜌 (shown in plots) across pools depths. Prioritization, however, has less consistency
across the editions but still maintains significant correlation.

pools, however, the uniform nature of impact on system performance suggests the driver here is endemic to the task
and events and not an issue specific to one or two participant groups. Rather, social media content introduced in
the deeper pools may be more unique, event-specific content. As a result, systems that are trained to generalize
representations of information-types datasets from many different crisis events of several different types may be
fundamentally limited in their ability to correctly label event-specific – or event-type-specific – content. More
research is needed here.

Insights into System Performance: The Value of Multi-Task Learning

Participant runs from the UCD and L3i teams clearly establish a frontier in system performance across information-
type classification and prioritization. In comparison, runs from the NJIT group produce similar performance
metrics in information-type but performance less well in prioritization. In discussions with developers across these
teams at the annual TREC meeting, a common theme has emerged: Runs that treat classification and prioritization
as completely separate tasks perform less well than architectures that integrate the two tasks. Specifically,
high-performing runs from both top-performing teams appear to use some form of multi-task learning, in which
parameters in the deep layers are shared across the classification and prioritization tasks, and the final layers are
replaced for the output task. In contrast, runs from the NJIT team treat information types and priorities as wholly
separate tasks, with no shared structure between them.
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Figure 9. Average Performance Metrics for Information-Type and Crisis Events in Shallow/Deep Pools. Gray
whiskers indicate the 95% standard confidence interval. Results are consistent with an overall reduction in F1 score
across nearly all information types and events when assessed against deeper pools. Exceptions for information types
include weather and news reports, first-party observations, and reports of the original event.

This multi-task learning approach is likely more in line with the reality of the TREC-IS tasks, as we have previously
shown certain information types have higher average priorities. As such, one would expect a shared representation
in the layers of the neural networks across these tasks would be beneficial. Coupling this observation with the
relationships described above between priority, audience, and imagery suggests that these additional factors could
be treated as additional tasks (e.g., audience classification or eyewitness detection), even if the specific task is less
useful than the information-type categorization. In addition, a recurring question for TREC-IS has concerned
whether the priority task adds much value given the “actionable” information-type category; this observation
indicates the priority task may help guide more generalizable representational structure in the learning framework.

THREATS TO VALIDITY

The above analysis raises concerns about the difference seen in the distribution of message priorities in 2021-A’s
shallow pools compared to prior years’ assessments. Specifically, assessments from TREC-IS’s 2021 edition (and
especially 2021-A) show a much larger proportion of content that has a “critical” priority label and a different shape
of low-, medium-, and high-priority content. In previous editions, results show the majority of content is of low
priority, with decaying proportions down to critical messages, which have historically occurred in only about 1% of
messages. In contrast, 2021-A shows a consistent proportion across low-, medium-, and high-priority content and
over 10% receiving a critical rating.

One potential explanation for this divergence from prior years is TREC-IS’s change to its data collection methods:
As the 2021 edition uses Twitter’s enterprise offerings to collect crisis data from retrospective events, the density of
high-priority content that remains on the platform long after a crisis may be higher. Alternatively, a change in the
assessor population, training, or tasking may have impacted assessment, such that assessors’ thresholds for critical
content may have fallen. While we have updated training material for 2021, these updates have mainly focused on
the additional categories of assessment information (e.g., audience, author, etc.), but these additional categories –
which were only present in 2021-A – may have altered assessor perceptions.

In comparing the 2021-A and 2021-B distributions, we see the 2021-B priority distribution better mirrors the
step-wise structure observed in prior years, but we still see a larger proportion of critical content than expected.
Given overlap in the set of assessors in both the 2021-A and 2021-B editions (many of whom had participated in
previous TREC-IS assessments), and 2021-B does not include the more complex author and audience assessments,
this divergence may be more closely related to changes in the underlying data, suggesting this data remains valid.
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CONCLUSIONS

This paper outlines the core dataset and research contributions for the final year of the TREC-IS initiative. These
contributions include datasets from 47 crises – 26 of which contain manual assessments across several categories of
information – and several hundred-thousand crisis-relevant images, 7,297 of which also include labels from manual
assessment. Taken together, these resources should extend the foundation for research into the multi-modal and
context-dependent aspects of crisis informatics, moving us beyond textual dependencies.

Beyond new and larger datasets, this work also contributes new findings to the research community, specifically
around the impacts and values of additional detail and deeper pooling methods for sampling and evaluation.
In particular, our results suggest more nuanced assessments of a message’s intended audience provide useful
information about the priority of that content, and content with images is consistently perceived as higher priority
than messages without images (apparently regardless of information type). As a main takeaway, future efforts could
include this audience characterization as an additional learning task, and given participant results showing the value
of multi-task learning, this additional task may open new avenues for improving information systems for disaster
response personnel and other stakeholders.

Lastly, our evaluation of deeper pools provides additional insights, as they tend to preserve the distributions of
actionable information, especially calls to action and information requests, and overall performance rankings of
participant runs. These points have particularly valuable implications for the reusability of the 136,263-tweet
labeled dataset TREC-IS now provides, as ranking stability suggests pools are sufficiently complete to support
system evaluations, though more research is needed to evaluate reusability questions more thoroughly.

Despite several years of running the TREC-IS initiative and the datasets produced, many open questions remain for
the space. Such questions include fusing data from multiple streams, dealing with redundancy in crisis-related social
media, understanding the veracity of information contained in these streams, and others. In total, we hope coupling
the TREC-IS dataset and our findings with other crisis-informatics datasets and resources (e.g., CrisisMMD,
CrisisLex, etc.) provides a solid foundation for future crisis informatics work that answers these questions.
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APPENDIX A: TREC-IS LABELLED EVENT LIST

Table 5. TREC-IS Events
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APPENDIX B: PARTICIPANT RESULTS

Below, we report the raw results of TREC-IS system evaluations in 2021-A and 2021-B, and unlike previous
iterations, a cross-edition evaluation – possible since the submission data is the same across editions. Numeric
scores are not directly comparable between 2021-A and 2021-B because of differences in evaluation data); rather,
rankings and trends within the metrics and orderings among participant systems are better axes of comparison.

Table 6. 2021-A evaluations of submitted runs under the v3.1 evaluation script. For each metric, higher is better.
Bolded numbers are maximal over the full column. No single system exhibits superior performance across all
metrics, though the ucdcs-run3 system has the highest performance in the most metrics.
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Table 7. 2021-B evaluations of submitted runs under the v3.1 evaluation script. For each metric, higher is better.
Bolded numbers are maximal over the full column. No single system exhibits superior performance across all
metrics.

Table 8. Evaluations of submitted runs using all 2021 data under the v3.1 evaluation script. For each metric, higher
is better. Bolded numbers are maximal over the full column. No single system exhibits superior performance
across all metrics, though the ens system submitted on 18 October has the highest performance in the most metrics.
NOTE: Systems submitted earlier in the year were at a disadvantage, as a partial set of labeled data from the
2021-ALL dataset was released over the summer to support the leaderboard.
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