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   Abstract—We present the development of a bias compensating
reinforcement  learning  (RL)  algorithm  that  optimizes  thermal
comfort (by minimizing tracking error) and control utilization (by
penalizing setpoint deviations) in a multi-zone heating, ventilation,
and  air-conditioning  (HVAC)  lab  facility  subject  to  unmeasur-
able  disturbances  and  unknown  dynamics.  It  is  shown  that  the
presence  of  unmeasurable  disturbance  results  in  an  inconsistent
learning equation in traditional RL controllers leading to param-
eter estimation bias (even with integral action support), and in the
extreme  case,  the  divergence  of  the  learning  algorithm.  We
demonstrate  this  issue  by  applying  the  popular  Q-learning  algo-
rithm  to  linear  quadratic  regulation  (LQR)  of  a  multi-zone
HVAC  environment  and  showing  that,  even  with  integral  sup-
port,  the  algorithm exhibits  bias  issue  during the  learning phase
when  the  HVAC  disturbance  is  unmeasurable  due  to  unknown
heat  gains,  occupancy  variations,  light  sources,  and  outside
weather  changes.  To  address  this  difficulty,  we  present  a  bias
compensating learning equation that learns a lumped bias term as
a  result  of  disturbances  (and possibly  other  sources)  in  conjunc-
tion  with  the  optimal  control  parameters.  Experimental  results
show  that  the  proposed  scheme  not  only  recovers  the  bias-free
optimal control parameters but it does so without explicitly learn-
ing  the  dynamic  model  or  estimating  the  disturbances,  demon-
strating the effectiveness of the algorithm in addressing the above
challenges.
    Index Terms—HVAC  control,  optimal  tracking,  Q-learning,  rein-
forcement learning (RL).
  

I.  Introduction

A  promising approach to making a building both comfort-
able  for  occupants  and  energy  efficient  is  through  opti-

mal  control  of  the  heating,  ventilation,  and  air  conditioning
(HVAC) system [1]. Optimal control of HVAC systems is of
practical  significance  to  our  society  as  people  spend  almost
85% of  their  time inside buildings [2].  Buildings account  for

around 76% of electricity consumption in the US [3]. Optimal
control  theory  provides  a  framework  for  the  design  of  con-
trollers  that  meet  the  prescribed performance  and cost  objec-
tives.  Optimal  controllers  such  as  model  predictive  control
(MPC)  are  popular  in  HVAC  controls  even  though  they
involve  a  complex  design  process  that  requires  reasonably
accurate  HVAC  models  and  an  estimate  of  external  distur-
bances [4].

Recently, particularly in the last five years, the HVAC con-
trols  literature  has  shifted  to  artificial  intelligence  (AI)-based
approaches  [5]  to  designing  optimal  controllers.  The  frame-
work  of  reinforcement  learning  (RL)  is  an  AI-based  optimal
decision making paradigm and is  considered one of the three
pillars  of  machine  learning  (ML),  with  the  other  two  being
supervised  and  unsupervised  learning  [6].  RL  is  a  promising
candidate  in  HVAC  controls  because  of  its  ability  to  learn
optimal  control  policies  without  solving  a  traditional  model-
based  optimization  problem  [7].  Compared  to  tuning  based
proportional-integral-derivative  (PID)  control  [8]  and  ML-
based  system  identification  approaches,  model-free  RL  is  a
direct  adaptive  control  approach  that  learns  the  optimal  con-
trol  actions  without  learning  the  underlying  system  models
[9].  Thus,  model-free  RL  control  is  different  from  the  two-
step  learning  based  MPC  approaches  that  perform  optimiza-
tion based on the learned model.

RL-based  HVAC  control  literature  has  been  growing
recently  at  different  levels  of  control,  ranging from the  com-
ponent-level  control  [10]–[12]  to  system-level  control
[13]–[15]. A comprehensive review of recent studies has been
carried out  in [16].  While there is  significant  development in
RL control  literature  to  handle  nonlinear  problems  with  con-
straints  [17],  a  drawback  with  model-free  RL is  that  optimal
decision making tends to be a completely blackbox operation
and  does  not  take  advantage  of  the  physical  insights  of  the
HVAC  system.  As  a  result,  the  learning  process  tends  to  be
long and the resulting control lacks intuition [10], [18]. Early
applications  of  RL  in  HVAC  controls  have  demonstrated
decent  control  performance  at  the  expense  of  significantly
long learning times [19], [20]. In [21], a comparison of black-
box RL based HVAC control with on-off and Fuzzy-PD con-
trol  showed that  while  RL outperforms (in  thermal  comfort),
the  exhaustive  exploration  require  long  training  periods  and
inadvertently limit the performance gains. To address this dif-
ficulty,  some  researchers  have  explored  reduced  dimensional
approaches  to  accelerate  learning  [22]–[24].  Event-based
approaches  have  also  been  proposed  towards  reducing  learn-
ing  times  [25].  Physical  insights  of  the  system  can  provide
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valuable  information  about  the  structure  of  the  control  prob-
lem.  The  idea  of  incorporating  partial  knowledge  of  HVAC
dynamics  with  RL  has  been  considered  recently  [26],  [27].
One  of  the  main  reasons  for  the  success  of  traditional  PID
control  is  that  the  adjustment  of  control  parameters  is  trans-
parent.  However,  it  does  not  have a  formal  design procedure
to optimize a prescribed objective function. On the other hand,
optimal control methods such as the linear quadratic regulator
(LQR)  solve  an  optimization  problem  involving  some  user-
defined cost function. RL has been successfully used to solve
this  kind of  optimal  control  problem.  Distributed  multi-agent
techniques are also being incorporated in RL that continue to
enhance its innate capabilities [28].

Model-free  learning  approaches  based  on  RL  have  been
proposed  to  solve  optimal  control  problems involving  distur-
bances.  Two  recently  popular  model-free  optimal  control
approaches  to  addressing  disturbance  rejection  involve  inte-
gration  of  these  learning  methods  with  the  frameworks  of
game theory [29] and output regulation [30].  Zero-sum game
formulations  have  been  presented  in  [31],  [32].  Inverse  RL
extensions  of  these  game  theory  based  disturbance  rejection
designs  have  also  been  recently  proposed  [33],  [34].  One  of
the  key  difficulties  in  the  treatment  of  disturbances  in  the
mentioned  frameworks  is  that  the  disturbance  is  generally
assumed  to  be  measurable  to  prevent  any  mismatch  in  the
learning equation with respect to the system dynamics [29]. If
not  taken  into  account,  the  unknown  disturbance  leads  to  an
inconsistent learning equation, which ultimately leads to esti-
mation bias and could potentially render the closed-loop sys-
tem unstable.

In this  paper,  we address  the issue of  unmeasurable distur-
bances that are a potential cause of bias (and even instability)
in  the  control  estimates  for  a  multi-zone  experimental  lab
facility.  It  is  shown  that  the  RL  algorithm  learns  control
actions that meet a prescribed optimality criterion. A range of
design  considerations  have  been  employed  for  the  practical
realization  of  the  proposed  scheme.  This  includes  reducing
learning times compared to the blackbox RL methods without
requiring  simulated  data  sources.  Real-world  implications  of
different  excitation  signals  for  satisfying  RL  exploration
trade-off  and  role  of  numeric  solvers  in  the  development  of
the proposed algorithm are discussed.

The  main  contributions  of  this  work  are  as  follows.  We
present the design and implementation aspects of a novel bias
compensating  reinforcement  learning  algorithm  in  a  multi-
zone  commercially  equipped  HVAC  testing  facility  at  the
National  Institute  of  Standards  and  Technology  (NIST).
Industrial HVAC systems are a great candidate for harnessing
the  capabilities  of  such  AI  algorithms  given  the  significant
impact  buildings  have  on  our  energy  footprint.  This  work  is
motivated by the need to accelerate the mainstream industrial
acceptance of such learning-based optimal control algorithms
in  commercial  settings  by  presenting  various  implementation
aspects  that  are critical  to the realization of  these algorithms.
We  believe  our  work  is  one  of  the  few  experimental  studies
that  consider  a  critical  phenomenon  of  disturbance-induced
bias  found  in  RL  control  literature,  which  we  address  by

enhancing  the  learning  equation  and  introducing  a  bias  com-
pensation  mechanism.  Our  study  shows  that  the  bias  issue,
which  could  lead  to  suboptimality  and  instabilities,  could  be
prevented  by  taking  the  presented  measures,  without  requir-
ing model identification and disturbance estimation stages.

The rest of the paper is organized as follows. Section II pro-
vides a control formulation for the zone-level HVAC control.
Section III presents the design of a disturbance compensating
Q-learning algorithm. Section IV describes the testing facility
and details of the experimental setup. Implementation aspects
and results of the study are presented in Section V. Section VI
concludes the paper.  

II.  Problem Formulation

We formulate the zone-level control problem into a mathe-
matical form that is tractable by the structured RL controller.
Note that the learning algorithm itself requires the knowledge
of  neither  the  zone  model  parameters  nor  the  unmeasureable
load  disturbances.  Instead,  it  learns  the  optimal  parameters
within  the  control  structure  introduced  in  the  following  sub-
sections.  

A.  Zone Dynamics
We  consider  a  zone  model  that  captures  the  level  of  com-

plexity required for our design objective, which is to regulate
zone  thermal  comfort  based  on  a  prescribed  weighted  track-
ing  error  and  setpoint  deviations  of  the  equipment.  For  this
purpose,  we  adopt  the  following  standard  dynamic  model  of
an HVAC zone based on ordinary differential equations [35]:
 

dTz

dt
=

fsaρaCpa

Cz
(Tsa−Tz)+2

Uwew Awew

Cz

(
Twew −Tz
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Uwns Awns

Cz

(
Twns −Tz

)
+

q
Cz

dTwew
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Uwew Awew

Cwew

(
Tz−Twew

)
+

Uwew Awew

Cwew

(
To−Twew

)
dTwns

dt
=

Uwns Awns

Cwns

(
Tz−Twns

)
+

Uwns Awns

Cwns

(
To−Twns

)
.

x = [Tz

Twew Twns ]
T u = Tsa

d = [To q]T

Table I contains a description of the variables and constant
parameters.  The  above  zone  model  can  be  represented  in  a
compact  matrix  form  by  defining  the  state  vector 

,  the  control  input ,  and  the  disturbance
vector . The resulting state-space model is
 

dx(t)
dt
=Ax(t)+Bu(t)+Dd(t). (1)

The  state-space  model  in  (1)  needs  to  be  discretized  (in
time) for digital implementation as well as due to the discrete
nature  of  the  reinforcement  learning  algorithm  considered  in
this  paper.  The  standard  Euler  discretization  method  can  be
used to obtain the following discrete-time state-space model:
 

xk+1 = Axk +Buk +Ddk (2)

A = eATs B =
r Ts

0 eAτdτB D =r Ts
0 eAτdτD Ts

in  which k is  the  discrete-time  index,  and  the  discretized
matrices  are  computed as ,  and 

,  with  being  the  sampling  period.  The  dimen-
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sions of the matrices in (2) are compatible with dimensions of
the variable definitions in (1).  

B.  Control Structure
We are interested in maintaining thermal comfort for which

we use the temperature tracking error,
 

ek = Tzk −Trk

Trk

u∗k = T ∗sa

limk→∞ ek = 0

as a metric, where  is the reference temperature. The goal is
to  find  an  optimal  control  setpoint  for  the  actuator
(air  handling  unit  or  the  variable  air  volume (VAV) box–see
Section  IV)  that  guarantees  asymptotic  temperature  tracking,
i.e., ,  while  minimizing  a  quadratic  cost  func-
tion of the form,
 

J =
∞∑

i=0

(
Qee2

i +Rũ2
i

)
(3)

Qe ≥ 0 R > 0

ũk = uk −uss
uss

where  and  are  the  scalar  weights  that  penalize
the temperature error as a measure of thermal comfort and the
setpoint deviation with respect to steady-state  (as
a  measure  of  control  effort),  respectively,  with  being  the
steady-state  setpoint  for  the  supply  air  temperature  or  the
VAV box.

wk

We adopt  a  standard  proportional  integral  control  structure
that  we eventually  want  the RL algorithm to learn.  Note that
the choice of such a structure is not a restriction for the rein-
forcement learning algorithm. For instance, instead of follow-
ing  a  proportional  integral  structure,  we  can  employ  other
structures such as feedforward control. To this end, we intro-
duce a new state  that accumulates the tracking error, which
is  the  discrete-time  equivalent  of  the  integral  action  used  in
the continuous-time setting. Based on this new state, we form
the following augmented system: 

xk+1 = Axk +Buk +Ddk

wk+1 = wk + ek (4)

Xk = [xT
k wT

k ]T
which  can  be  represented  compactly  in  terms  of  the  aug-
mented state vector ,
 

Xk+1 = ĀXk + B̄uk + D̄dk + R̄rk (5)
rk = Trk

Ā, B̄, D̄
where  is  the  zone  reference  setpoint,  as  defined  ear-
lier and the matrices  and  can be readily obtained from
(4). The cost function for this augmented formulation follows
from (3) as:
 

J =
∞∑

i=0

(
X̃T

i QX̃i+ ũT
i Rũi
)

(6)

Q =
[
CT QeC 0

0 Qw

]
C = [1 0 0] X̃i = Xi−Xss

Xss

where ,  and  for

some steady-state . For problems in (5) and (6), there exists
a unique optimal controller given as
 

u∗k = −(R+ B̄T P∗B̄)−1B̄T P∗ĀXk = −K∗Xk (7)

P∗where  is  the  unique  positive  definite  solution  to  the  alge-
braic Riccati equation (ARE) [36],
 

ĀT PĀ−P+Q− ĀT PB̄(R+ B̄T PB̄)−1B̄T PĀ = 0. (8)
Qw

Qw

Note  that  the  weight  is  included  to  weigh  the  integral
(summation) of the error. This weight penalizes the deviation
of  the  integral  (summation)  state  relative  to  a  steady-state.
Since the integral (summation) introduces an unstable mode in
the  closed-loop  system,  needs  to  be  positive  definite.  A
detailed  derivation  of  this  optimal  controller  can  be  found in
[37].  

III.  Bias Compensating Reinforcement
Learning Controller

The  previous  section  introduced  a  control  structure  for  the
HVAC zone dynamics. However, the control design involves
the  knowledge  of  zone  dynamics,  which  are  generally  not
available.  The  traditional  approach  to  dealing  with  such  a
design problem is to employ system identification or adaptive
control  techniques.  Unlike  these  approaches,  reinforcement
learning has the potential  to directly learn the control  actions
or a control structure (as is the case in this work) based on a
prescribed  optimality  criterion.  In  this  section,  we  are  inter-
ested in employing reinforcement learning to learn the control
structure that we introduced in the previous section. In partic-
ular,  we employ a  disturbance  compensated  Q-learning algo-
rithm that was developed in our recent work [37].  

A.  Reward Function
A  critical  part  of  the  design  of  the  reinforcement  learning

controller is the suitable choice of a reward (or penalty/utility)
function.  The long term cost  is  evaluated based on this  func-
tion. Since the long term cost cannot be known a priori (as the
zone  dynamics  are  unknown),  the  instantaneous  reward
obtained from the reward function is primarily used to drive a
reinforcement  learning  algorithm  towards  learning  the  opti-
mal  control  policy.  The  optimal  policy  learned  from  a  rein-

 

TABLE I 

Nomenclature

Symbol Description

Awew m2Area of East/West walls ( )

Awns m2Area of North/South walls ( )

Cpa kJ/kgCSpecific heat of air ( )

Cwew kJ/CThermal capacitance of East/West walls ( )

Cwns kJ/CThermal capacitance of North/South walls ( )

Cz kJ/CThermal capacitance of the zone ( )

fsa m3Volume flow rate of the supply air ( )

q WHeat gain from occupants, lights, doors (Watts) ( )

To COutside temperature (degrees Celsius) ( )

Tsa CSupply air temperature (degrees Celsius) ( )

Twew CTemperature of the East/West walls (degrees Celsius) ( )

Twns CTemperature of the North/West walls (degrees Celsius) ( )

Tz CTemperature of the zone (degrees Celsius) ( )

Uwew W/m2CHeat transfer coefficient of East/West walls ( )
Uwns W/m2CHeat transfer coefficient of North/West walls ( )
ρa Kg/m3Density of air ( )
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forcement  learning  algorithm  corresponds  to  a  particular
choice  of  reward  function.  As  a  result,  the  reward  function
should be able to capture the essence of the control objective
we  are  to  address.  The  reward  function  used  for  learning  a
predefined control structure based on the optimal control for-
mulation can be readily obtained from the cost function J. For
our particular integral  (summation) based control structure,  it
is the instantaneous quadratic cost of the thermal performance
and the control utilization,
 

Rk = XT
k QXk +uT

k Ruk (9)
where  the  thermal  comfort  is  weighted  by  the  augmented
matrix Q as defined earlier. Note that the weight R remains the
same as before as it  is  not  affected by the augmentation pro-
cess.  

B.  Disturbance Compensated Q-Function
In this work we have considered Q-learning as our primary

RL algorithm owing  to  its  model-free  capability  and  its  suc-
cess in learning optimal controllers. Most of the learning algo-
rithms in RL control literature that address disturbance rejec-
tion involve measurement (and even manipulation) of the dis-
turbance during the learning phase. In our problem setting, the
disturbances result from various sources of heat gain and out-
side  temperature  variations.  As  a  result,  measurement  of  the
disturbances  is  generally  not  available.  It  was  shown  in  our
recent work [37] that these disturbances, if not accounted for,
can result  in bias in the control policy learned from the stan-
dard Q-learning algorithm. Employing the dynamics (5) in the
following definition of a Q-function [38]:
 

QK = XT
k QXk +uT

k Ruk +VK(Xk+1) (10)

VK(Xk+1) = XT
k+1PXk+1where  is  the  quadratic  value  function.

Substituting it, along with (5), in (10) results in
 

QK =


Xk

uk

rk


T

Q+ ĀT PĀ ĀT PB̄ ĀT PR̄

B̄T PĀ R+ B̄T PB̄ B̄T PR̄

R̄T PĀ R̄T PB̄ R̄T PR̄



Xk

uk

rk


+2XT

k ĀT P̄D̄dk +2uT
k B̄T P̄D̄dk +2rT

k B̄T P̄D̄dk

+dT
k D̄T P̄D̄dk

∆
= (z′k)T H′z′k +2XT

k ĀT P̄D̄dk +2uT
k B̄T P̄D̄dk

+2rT
k B̄T P̄D̄dk +dT

k D̄T P̄D̄dk (11)
dk

dk

where the last four terms involving the unmeasurable signal 
result in an estimation bias. To address this difficulty, we pre-
sented a Q-learning algorithm with disturbance compensation
that  prevents  the  bias  from  occurring  during  the  learning
phase.  The  motivation  for  introducing  the  bias  compensating
term follows  from the  bias  effect  itself,  which  is  induced  by
the  terms  containing  the  unmeasurable  disturbance  in  the
above Q-function. Therefore, augmenting the regular Q-func-
tion  with  a  bias  factor c compensates  for  the  missing  distur-
bance term and prevents an estimation bias from occurring in
the  rest  of  the  terms.  This  involves  the  design  of  the  follow-
ing Q-function with a bias compensation term: 

QK =


Xk

uk

rk

c


T


Q+ ĀT PĀ ĀT P̄B̄ ĀT PR̄ b1

B̄T PĀ R+ B̄T PB̄ B̄T PR̄ b2

R̄T PĀ R̄T PB̄ R̄T PR̄ b3

bT
1 bT

2 bT
3 b4



Xk

uk

rk

c



∆
=


Xk

uk

rk

c


T

HXX HXu HXr b1

HuX Huu Hur b2

HrX Hru Hrr b3

bT
1 bT

2 bT
3 b4



Xk

uk

rk

c


= zT

k Hzk (12)
H∗∗where the sub-matrices  are defined in terms of the system

and cost matrices as they appear in the preceding matrix. The
factor c is  a  bias scaling factor,  a  virtual  factor introduced to
mimic the bias  effect.  Interested readers  can refer  to  [37]  for
the details of this kind of Q-function. It is worth pointing out
that  the Q-function above has a  well  defined quadratic  struc-
ture that corresponds to the choice of control structure we pre-
sented in Section II-B. The Q-function provides a measure of
the long term cost of following a certain control policy given
the zone dynamics. As the zone dynamics are not known, a Q-
learning algorithm is used to learn the Q-function and improve
the control policy based on the estimated Q-function.  

C.  Q-Learning Algorithm
In this section, we present an iterative Q-learning algorithm

that provides estimates of the quadratic structured Q-function
defined  in  (12).  The  iterative  algorithm  is  based  on  a  policy
iteration algorithm found in the reinforcement learning litera-
ture  [39].  Unlike  the  standard policy iteration based Q-learn-
ing  algorithm  [38],  this  algorithm  seeks  to  learn  the  optimal
policy  subject  to  the  unknown  load  disturbances  that  act  on
the zone (see [37] for a comparison). The Q-learning equation
is a key equation that is  used to learn the Q-function and the
optimal policy, and is given as follows:
 

zT
k Hzk = XT

k QXk +uT
k Ruk + zT

k+1Hzk+1. (13)

Algorithm 1 Disturbance Compensating State Feedback Q-Learn-
ing Policy Iteration Algorithm

input: input-state data
H∗output: 

u0
k = −K0Xk + νk

νk j = 0

1: initialize. Select  a  stabilizing  initial  policy  with
 being an exploration signal. Set the iteration index .

u0
k L ≥ l(l+1)/2

(Xk ,uk ,rk)

2: acquire  data. Apply  input  to  collect  datasets  of
.

3: repeat
4:　　policy evaluation. Determine the least-squares solution of

 (
H̄ j
)T

(z̄k − z̄k+1) = XT
k QXk +uT

k Ruk .

5:　　policy improvement. Determine an improved policy as
 

K j+1 = (H j
uu)−1

(
H j

uX

)
.

j→ j+16:　　Increment index ∥∥∥K j −K j−1
∥∥∥ < ε ε > 07: until  for some small .
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H̄

Algorithm  1  is  a  policy  iteration  Q-learning  algorithm  for
the  zone-level  HVAC  control.  This  is  essentially  a  two-step
procedure. In the policy evaluation step, we use the key equa-
tion  (13)  to  solve  for  the  unknown  vector .  In  the  policy
update  step,  we  perform  a  one  step  policy  improvement  that
essentially  minimizes  the  value  of  the  Q-function  estimate
obtained  in  the  policy  update  step.  These  two  steps  are
repeated  until  the  convergence  criterion ε is  met.  Interested
readers  can  refer  to  [37]  for  the  convergence  proof  of  this
algorithm.  

D.  Solvers for the Bellman Equation

H̄
H

A critical step in the Q-learning algorithm is the evaluation
of the policy value by estimating the Q-function. In our prob-
lem,  this  involves  estimating  the  matrix H (as  vector  with
repeated entries of  removed) by solving the Bellman equa-
tion (13). While the Bellman equation is linear in terms of the
unknown,  it  is  underdetermined.  Solvers  such  as  batch  least-
squares (LS) and recursive least-squares (RLS) are commonly
employed  to  solve  the  Bellman  equation.  In  this  study,  we
compare  the  LS  and  RLS  solvers  to  see  the  variation  in  the
estimates caused by the solvers.

L ≥ l(l+1)/2
(Xk,uk,rk) Φ ∈

Rl(l+1)/2×L Υ ∈ RL×1

For  the  batch  least-squares  solver,  we  collect 
data  samples  of  to  form  the  data  matrices 

 and , defined as
 

Φ =
[

z̄k−L+1− z̄k−L+2 z̄k−L+2− z̄k−L+3 · · · z̄k − z̄k+1
]

Υ =



XT
k−L+1QXk−L+1+uT

k−L+1Ruk−L+1

XT
k−L+2QXk−L+2+uT

k−L+2Ruk−L+2

...

XT
k QXk +uT

k Ruk


z̄where  is the quadratic basis. Then, the least-squares solution

of (13) is given by
 

H̄ j =
(
ΦΦT

)−1
ΦΥ (14)

H̄ j jth H̄
uk = −KXk Xk

uk

where  is the  estimate of the unknown vector . Since
,  which  is  linearly  dependent  on ,  (14)  will  not

have a  unique solution,  which is  required for  convergence to
the optimal parameters. To overcome this issue, an excitation
noise is added (only during the learning phase) in  to guar-
antee a unique solution to (14), that is, to ensure the satisfac-
tion of the following rank condition:
 

ρ(Φ) = l(l+1)/2. (15)
ukIt is worth noting that the excitation in  will not be able to

manipulate  the  bias  scaling  factor c.  However,  this  factor  is
readily  adjustable,  for  example,  by  selecting  a  different  con-
stant  at  consecutive  intervals.  This  will  prevent  zero  entries
from appearing in the regression vector and ensure the above
rank condition is satisfied. Clearly, the rank condition (15) is
necessary  to  obtain  the  optimal  solution,  which  is  a  unique
solution to the least-squares problem (14).

Recursive  least-squares  is  mainly  used  to  facilitate  online
implementation  of  the  least-squares  solver.  In  this  work,  we
have  considered  the  following  recursive  least-squares  imple-
mentation: 

Ek(i) = Rk −ΦT
k (i)H̄(i−1) (16)

 

H̄(i) = H̄(i−1)+
Pk(i−1)ΦkEk(i)

1+ΦT
k Pk(i−1)Φk

(17)

 

Pk(i) = Pk(i−1)−
Pk(i−1)ΦkΦ

T
k Pk(i−1)

1+ΦT
k Pk(i−1)Φk

Pk(0) = P0 (18)
P0 = βI β > 0 Φk = z̄k − z̄k+1where  for  some  very  large  and .

The convergence of the algorithm is established under the per-
sistence of  excitation (PE)  condition [40],  which assures  that
the data is sufficiently rich [41]. This PE condition is met by
injecting  exploration  noise  in  the  control  signal  during  the
learning phase.  

IV.  Test Facility And Experimental Setup

12.8◦ 55◦

The  Intelligent  Building  Agents  Laboratory  (IBAL),  as
shown in Fig. 1,  was  designed  to  emulate  the  HVAC system
and building loads in a small commercial building, but we uti-
lized  only  a  small  portion  of  the  facility  for  this  study  (see
[42]–[45] for details of the IBAL). Table II shows the specifi-
cations  of  the  key  equipment  with  labels  corresponding  to
Fig. 1. Fig. 2 shows most of the air system in the IBAL; D is a
damper, which helps control how much air flows through each
branch of  the  system.  AHU1 and AHU2 are  the  air  handling
units that take air from outside and from the zones (recircula-
tion  air)  and  condition  it  for  use  in  the  zones,  i.e.,  cool  and
dehumidify.  Each AHU conditions  air  for  two zones,  but  the
two  zones  do  not  necessarily  have  the  same  cooling  require-
ments. The VAVs allow for the common AHU air to be modi-
fied  for  the  specific  zone  by  modulating  the  airflow  rate
and/or reheating the air from the AHU. So, one of the control
decisions in a commercial AHU-VAV system is the tempera-
ture  of  the  air  supplied  to  the  zones.  For  this  study  we  con-
trolled the temperature entering the VAV (from the AHU) to
approximately C ( F) and then used the electric heater
in  the  VAV to  generate  the  specified  setpoint  temperature  of
 

2

Air Handling Units Condensing Loop

VAV Boxes

Zone Simulators

Thermal StorageChillers

Outdoor Air Unit

5

3

4

76

1

 
Fig. 1.     An overview of the Intelligent Building Agents Laboratory (IBAL).
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the air  entering the zone.  This target  setpoint  is  generated by
either a manually tuned PI controller or by the RL algorithm.
This  is  not  exactly  how the  controls  work  in  a  real  commer-
cial building, but we chose this simplified approach as a proof
of concept for the RL control algorithm.

Tsa,SP
Tz,SP

Tz

Tsa Tsa,SP
Tsa,SP

The basic feedback loop involving the RL controller and the
VAV-Zone  subsystem  is  shown  in Fig. 3.  The  setpoint  tem-
perature downstream of the VAV, , is determined based
on the error between the zone setpoint temperature, , and
the actual zone temperature, .  The VAV heater has its own
local PI loop (not shown) running at a faster rate compared to
the RL loop that controls the heater to bring the actual temper-
ature, , closer to . The RL algorithm learns the gains
for the controller that calculates .
 

VAV
Damper Heater Heater

Humidifier

Disturbance

Tz

Tr

Tsa

Tsa, SP
RL

controller

Zone

−
+

 
Tsa,SPFig. 3.     RL control loop that calculates  from the zone temperature and

feeds to the VAV heater control signal.  

V.  Implementation, Results, and Discussions

This  section  shows  the  implementation  details  and  the

Qe = 3000 Qw = 600 R = 100

results  of  the proposed Q-learning scheme. The reward func-
tion  parameters  govern  the  relative  weights  of  the  tracking
error and the deviations of the setpoint. In this study, we chose
the parameters to be ,  and  for the
tracking  error,  integral  (summation)  error,  and  the  control
effort,  respectively.  For  the  discrete-time  implementation,  a
sampling period of one minute was found to be appropriate for
our application. In our experimental setup, we have negligible
coupling coefficients of the walls due to the insulation in place
between the zones. Therefore, the states corresponding to the
wall  temperatures  are  not  used  during  the  learning  (although
the proposed RL structure can fully accommodate it, as shown
in our simulation study [37]). Thus, we only include the feed-
back  measurements  of  zone  temperature  for  the  state  feed-
back structure.

One  important  consideration  in  RL  algorithms  is  that  the
state-action space needs to be sufficiently explored by means
of exploration signals to learn the optimal control actions [6].
For this purpose, a variety of datasets were generated based on
the type and magnitude of exploration. We considered the two
most commonly employed exploration signals: 1) sinusoids of
various  frequencies  and  magnitudes  and  2)  Gaussian  signals
of  different  variances.  The  final  estimates  obtained  from  the
batch LS and recursive LS solvers were identical, so we only
present  plots  for  the recursive LS solver.  Note that  while  the
training  datasets  were  collected,  a  working  stable  controller
(not necessarily the optimal one) was already running in order
to  satisfy  the  initially  stabilizing  requirement  of  the  PI  algo-
rithm  and  to  make  sure  that  the  dataset  was  within  the
expected operating range of the zones. We refer to this phase
of  learning  as  the  pre-learning  phase,  also  referred  to  as  the
exploration  phase,  as  it  involves  generation  of  the  training
dataset. On the other hand, the phase that employs the learned
controller in action is referred to as the post-learning phase. It
is during these two phases that the learning iterations in Algo-
rithm  1  are  carried  out.  While  the  results  of  all  four  zones
have been included in Table II, plots are shown only for Zones
1 and 2 when the zones exhibit similar behavior.

Before  implementing  the  RL algorithm,  we tested  a  manu-
ally  tuned  PI  controller  to  get  an  idea  of  typical  gains  and
responses.  This  PI  controller  does  not  take  into  account  any
particular  optimality  criterion,  unlike  the  RL  algorithm  that
follows a certain reward function to compute the gains. After
careful  tuning,  the  values  of  the  proportional  and  integral
gains  used  were  10  and  1.5.  The  zone  temperature  and  set-
point  variations  are  similar  across  all  four  zones  under  these
manual  gains. Fig. 4 shows the  responses  for  Zones  1  and 2.

Starting with the RLS solver, we applied Algorithm 1 to the
four zones using two datasets that were generated using sinu-
soidal  exploration  of  different  magnitudes  with  a  number  of
frequency  components.  The  exploration  signal  in  this  case
takes the form of
 

nk = A
(
0.01sin(k)+0.05sin(3.1k)+0.03sin(5.3k)

+0.02cos(2.3k)+0.07cos(7.3k)+0.04cos(4.3k)

+0.01cos(3.9k)+0.02cos(11.9k)+0.03cos(13.9k)
)
(19)
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Fig. 2.     Overview of the air system in the IBAL.
 

 

TABLE II 

Equipment Specifications

1 Outdoor air unit

2 Air Handling Units (2x, 15.5 kW)

3 Variable Air Volume Boxes (4x)

4 Zones Compartments (4x)

5 Condensing Loop

6 Chillers (2x, 26.6 kW and 53 kW)

7 Thermal Storage
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A = 5 A = 10

K0 = [10 1.5]

for  and ,  which  correspond  to  the  sinusoidal
exploration datasets S1 and S2, respectively. Such a choice of
exploration  signal  was  based  on  experimental  observations
that  yielded  satisfactory  response  during  the  learning  phase.
The  sub-harmonic  frequencies  and  amplitudes  were  arbitrar-
ily  selected  following  these  responses.  Later  discussions
explain how a variety of explorations affect the convergence.
Note that  these explorations are added on top of any initially
stable controller, which in our case is just the manually tuned
PI  controller.  We  use  vector  notation  to  write  gains  (see
Table III),  where the first  component is  the proportional  gain
and  the  second is  the  integral  component.  Therefore,  the  ini-
tial gain vector is set as . Before applying Algo-
rithm  1,  we  first  use  the  sinusoidal  dataset  to  learn  control
gains  without  bias  compensation.  The  results  for  Zones  1–4
are shown in the first two rows of Table III, which show non-
convergence. In fact, these control gains are not stabilizing as
can  be  seen  from  their  signs.  This  shows  that  the  regular
uncompensated Q-learning LQR algorithm would suffer from
bias in the presence of disturbances. We now proceed to apply
Algorithm  1  with  bias  compensation  by  using  the  two  sinu-
soidal  exploration  datasets.  The  response  during  the  learning
phase  of  Zone  1  using  both  S1  and  S2  datasets  is  shown  in
Fig. 5.

The  post-learning  response  and  the  convergence  of  the
parameter  estimates  of  Zone  1  for  both  datasets  is  shown  in
Figs. 6 and 7, respectively. Upon comparing these figures, we
find  that  convergence  of  the  parameter  estimates  depends  on
the  magnitude  of  exploration.  This  is  expected  because  the
convergence  of  RL  algorithms  varies  with  how  much  the
state-action  space  is  explored.  We  now  compare  the  above
convergence results of Zone 1 with those of Zone 2. The pre-
learning response of Zone 2 for datasets S1 and S2 is shown in
Fig. 8, whereas the post-learning response is shown in Fig. 9.
Zone 2 parameters also show convergence subject to different
explorations as shown in Fig. 10. The learned control gains for
Zone  2  are  also  quite  close  to  Zone  1,  suggesting  a  nearly
identical  dynamic  environment.  Similar  observations  were

made  for  the  remaining  zones  (only  plots  for  Zones  1  and  2
are shown).

Remark  1: Recently  in  [46],  the  decentralized  LQ problem
was  considered  and  applied  to  a  multi-zone  HVAC problem,
which  also  addressed  the  effect  of  drifting/bias  terms  due  to
unknown  disturbance  sources  (outdoor  temperature  and  heat
gains)  by  learning  the  bias  parameter  in  the  control  structure
itself. Our approach is in a similar spirit, but instead of learn-
ing  a  control  bias  term,  we  learn  the  bias  term arising  in  the
learning  equation  irrespective  of  the  control.  This  enables
asymptotic  temperature  tracking  (improved  thermal  comfort)
as the error in bias estimates does not explicitly appear in the
control.  Our  multi-zone  experimental  setup,  however,  is  lim-
ited to independent zone control only as it  does not take into
account the interzone interactions, which would involve a cen-
tralized/decentralized formulation.

We  continue  to  analyze  the  system  behavior  under  Algo-
rithm 1.  For  both zones  and for  both datasets  S1 and S2,  we
find  that  the  learned  controller  tends  to  give  a  higher  over-
shoot. However, the tracking response closely follows the ref-
erence trajectory under 20 minutes, which is a slight improve-
ment over the manually tuned controller. This is attributed to
the  particular  choice  of  the  relative  weights  on  the  thermal
comfort  versus the setpoint  deviations.  Clearly,  different  cost
metrics will yield different behavior and can be catered to the
users’ needs.  Similar  behavior  was  seen  for  the  remaining
zones, which also utilized the same cost function parameters.
The numerical values of the learned control gains are summa-
rized in Table III.

Next,  we  analyze  the  effect  of  Gaussian  exploration  on
parameter  convergence.  In  this  study,  we  considered  Gaus-
sian  signals  of  different  variances  to  generate  different
datasets.  Two datasets  G1 and G2 (both  for  each zone)  were
obtained using zero mean Gaussian noise with standard devia-
tions of 0.25 and 0.5 for Zone 1, and 1.25 and 1.5 for Zone 2.
The  pre-learning  behavior  under  different  Gaussian  noise
exploration  is  shown  in Fig. 11 for  Zone  1  and Fig. 14 for
Zone  2.  The  post-learning  response  of  the  learned  controller
for Zone 1 under both Gaussian datasets G1 and G2 is compa-
rable  to  the  ones  obtained  using  sinusoidal  exploration  as
shown in Fig. 12. As can be seen in Fig. 15, Zone 2 exhibits a
slightly  higher  oscillatory  response  under  dataset  G1,  how-
ever,  an  improved  response  is  observed  under  dataset  G2.
Compared  with  the  parameter  convergence  results  under  the
sinusoidal  datasets  S1  and  S2,  we  find  that  convergence  is
also achieved under Gaussian datasets G1 and G2 as shown in
Fig. 13 for  Zone  1  and Fig. 16 for  Zone  2.  However,  com-
pared  with  the  deviations  under  the  sinusoidal  datasets,  we
find the convergence of the iterations to be more sensitive to
the  standard  deviation  of  the  Gaussian  noise.  Convergence
sometimes  occurred  in  fewer  iterations,  but  non-convergence
was  also  encountered  under  higher  noise  (the  XX  entry  in
Table III refers to non-convergence).

A summary of the learned control gains is shown in Table III.
Upon  comparing  the  RL  results  with  the  manually  tuned  PI
control (tuned to keep the overshoot small while ensuring fast
convergence), we find that the RL results tend to have a larger
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Fig. 4.     Response  of  a  manually  tuned  PI  controller  for  Zone  1  (left)  and
Zone 2 (right) to a reference temperature .
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overshoot but a smaller settling time. An explanation for this
is that the reward function was chosen to put more weight on
the thermal tracking compared to the setpoint deviation. This
results  in  higher  gains,  which  correspond  to  a  more  aggres-
sive response to minimize the error in a short amount of time.

While  the  dimensions  of  all  the  zones  are  similar,  we  found
that Zones 3 and 4 tend to have higher gains for the same cost
function.  This  could  be  due  to  the  details  of  the  laboratory
design and other sources of coupling. The type and amplitude
of  the  exploration  signals  also  impacts  the  gains  because  the
RL  algorithms  rely  heavily  on  the  quality  of  the  dataset  and
the  nature  of  the  exploration  signal.  Convergence  was  suc-
cessful with a few exceptions. In particular, non-convergence
occurred when Gaussian noise had a standard deviation of 2.5.
When the exploration in the control input becomes more dom-
inant,  the  system  equipment  may  start  to  operate  in  con-
strained  regions  or  exhibit  nonlinear  behavior,  in  which  case
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Fig. 5.     Pre-learning phase of Zone 1 using dataset S1 (left) and S2 (right).
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Fig. 6.     Post-learning response under RLS rule for Zone 1 using datasets S1
(left) and S2 (right).
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Fig. 7.     Parameter convergence under RLS rule for Zone 1 using datasets S1
(left) and S2 (right).
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Fig. 8.     Pre-learning phase of Zone 2 using datasets S1 (left) and S2 (right).
 

 

TABLE III 

Summary of the Learned Control Gains Under Different Solvers, Explorations, and Datasets

Solvers, explorations & datasets Zone 1 Zone 2 Zone 3 Zone 4

Without Bias Compensation (S1) [−14.5 −6.1] [−13.8 −6.5] [−5.2 −5.1] [−4.5 −4.9]

Without Bias Compensation (S2) [−16.8 −11.7] [−17.0 −12.6] [−16.6 −12.9] [−15.9 −12.2]

Batch LS, Sinusoidal (S1) [15.4 9.5] [19.7 9.7] [22.7 13.2] [24.2 13.6]

Batch LS, Sinusoidal (S2) [19.4 10.9] [21.2 10.9] [14.9 9.7] [19.1 10.4]

RLS, Sinusoidal (S1) [15.4 9.5] [19.7 9.7] [22.7 13.2] [24.2 13.6]

RLS, Sinusoidal (S2) [19.4 10.9] [21.2 10.9] [14.9 9.7] [19.1 10.4]

RLS, Gaussian (G1) [21.5 11.8] [33.3 14.9] [30.5 16.9] [30.8 14.9]

RLS, Gaussian (G2) [16.4 10.58] [20.3 11.0] [X X] [10.8 8.4]
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our  prescribed control  structure  would  not  hold.  Therefore,  a
careful  choice  of  exploration  is  essential  in  RL  algorithms,
which is an application dependent consideration. In our exper-
iments,  we found that  sinusoidal  explorations resulted in less
deviation in parameter estimates when the exploration magni-
tudes change. On the other hand, variations in Gaussian explo-
rations  sometimes  lead  to  larger  variations  in  parameter  esti-
mates.  Non-convergence  was  also  encountered  in  one  of  the

zones when the deviation was high.
Table IV shows a summary of mean squared tracking error

(MSE) under the nominal carefully tuned PI controller and the
RL  controller  under  different  learning  datasets  (sinusoidal,
Gaussian)  for  different  zones.  In general,  the manual  PI  con-
troller  exhibits  smaller  MSE  compared  to  the  learning  con-
troller under different exploration conditions.  This is  because
all  RL  controllers  are  designed  with  a  high  value  of  the
weighting matrix Q, which penalizes based on the duration of
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Fig. 10.     Parameter convergence with RLS rule for Zone 2 using datasets S1
(left) and S2 (right).
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Fig. 11.     Pre-learning phase of Zone 1 using dataset G1 (left) and G2 (right).
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Fig. 12.     Post-learning response under RLS rule for Zone 1 using dataset G1
(left) and G2 (right).
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Fig. 13.     Parameter convergence with RLS rule for Zone 1 using dataset G1
(left) and G2 (right).
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Fig. 14.     Pre-learning phase of Zone 2 using dataset G1 (left) and G2 (right).
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Fig. 9.     Post-learning response under RLS rule for Zone 2 using datasets S1
(left) and S2 (right).
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transients, and as a result shorter transients are achieved at the
expense  of  overshoots.  Such  overshoots,  however,  have  a
direct impact on the MSE. On the other hand, identical steady-
state  performance  is  achievable  between  the  manual  PI  and
automatic  RL  controller  because  once  the  learning  transients
are over the controller follows the PI structure.
  

VI.  Conclusions

This  paper  presented  the  implementation  of  a  structured
reinforcement learning algorithm for the zone level control of
a  multi-zone  HVAC system.  A  bias  compensated  Q-learning
scheme  was  developed  that  takes  into  account  the  effect  of

unmeasurable  disturbances.  The  presented  Q-learning  algo-
rithm interacts with the HVAC zones instead of the simulated
models  and employs a  quadratic  reward function to take into
account  tracking  error  and  setpoint  deviations.  By  exploiting
the  control  structure  and  reusing  data  from  the  past  system
interactions, the size of the training datasets and the amount of
learning  time  are  lesser  owing  to  a  well-defined  quadratic
parameterization  in  the  learning  equation  and  an a  priori
determined  control  structure.  A  comprehensive  analysis  of
various exploration signals demonstrated that the learned con-
trol  parameters,  and  consequently  the  post-learning  perfor-
mance,  depend  on  the  quality  of  the  training  dataset  emp-
loyed.  What  constitutes  a  quality  dataset  depends  on  how
comprehensively the state and action space of the system are
explored. However, sufficient conditions to meet these requi-
rements in practice are currently not understood. In our study,
we  found  that  while  the  convergence  of  parameter  estimates
was almost always ensured, sinusoidal explorations resulted in
lesser  deviations in  the final  estimates  compared to  Gaussian
explorations.  Compared  to  the  traditional  PI,  the  RL  algo-
rithm  offers  the  flexibility  to  tailor  the  reward  function  to  a
prescribed  cost.  The  adaptation  capability  of  the  RL  method
allows us to change the cost requirements, which would cause
the  RL  algorithm  to  relearn  the  control  for  a  new  specifica-
tion.
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