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1. Introduction

Many mechanical tests [1] require actual physical defects (cracks) in test specimens, rather than sharp machined notches. Specifically, fracture mechanics specimens must contain actual cracks, typically produced by fatigue cycling (precracking) before the actual fracture toughness test. Fatigue precracking must be performed with the material in the final heat treat condition, and in the case of neutron-exposed materials preferably in the irradiated condition, and before any side-grooving is conducted. Other examples that require pretrained specimens are tests for the measurement of fatigue crack growth rates (da/dN vs. ΔK) [2] and creep crack growth tests [3].

The size (length) of the crack initially present in the test specimen (initial crack size, a0) is then used in the calculation of test results, along with the final crack size (af) for those tests where stable crack extension/growth occurs. Test standards contain provisions for the measurement of crack sizes in accordance with a specific methodology, as well as validity requirements for the shape/configuration of the measured crack front/contour.

The most commonly used approach is, by far, the X-Point Average Method, where X indicates the number of local crack size measurements that are averaged to derive the values of a0 and af to be used in the analyses. The values of X prescribed by various ASTM Test Methods are:

- \( X = 2 \) for fatigue crack growth specimens (surface crack measurements); E647 [2] also allows \( X = 3 \), with an additional measurement taken at mid-thickness of the specimen.
- \( X = 3 \) for \( K_{IC} \) (plane-strain fracture toughness) measurements [4], \( K_R \) curve determination [5], \( K_{IC} \) crack arrest toughness tests [6], and crack resistance tests under low-constraint conditions for specimens thinner than 5 mm [7]. Environment-assisted fatigue cracking tests [8] also prescribe \( X = 3 \). Crack size measurements are generally taken at mid-thickness, \( \frac{1}{4} \) thickness, and \( \frac{3}{8} \) thickness, where the thickness for side-grooved specimens corresponds to the distance between side-groove roots (net thickness). Note that this approach is also adopted by ISO 12737:2005 for the determination of plane-strain fracture toughness [9].
- \( X = 5 \) for creep-fatigue crack growth tests [10] and crack resistance tests under low-constraint conditions for specimens thicker than 5 mm [7]. Measurements are taken at equally spaced positions along the specimen thickness or net thickness.
- \( X = 9 \) is required by fracture toughness tests in the ductile-to-brittle transition region [11] and under fully ductile conditions [12], as well as for creep crack growth tests [3]. Note that “9-Point Average” is not specifically mentioned in either E1820 or E1921, but this is how the method is commonly referred to inside the fracture testing community.

As can be noted, the number of crack size measurements varies greatly between different test methods, which ostensibly require
different accuracy in tracing the actual contour of crack fronts for their calculations. This paper will focus on the 9-Point Average (9PA) Method prescribed by E1820 [12] and E1921 [11].

1. 9-point average (9PA) method

This method uses 9 equally spaced measurement locations across the specimen thickness or net thickness, centered about the specimen centerline and extending to 0.005 W (W = specimen width) from the root of the side-grooves or the surfaces of plane-sided specimens (accounting for any lateral contraction). Initial and final crack sizes are determined by a weighted average, where the two near-surface measurements (at and ao) are given a lower weight than the remaining seven measurements:

\[
a = \frac{a_0 + \frac{9}{8} \sum_{i=1}^{8} a_i}{9}
\]

An example of the 9-Point Average Method applied to the measurement of initial and final crack sizes on a plane-grooved Compact Tension, 1TC(T), specimen is illustrated in Fig. 1 (left side).

From a practical point of view, the operator measures the minimum specimen thickness (for plane-sided specimens) or net thickness (for side-grooved specimens), then subtracts from it 2 × 0.005 W = 0.01 W, and finally divides the value obtained by X-1 (8 in the case of E1820/ E1921).

For example, assuming a 1TC(T) specimen with nominal width W = 50 mm and minimum thickness \(b_{\text{min}} = 25 \text{ mm}\), one has 25 - 0.01 × 50 = 24.5 mm, and 24.5/8 = 3.0625 mm. The 9 measurement positions across the net thickness are given by (with the lateral surface corresponding to \(x = 0\)): \(x_i = (i - 1) \times 0.0625 \text{ mm}\), with \(i = 1, \ldots, 9\).

In E1820 and E1921, each of the 9 crack size measurements must fulfill the following validity requirement: the maximum difference between an individual measurement, \(a_i\), and the calculated average cannot exceed 0.1 \(\sqrt{b_i b_0}\), where \(b_0\) is the initial ligament size (\(b_0 = W - a_0\)).

1.2. Area Average (AA) Method

An alternative approach for measuring crack sizes, used in several published studies, is the Area Average (AA) Method, which consists in measuring the surface area of a region delimited by a reference line\(^1\) and the initial or final crack front. Simply put, the area to be measured corresponds to a specific fracture appearance, corresponding to the type of crack propagation – fatigue, brittle fracture, or ductile fracture – and any possible coloring caused by exposure to high temperatures. By dividing this area by the specimen thickness or net thickness, an estimate of the crack size is obtained, averaged on the whole crack front rather than on a finite number of measurement locations.

The AA Method is illustrated in Fig. 1 (right side). As an example, if the minimum thickness is \(b_{\text{min}} = 24.92 \text{ mm}\) and the yellow and black areas in the figures correspond to \(627^2 \text{ mm}^2\) and \(88^2 \text{ mm}^2\) respectively, the initial crack size will be \(627^2 / 24.92 = 25.16 \text{ mm}\) and the final crack size will be \((627^2 + 88^2) / 24.92 = 28.69 \text{ mm}\).

This method is currently not implemented in any ASTM or ISO mechanical test method.

The objective of this investigation is to compare the two measurement methods (9PA and AA) in terms of fracture mechanics test results, and to ultimately assess whether the AA method should also be included in ASTM and ISO test standards as an option for measuring crack sizes in precracked fracture and fatigue test specimens.

\(^1\) As mentioned in the caption of Fig. 1, the reference line corresponds to the zero line for crack size measurements for a specific specimen type (e.g., centerline of pin holes for C(T) specimens; front face for bend, SE(B), specimens).

2. Overview of the investigation

This investigation focused on fracture toughness data obtained in the ductile-to-brittle transition (analyzed in accordance with ASTM E1921) and in the fully ductile, or upper shelf, regime (analyzed in accordance with ASTM E1820).

Transition data are \(K_c\) toughness values corresponding to unstable fracture (cleavage), which are statistically analyzed with the Master Curve method [13] in order to derive the reference temperature, \(T_0\), corresponding to a median toughness of 100 MPa\(\sqrt{\text{m}}\) for a 1TC(T) specimen. The influence of the crack size measuring method was evaluated on both individual \(K_c\) values and calculated \(T_0\).

Nine data sets were evaluated, corresponding to a total of 91 \(K_c\) tests and the following 5 different specimen types:

- C(T) specimens with \(\frac{1}{2}'' (25 \text{ mm})\) thickness, or 0.5TC(T);
- miniaturized C(T) specimens with 4 mm thickness, or MC(T);
- precracked Charpy-type specimens, or PCCv;
- single-edge bend specimens with 20 mm thickness and 40 mm width, or SE(B) 20 × 40;
- miniature bend bars with 1.65 mm thickness and 3.3 mm width, or MSE(B).

Materials considered ranged from a reactor pressure vessel (RPV) base and weld material to reduced-activation ferritic-martensitic (RAFM) steels\(^2\) used for fusion applications.

In the upper shelf regime, 49 tests were evaluated. Specimen geometries and sizes included:

- 1TC(T) specimens (thickness = 25 mm);
- PCCv specimens, both plane-sided and 20% side-grooved;
- SE(B) 20 × 40 specimens;
- SE(B) specimens with 12.5 mm thickness and 25 mm width, or SE(B) 12.5 × 25;
- plane-sided miniaturized precracked Charpy specimens of the KLST type (thickness = 3 mm, width = 4 mm), or PKLST.

Tests had been performed in accordance with ASTM E1820 for the obtainment of the plane-strain fracture toughness (\(J_0\)) and the crack resistance curve (\(J-R\) curve). Both multiple-specimen data sets (E1820 basic procedure) and single-specimen analyses (elastic compliance, electric potential drop, and normalization data reduction) were considered.

Materials include A533B RPV steel, additively manufactured (AM) Ti6Al4V, T-200 maraging steel, and pipeline steels (API X65 and X100, base and weld metals).

Crack size measurements (only \(q_0\) for transition tests; both \(q_0\) and \(q_1\) for upper shelf tests) were obtained from digital pictures of the fracture surfaces by means of ImageJ, a freely available Java-based image processing program\(^3\) developed at the National Institutes of Health and the Laboratory for Optical and Computational Instrumentation [14,15]. Using ImageJ, the implementation of both 9PA and AA methods was relatively straightforward.

The quality of the digital pictures varied greatly, reflecting real situations where low-resolution photos might have to be analyzed, adding up to the overall uncertainty of the measurements.

\(^2\) RAFM steel data were kindly provided by X. Chen from Oak Ridge National Laboratory (ORNL).

\(^3\) Certain commercial equipment, instruments, software packages, or materials are identified in this document in order to specify the experimental procedure adequately. Such identification is not intended to imply recommendation or endorsement by the National Institute of Standards and Technology, nor is it intended to imply that the materials or equipment identified are necessarily the best available for the purpose.
Finally, three distinct situations were encountered:

(a) specimens where either 9pA or AA crack size measurements had already been performed by the author at the time tests were performed;

(b) specimens where no measurements were available, and both methods had to be applied in the framework of this study; and

(c) specimens for which 9pA measurements had already been performed by the original data owner (X. Chen of ORNL), and only AA measurements had to be obtained by the author.

It is reasonable to assume that situation (b), whereby measurements were performed by the same individual (author) in the same time frame, could be associated to the highest precision. Conversely, situation (c) (different individuals using different methods) should result in the lowest precision.

3. Results obtained

3.1. $K_{Jc}$ tests in the transition regime (Master Curve analyses)

Nine data sets, comprising 91 fracture toughness tests, were analyzed to establish the influence of the crack size measuring method on individual $K_{Jc}$ results and Master Curve reference temperature, $T_0$.

A summary of the results obtained is provided in Table 1, while detailed results are given in Appendix A.

Across the 91 tests examined, $\Delta a$ differences between 9PA and AA methods ranged between $-0.252$ mm and $0.268$ mm, with an average of $0.215$ mm and $1.80$ mm, respectively.

**Table 1**

<table>
<thead>
<tr>
<th>Material</th>
<th>Specimen type</th>
<th>$N$</th>
<th>$\Delta a_{0,\text{MAX}}$ (mm)</th>
<th>$\Delta K_{Jc,\text{MAX}}$ (%)</th>
<th>$\Delta T_0$ (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RAFM-1</td>
<td>MC(T)</td>
<td>10</td>
<td>0.171</td>
<td>4.29</td>
<td>5.43</td>
</tr>
<tr>
<td></td>
<td>0.5TC(T)</td>
<td>7</td>
<td>0.215</td>
<td>1.80</td>
<td>1.17</td>
</tr>
<tr>
<td></td>
<td>MSE(B)</td>
<td>16</td>
<td>0.033</td>
<td>2.01</td>
<td>2.08</td>
</tr>
<tr>
<td>RAFM-2</td>
<td>MC(T)</td>
<td>11</td>
<td>0.221</td>
<td>5.79</td>
<td>3.47</td>
</tr>
<tr>
<td></td>
<td>0.5TC(T)</td>
<td>6</td>
<td>0.181</td>
<td>1.44</td>
<td>1.38</td>
</tr>
<tr>
<td></td>
<td>MSE(B)</td>
<td>16</td>
<td>0.057</td>
<td>3.36</td>
<td>3.86</td>
</tr>
<tr>
<td>A508 base</td>
<td>PCCv</td>
<td>10</td>
<td>0.142</td>
<td>2.63</td>
<td>3.22</td>
</tr>
<tr>
<td>A508 weld</td>
<td>SE(B) 20 × 40</td>
<td>5</td>
<td>0.035</td>
<td>0.67</td>
<td>0.33</td>
</tr>
<tr>
<td></td>
<td>SE(B) 20 × 40</td>
<td>10</td>
<td>0.268</td>
<td>1.27</td>
<td>2.05</td>
</tr>
</tbody>
</table>

$N = $ number of tests in the data set.

$\Delta a_{0,\text{MAX}} = $ largest difference between $a_{0,\text{9PA}}$ and $a_{0,\text{AA}}$ (absolute and relative) [Here and in the rest of the paper, absolute differences are calculated by subtracting the AA value from the 9PA value; relative differences are obtained by dividing absolute differences by the 9PA value (assumed to be the “reference”).].

$\Delta K_{Jc,\text{MAX}} = $ largest difference between $K_{Jc,\text{9PA}}$ and $K_{Jc,\text{AA}}$ (relative).

$\Delta T_0 = $ difference between $T_{0,\text{9PA}}$ and $T_{0,\text{AA}}$ (absolute).
0.028 mm. The largest relative deviation was −5.79% and the average relative deviation was 0.5%.

In terms of fracture toughness at unstable fracture, $K_{IC}$, the largest relative difference was 5.4% and the average relative deviation was 0.5%.

As far as Master Curve reference temperatures, $T_0$, are concerned, differences ranged between −0.49 °C and 0.09 °C and the average difference corresponded to −0.156 °C.

Values of $K_{IC}$ yielded by 9PA and AA measurements are compared in Fig. 2, differentiated by specimen type and assessed with respect to $\pm 5\%$ agreement limits.

3.2. Fracture toughness tests in the upper shelf regime

Elastic-plastic fracture toughness tests per ASTM E1820 can be conducted and analyzed according to one of the following procedures:

- Basic procedure: several nominally identical specimens are tested to different values of applied force and load-line or crack mouth opening displacement, so that every test provides a single $J$-$\Delta a$ data point on the crack resistance curve, from which a value of critical toughness ($J_{IC}$ or $J_{0}$) is calculated. This approach is known as multiple-specimen technique.
- Resistance curve procedure: each individual specimen provides a single crack resistance curve and corresponding critical toughness. For this, a technique for monitoring stable crack propagation during the test is required. The following crack monitoring techniques can be applied: elastic compliance (EC), direct current electric potential difference (DCEPD), and normalization data reduction (NDR). These methods are collectively denominated single-specimen techniques.

3.2.1. Multiple-specimen tests

Five multiple-specimen data sets were considered in our investigation, comprised of 34 tests on PKLST and PCCv specimens of T200 maraging steel and API X65 pipeline steel. For each of the tests, the influence of the crack size measuring method was investigated on the initial crack size, $a_0$, the final crack size, $a_f$, the resulting crack extension $\Delta a = a_f - a_0$, and the value of $J$-integral at test end, $J_f$. For the whole data set, the critical toughness, $J_{0}$, corresponding to 9PA and AA was calculated.

Table 2 presents a summary of the results obtained. Individual test results are reported in Appendix B.

Initial crack profiles (which are generated by fatigue precracking) are generally much smoother and more regular than final crack profiles, which for some materials can be significantly jagged and uneven (see Fig. 1 for an example). Hence, larger uncertainties and differences between 9PA and AA $a_f$ measurements can be expected: this is confirmed by Table 2. Calculated crack extensions, $\Delta a$, predictably exhibited the largest deviations as a result of the summation of differences/uncertainties in both $a_0$ and $a_f$ values.

In terms of $J_f$, crack size measurements using the AA method tend to yield slightly lower values (average difference among the 5 data sets: $-1.0\%$). As far as the provisionally critical fracture toughness, $J_{0}^{p}$, is concerned, this slightly conservative trend is retained, with an average difference of $-2.8\%$. Deviations for the individual data sets range between $-9.3\%$ and $11.1\%$.

3.3. Single-specimen technique: Elastic Compliance (EC) tests

Fifteen EC tests on 1TC(T), PCCv, and SE(B) 12.5 × 25 specimens were analyzed (summary in Table 3, individual results in Appendix B).

For tests conducted using the Elastic Compliance technique for monitoring crack extension in accordance with ASTM E1820, only the first value of $J$-integral uses the measured initial crack size. All remaining $J$ values are calculated from crack sizes obtained from measured elastic compliances during unload/reload cycles. $\Delta a$ values are obtained as the difference between the compliance-derived crack size and the initial predicted crack size, $a_{0q}$, which is obtained by fitting $J_i$ and $a_i$ data points before maximum force. The measured final crack size is not used in calculations at all.

It is therefore evident that in EC toughness tests optical crack size measurements play a very marginal role in calculations, and are mostly used for the following validity requirements:

(a) The optically measured initial crack size must not differ from $a_{0q}$ by more than the larger of 0.01 $W$ or 0.5 mm.
(b) The difference between predicted and measured crack extension must not exceed 15% of the measured $\Delta a$ (for $\Delta a < 0.2 b_0$) or 3% $b_0$ (for $\Delta a \geq 0.2 b_0$).

It’s therefore to be expected that no significant influence of crack size measurement method is observed on critical toughness EC tests, as confirmed by Table 3.

In terms of the validity requirements listed above, only for 3 of the 15 tests analyzed (20%) the fulfilment or non-fulfilment of requirements (a) and (b) above changes when AA measurements are used instead of 9PA. Specifically, for one of the 1TC(T) tests on A508 base the difference between $a_0$ and $a_{0q}$ is unacceptable for 9PA and acceptable for AA; and for two of the SE(B) 12.5 × 25 tests on X100 weld, the difference between predicted and measured crack extension is unacceptable for 9PA and acceptable for AA. Hence, a slightly favorable effect of the AA method on test validity was observed for EC tests.

3.3.1. Single-specimen technique: Direct current electric potential difference (DCEPD) tests

Four of the specimens investigated (all 20% side-grooved PCCv) had also been instrumented to monitor crack extension in terms of electrical potential variation across the crack plane (DCEPD technique). The effect of crack size measurement method on each specimen is shown in Table 4. Additional details are provided in Appendix B.

DCEPD tests were analyzed according to the provisions contained in Annex A18 of E1820. All the relationships between potential difference and crack size reported in the annex contain the blunting-corrected initial crack size, $a_{0b}$, which is obtained by adding a correction to the measured $a_0$ in order to account for crack-tip blunting before the onset of ductile crack extension. Moreover, predicted crack sizes must be adjusted based on the measured initial crack size and the measured crack extension, $a_f - a_0$, in order to improve the overall accuracy of the predictions. It is therefore evident that the crack size measurement method for a DCEPD can have a much more significant influence than for an EC test, as shown by the last column in Table 4. It is also interesting to note that in all cases, $J_{0,AA}$ values are lower (more conservative) than $J_{0,9PA}$.

3.3.2. Single-specimen technique: Normalization data reduction (NDR) tests

This study analyzed 14 of the 49 fully ductile fracture tests considered in this study, all on 20% side-grooved PCCv specimens, using the NDR technique, which is described in Annex A15 of E1820. Using this methodology, a $J$-$R$ curve is obtained directly from a force/displacement record, together with initial and final crack size measurements. Specifically, each value of force and load-line or crack mouth opening displacement, except the final force/displacement pair, is normalized using a blunting-corrected crack size that contains $a_0$. The final force/displacement pair is normalized using the measured final crack size, $a_f$. The principle of this procedure is similar to the crack size adjustment.
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Therefore, the influence of the crack size measurement method can be expected to be as significant as for DCEPD results, as confirmed by Table 5. Individual analyses are also provided in Appendix B. In this case, however, no real trend toward conservatism or non-conservatism is visible; $J_Q$ differences between 9PA and AA range between $-24.5\%$ and $24.0\%$, with a mean difference of $-0.4\%$.

### 3.4. Crack profile validity

According to both E1820 and E1921, individual measurements of

\[ \Delta J_Q = \text{largest difference between } J_{Q,9PA} \text{ and } J_{Q,AA} \text{ (relative).} \]

\[ \Delta J_{Q,MAX} = \text{largest recorded difference between } J_{Q,9PA} \text{ and } J_{Q,AA} \text{ (relative).} \]

Table 2

<table>
<thead>
<tr>
<th>Material</th>
<th>Specimen type</th>
<th>N</th>
<th>$\Delta a_{0,MAX}$</th>
<th>$\Delta a_{f,MAX}$</th>
<th>$\Delta [\Delta a]_{MAX}$</th>
<th>$\Delta J_{i,MAX}$</th>
<th>$\Delta J_Q$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>(mm) (%)</td>
<td>(mm) (%)</td>
<td>(mm) (%)</td>
<td>(mm) (%)</td>
<td>(% )</td>
</tr>
<tr>
<td>T200 PKLST</td>
<td>5</td>
<td>-0.046</td>
<td>-2.46</td>
<td>0.190</td>
<td>6.40</td>
<td>0.161</td>
<td>17.29</td>
</tr>
<tr>
<td>PCCv 20% SG</td>
<td>5</td>
<td>-0.038</td>
<td>-0.77</td>
<td>-0.132</td>
<td>-2.35</td>
<td>-0.073</td>
<td>-15.74</td>
</tr>
<tr>
<td>PCCv PS</td>
<td>4</td>
<td>-0.112</td>
<td>-2.13</td>
<td>-0.084</td>
<td>-1.32</td>
<td>0.110</td>
<td>10.27</td>
</tr>
<tr>
<td>X65 PKLST</td>
<td>5</td>
<td>0.035</td>
<td>1.86</td>
<td>0.087</td>
<td>2.83</td>
<td>0.090</td>
<td>9.94</td>
</tr>
<tr>
<td>PCCv 20% SG</td>
<td>15</td>
<td>-0.107</td>
<td>-2.19</td>
<td>0.272</td>
<td>3.65</td>
<td>0.285</td>
<td>-32.97</td>
</tr>
</tbody>
</table>

$\Delta a_{0,MAX} = \text{largest recorded difference between } a_{0,9PA} \text{ and } a_{0,AA} \text{ (absolute and relative).}$

$\Delta a_{f,MAX} = \text{largest recorded difference between } a_{f,9PA} \text{ and } a_{f,AA} \text{ (absolute and relative).}$

$\Delta [\Delta a]_{MAX} = \text{largest calculated difference between } \Delta a_{9PA} \text{ and } \Delta a_{AA} \text{ (absolute and relative).}$

$\Delta J_{i,MAX} = \text{largest recorded difference between } J_{i,9PA} \text{ and } J_{i,AA} \text{ (relative).}$

$\Delta J_Q = \text{difference between } J_{Q,9PA} \text{ and } J_{Q,AA} \text{ (relative).}$

20 %SG = 20% side-grooved.

PS = plane-sided.

Table 3

<table>
<thead>
<tr>
<th>Material</th>
<th>Specimen type</th>
<th>N</th>
<th>$\Delta a_{0,MAX}$</th>
<th>$\Delta a_{f,MAX}$</th>
<th>$\Delta [\Delta a]_{MAX}$</th>
<th>$\Delta J_{Q,MAX}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>(mm) (%)</td>
<td>(mm) (%)</td>
<td>(mm) (%)</td>
<td>(mm) (%)</td>
</tr>
<tr>
<td>A508 base</td>
<td>1TC(T)</td>
<td>3</td>
<td>0.267</td>
<td>1.05</td>
<td>0.742</td>
<td>2.55</td>
</tr>
<tr>
<td>AM Ti6Al4V</td>
<td>PCCv 20% SG</td>
<td>6</td>
<td>-0.050</td>
<td>-0.99</td>
<td>-0.088</td>
<td>-1.48</td>
</tr>
<tr>
<td>X100 weld</td>
<td>SE(B) 12.5 x 25</td>
<td>6</td>
<td>0.186</td>
<td>1.44</td>
<td>0.706</td>
<td>4.56</td>
</tr>
</tbody>
</table>

$\Delta J_{Q,MAX} = \text{largest difference between } J_{Q,9PA} \text{ and } J_{Q,AA} \text{ (relative).}$

Table 4

<table>
<thead>
<tr>
<th>Material</th>
<th>Specimen type</th>
<th>$J_{Q,9PA}$ (kN/m)</th>
<th>$J_{Q,AA}$ (kN/m)</th>
<th>$\Delta J_Q$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>T200 maraging steel</td>
<td>PCCv 20% SG</td>
<td>601.14</td>
<td>515.04</td>
<td>14.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>687.31</td>
<td>622.09</td>
<td>9.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>692.07</td>
<td>565.51</td>
<td>18.3</td>
</tr>
<tr>
<td>X65</td>
<td></td>
<td>390.35</td>
<td>384.42</td>
<td>1.5</td>
</tr>
</tbody>
</table>

prescribed by ASTM E1820, Annex A18, for DCEPD tests.

Fig. 2. Comparison between fracture toughness at cleavage, $K_{ic}$, obtained from 9PA and AA measurements of initial crack size for the 91 tests in the ductile-to-brittle transition region.
initial and final crack size cannot differ from their respective average values by more than $0.1 \sqrt{b \delta N}$.

This requirement was checked against all crack size measurements for the 140 specimens considered in the study, both for the 9-Point Average Method and the Average Area Method.

For 9PA, the requirement was applied to the minimum and maximum among $a_i$ values. For AA, the minimum and maximum distances between the specimen reference line and the initial or final crack front were considered. Moreover, to ensure better consistency with 9PA, the requirement was applied to the minimum and maximum distances between the specimen reference line and the initial or final crack size, which are instead always captured by the “continuous” nature of AA. This is particularly true in case of final cracks (92% valid for 9PA, only 49% for AA), which are often more jagged and irregular than initial cracks (84% valid for 9PA, 69% for AA).

### 4. Discussion

Initial crack sizes measured on all 140 specimens using the two methods are compared in Fig. 4, while the same comparison is provided in Fig. 5 for final crack sizes for the 41 ductile specimens.

Of the 140 specimens analyzed in this study, only one (0.7% of the analyzed specimens) exhibited a difference between $a_i$ measured with 9PA and AA greater than 5%. In no case the difference exceeded 0.25 mm for specimens with less than $\frac{1}{2}$ (12.5 mm) thickness (MSE(B), MC(T), PKLST, and PCCv), or 0.5 mm for specimen thicker than $\frac{1}{2}$ (12.5 mm) (SE(B) 12.5 × 25, 0.5TC(T), SE(B) 20 × 40, ITC(T)).

As far as $a_i$ is concerned, out of 49 fully ductile fracture tests, 4 specimens (8.2%) yielded differences greater than 0.25 mm or 0.5 mm depending on thickness, and only for one specimen (2%) the difference exceeded 5%.

Turning our attention to the results of the fracture toughness tests, it was already shown in Fig. 2 that only for one (1.1%) of the 91 Master Curve tests the crack size measurement method caused a different in $T_A$, depending on thickness, and only for one specimen (2%) the difference exceeded 5%.

![Identification of the minimum and maximum crack sizes for the 9-Point Average Method (left) and the Area Average Method (right).](image)

Fig. 3. Identification of the minimum and maximum crack sizes for the 9-Point Average Method (left) and the Area Average Method (right).
AA could provide a better characterization of the actual crack profile than XPA, which might “miss” specific features such as peaks and valleys, unless they happen to correspond to one of the measurement locations. And this tends to be exacerbated for low values of $X$, namely $X \leq 5$. This is also the reason why AA tends to be stricter than XPA in identifying invalid crack fronts, as detailed in Section 3.3 above.

The author therefore recommends the inclusion of the Area Average Method in all fracture and fatigue test standards that require accurate measurements of initial and final crack size, as an alternative to the well-established X-Point Average Method. An additional benefit of adopting the AA methodology would be facilitating better consistency among the various test standards, which currently prescribe averaging measurements taken at a number of locations ranging between 2 and 9 along the crack front.

### Table 6
Crack profile validity for 9PA and AA measurements.

<table>
<thead>
<tr>
<th>Test type</th>
<th>Material</th>
<th>Specimen type</th>
<th>$N$</th>
<th>9PA Initial crack size</th>
<th>AA Initial crack size</th>
<th>9PA Final crack size</th>
<th>AA Final crack size</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_J$</td>
<td>FM-1</td>
<td>MC(T)</td>
<td>10</td>
<td>1 Valid</td>
<td>1 Valid</td>
<td>9 Invalid</td>
<td>9 Invalid</td>
</tr>
<tr>
<td></td>
<td>0.5TC(T)</td>
<td>7</td>
<td>6</td>
<td>1 Valid</td>
<td>1 Valid</td>
<td>5 Invalid</td>
<td>2 Invalid</td>
</tr>
<tr>
<td></td>
<td>MSE(B)</td>
<td>16</td>
<td>16</td>
<td>0 Valid</td>
<td>0 Valid</td>
<td>16 Invalid</td>
<td>0 Invalid</td>
</tr>
<tr>
<td></td>
<td>0.5TC(T)</td>
<td>6</td>
<td>4</td>
<td>7 Valid</td>
<td>5 Valid</td>
<td>6 Invalid</td>
<td>6 Invalid</td>
</tr>
<tr>
<td></td>
<td>MSE(B)</td>
<td>16</td>
<td>15</td>
<td>1 Valid</td>
<td>15 Valid</td>
<td>1 Invalid</td>
<td>1 Invalid</td>
</tr>
<tr>
<td></td>
<td>A508 base</td>
<td>PCCv 20 %SG</td>
<td>10</td>
<td>0 Valid</td>
<td>0 Valid</td>
<td>10 Invalid</td>
<td>0 Invalid</td>
</tr>
<tr>
<td></td>
<td>A508 weld</td>
<td>SE(B) 20 × 40</td>
<td>5</td>
<td>5 Valid</td>
<td>5 Valid</td>
<td>0 Invalid</td>
<td>0 Invalid</td>
</tr>
<tr>
<td>$J_{Q}/J_R$</td>
<td>A508 base</td>
<td>1TC(T)</td>
<td>3</td>
<td>3 Valid</td>
<td>3 Valid</td>
<td>0 Invalid</td>
<td>0 Invalid</td>
</tr>
<tr>
<td></td>
<td>AM T6Al4V</td>
<td>PCCv 20 %SG</td>
<td>6</td>
<td>6 Valid</td>
<td>6 Valid</td>
<td>0 Invalid</td>
<td>0 Invalid</td>
</tr>
<tr>
<td></td>
<td>X100 weld</td>
<td>SE(B) 12.5 × 25</td>
<td>6</td>
<td>6 Valid</td>
<td>6 Valid</td>
<td>5 Invalid</td>
<td>1 Invalid</td>
</tr>
<tr>
<td></td>
<td>T-200</td>
<td>PCCv 20 %SG</td>
<td>5</td>
<td>4 0 Valid</td>
<td>0 5 Valid</td>
<td>5 0 Invalid</td>
<td>5 0 Invalid</td>
</tr>
<tr>
<td></td>
<td>PCCv PS</td>
<td>4</td>
<td>3</td>
<td>1 Valid</td>
<td>1 3 Valid</td>
<td>4 1 Invalid</td>
<td>0 4 Invalid</td>
</tr>
<tr>
<td></td>
<td>PKLST</td>
<td>5</td>
<td>5</td>
<td>0 1 Valid</td>
<td>1 4 Invalid</td>
<td>5 3 Invalid</td>
<td>2 1 Invalid</td>
</tr>
<tr>
<td></td>
<td>X65</td>
<td>PCCv 20 %SG</td>
<td>15</td>
<td>15 0 Valid</td>
<td>13 2 Valid</td>
<td>15 0 Invalid</td>
<td>14 1 Invalid</td>
</tr>
<tr>
<td></td>
<td>PKLST</td>
<td>5</td>
<td>5</td>
<td>0 1 Valid</td>
<td>1 4 Invalid</td>
<td>5 0 Invalid</td>
<td>1 4 Invalid</td>
</tr>
<tr>
<td>TOTAL</td>
<td></td>
<td></td>
<td>140</td>
<td>118 Valid</td>
<td>97 43 Invalid</td>
<td>49 4 Invalid</td>
<td>24 25 Invalid</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>9PA Initial crack size</th>
<th>AA Initial crack size</th>
<th>9PA Final crack size</th>
<th>AA Final crack size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valid</td>
<td>Valid</td>
<td>Invalid</td>
<td>Invalid</td>
</tr>
<tr>
<td>Valid</td>
<td>Valid</td>
<td>Invalid</td>
<td>Invalid</td>
</tr>
<tr>
<td>Invalid</td>
<td>Invalid</td>
<td>Valid</td>
<td>Valid</td>
</tr>
</tbody>
</table>

*Fig. 4.* Comparison between 9PA and AA initial crack sizes (140 specimens). Left side: specimens with thickness lower than 1/2” (12.5 mm); Right side: specimens with thickness between ½” and 1” (25 mm).

5. Conclusions

This investigation compared two methodologies for measuring initial and final crack sizes in mechanical test specimens, namely the X-Point Average Method (with $X =$ number of measurement positions, ranging between 2 and 9 depending on the test method) and the Average Area Method. Presently, only the former method is standardized.

Comparisons were conducted on 91 fracture toughness tests in the ductile-to-brittle transition region (analyzed in accordance with ASTM E1921 – Master Curve approach) and 49 tests in the fully ductile regime (analyzed in accordance with ASTM E1820, using various multiple- and single-specimen techniques).

The results obtained show close agreement between measured crack sizes, particularly for initial cracks obtained by fatigue precracking. The influence of the measurement method on fracture test results depends...
significantly on how measured crack sizes are used in test analyses. The influence has been found negligible for Master Curve testing and Elastic Compliance $J-R$ tests. Other types of upper shelf fracture toughness tests (multiple-specimen, electrical potential difference, and normalization data reduction) are more sensitive to the crack size measurement method used, as crack sizes are more heavily involved in test analyses. In most cases, however, differences are well within the typical scatter band of $J$-integral critical toughness values.

This study therefore supports the inclusion of the Area Average Method in all the ASTM Test Standards that require measuring crack sizes for fatigue and fracture testing, as an alternative to the widely popular $X$-Point Average Method. It is also contended that the Area Average Method can provide a better representation of the actual crack profile, which can be relevant whenever crack front irregularities might affect the validity of the test. However, considering that the AA method is bound to be significantly more restrictive than the XPA method, standards committees might also consider whether to relax crack straightness requirements when using AA (or, for that matter, either procedure).
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Appendix A. Detailed results for Master Curve tests (91 tests)

<table>
<thead>
<tr>
<th>Specimen</th>
<th>Initial flaw size, $a_0$ (mm)</th>
<th>Fracture toughness, $K_f$ (MPa-m)</th>
<th>Reference temperature, $T_r$ (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$a_0$</td>
<td>$K_f$</td>
<td>$T_r$</td>
</tr>
<tr>
<td></td>
<td>$\Delta$</td>
<td>$\Delta$</td>
<td>$\Delta$</td>
</tr>
<tr>
<td></td>
<td>$\Delta$</td>
<td>$\Delta$</td>
<td>$\Delta$</td>
</tr>
<tr>
<td></td>
<td>$\Delta$</td>
<td>$\Delta$</td>
<td>$\Delta$</td>
</tr>
<tr>
<td></td>
<td>$\Delta$</td>
<td>$\Delta$</td>
<td>$\Delta$</td>
</tr>
<tr>
<td></td>
<td>$\Delta$</td>
<td>$\Delta$</td>
<td>$\Delta$</td>
</tr>
<tr>
<td></td>
<td>$\Delta$</td>
<td>$\Delta$</td>
<td>$\Delta$</td>
</tr>
<tr>
<td></td>
<td>$\Delta$</td>
<td>$\Delta$</td>
<td>$\Delta$</td>
</tr>
<tr>
<td></td>
<td>$\Delta$</td>
<td>$\Delta$</td>
<td>$\Delta$</td>
</tr>
<tr>
<td></td>
<td>$\Delta$</td>
<td>$\Delta$</td>
<td>$\Delta$</td>
</tr>
<tr>
<td></td>
<td>$\Delta$</td>
<td>$\Delta$</td>
<td>$\Delta$</td>
</tr>
</tbody>
</table>

Material: FM-steel-1
Specimen type: mini-C(T)

Material: FM-steel-1
Specimen type: 0.5T(CT)

Material: FM-steel-1
Specimen type: mini-bend bar

Material: FM-steel-2
Specimen type: mini-C(T)

Material: FM-steel-2
Specimen type: 0.5T(CT)
Appendix B. Detailed results for fully ductile tests (49 tests)
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