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Serum biomarkers are widely used as diagnostic indicators, but many are not specific and/or 

sensitive enough for screening purposes. Ovarian cancer, for example, is challenging to diagnose, in 

part because the biomarker levels are elevated in other conditions. Here, we acquired a “disease 

fingerprint” from patient serum by collecting large data sets of physicochemical interactions to a 

sensor array composed of organic color center-modified carbon nanotubes. Array responses from 

269 patients were used to train and validate machine learning models to differentiate ovarian cancer 

from other diseases and healthy individuals. This strategy yielded 87% sensitivity at 98% specificity 

versus 84% via the multimodal test using the biomarker cancer antigen 125 and transvaginal 

ultrasonography. Detection could not be recapitulated by known protein biomarkers, suggesting that 

heretofore unidentified biomarkers in the serum milieu are responsible for the sensor response. 

 

Ovarian cancer, the second most common gynecologic malignancy worldwide, is responsible for over 

184,000 deaths each year.1 If there is no sign that cancer has spread outside of the ovaries, five-year 

survival rates are over 90%.2 However, 59% of cases are diagnosed after they have metastasized to distant 

sites, for which the 5-year survival drops to only 29%.2 The earlier detection of ovarian cancer and timely 

measurements of disease progression and recurrence would markedly improve outcomes. 

Conventionally, serum biomarker measurements, such as cancer antigen 125 (CA125) combined with 

transvaginal ultrasonography, have been suggested for use as a screening tool for the detection of ovarian 

cancer.3,4 Recent reports have found that these methods do not result in early-stage detection and confer 

little survival benefit5,6 in part due to the challenge of improving sensitivity while maintaining high specificity. 

Other complementary serum biomarkers such as human epidermis protein 4 (HE4), chitinase-3-like protein 1 

(YKL40), and mesothelin, or panels of biomarkers have been reported to result in higher sensitivity over 

CA125-based screening.7-9 However, the improvement in discriminatory power for ovarian cancer diagnosis 

is still under debate.8,10 Currently, no screening strategy has been shown to reduce mortality, and screening 

strategies are associated with a high rate of false-positive results and a risk of harm from invasive testing. 

Major factors limiting precise diagnosis using serum biomarkers include patient heterogeneity11,12 and 

low specificity resulting from few established molecular markers13-17. Known biomarkers may not represent 

the complete disease state or may be present in many other diseases. Thus, accurate detection of analytes 

does not always confer high sensitivity and specificity for a disease.8 Many serum biomarkers in clinical 

practice thus only provide incremental value for treatment options, and often do not reduce the screening 

cost for patients.18 

To seek an alternative approach to overcome diagnostic challenges, we investigated a perception-

based strategy. Nature has evolved perception to identify and interpret multidimensional stimuli against 

target heterogeneity. Perception achieves target identification by using a number of sensory inputs wherein 

each encodes certain features of the target and analyzing these inputs against a pre-learned target pattern 

library. For instance, the perception of smell uses an array of non-specific olfactory receptors, whose pattern 

of responses is processed by the neural network in our brain to identify an odor.19 Olfactory receptors are 
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relatively small in number (100–200), yet 

through perception, they enable recognition of 

many different odors, far exceeding what is 

possible with one-to-one recognition. For these 

odors, although each signal produces relatively 

little predictive value, the full array of responses 

processed as a whole nevertheless lead to 

accurate identification. 

Perception-based approaches have been 

used to classify various disease conditions 

based on different patterns in methylation of 

DNA sequencing20, volatile organic compounds 

using electronic noses21, small metabolites 

using mass spectrometry22, and image analysis 

of pathology, computerized tomography scan, 

and magnetic resonance imaging23,24. Machine 

learning processes recognize disease-specific 

patterns that are too subtle or complex to be 

detected by human eyes or conventional 

analytical methods and aid in the construction of 

robust diagnostic models.24,25 Despite efforts to 

develop a generalizable platform of perception-

based diagnostic screening using pathology or 

radioimaging data, challenges remain in the 

identification of effective disease markers to 

achieve high sensitivity and selectivity and practical feasibility in the clinic. 

Semiconducting single-walled carbon nanotubes (SWCNTs) exhibit intrinsic near-infrared 

fluorescence26 with environmental responsivity down to the single-molecule level27. The emission of 

SWCNTs (E11) is sensitive to dielectric environment28,29, redox perturbations30, and electrostatic charge31,32. 

Non-covalent encapsulation with polymers, including short oligonucleotides, facilitates aqueous suspension 

and confers molecular selectivity to their optical responses via 1) contributing to a molecular masking effect 

that defines the shape and size of the exposed surface of SWCNTs33-35 and 2) modulating their optical 

bandgaps36.  

Organic color centers (OCCs) are molecularly tunable quantum defects on SWCNTs which are 

produced by covalent functionalization of a SWCNT.37 OCCs efficiently harvest mobile excitons through the 

SWCNT antenna, producing distinct fluorescence bands (E11
-) at longer wavelengths from the E11 band. The 

E11
- fluorescence introduces new biochemical sensitivities to SWCNTs determined by the chemical nature of 

the defect, making OCCs the molecular focal points for local environmental responses.38  

Herein, we present a nanosensor array and a computational model that resulted in the perception-

based detection of ovarian cancer from patient serum samples. To transduce broad types of 

physicochemical properties of a biofluid, we designed nanosensor arrays using OCC-functionalized, ssDNA 

encapsulated SWCNTs (OCC-DNAs, Fig 1). The emission of the OCC-DNA nanosensors exhibited diverse 

responses to serum samples collected from patients with high-grade serous ovarian carcinoma (HGSOC), 

other non-HGSOC diseases (including patients in remission, other gynecologic processes such as 

endometriosis and low-grade ovarian carcinoma, non-gynecologic cancers, and other conditions), and 

healthy individuals, but the optical responses did not provide substantial predictive value to differentiate 

these patients using conventional statistical analyses. We thus trained several machine learning models to 

classify the three categories of patients using the OCC-DNA sensor array responses. Support vector 

machine models resulted in striking sensitivity and specificity of HGSOC detection with an accuracy 

approaching 95%–significantly better than conventional serum biomarker-based identification. Potential 

interferents, such as drug treatments, were accounted for. The sensors were then used to assess the degree 

of predictive value conferred by known ovarian cancer serum biomarkers, including CA125, HE4, and 

YKL40. Support vector regression models showed that the sensor elements responded quantitatively to 

these markers, but they did not account for all of the predictive value, suggesting that unknown biomarkers 

play an important role in the differentiation of HGSOC by the sensors. 

 
Fig. 1 | OCC-DNA nanosensor array. a, Molecular 

model of an OCC-DNA nanosensor element. Shown is 

a ss(GT)15 DNA-wrapped (6,5)-SWCNT with 3,4,5-

trifluoroaryl OCC. b, Construction of an OCC-DNA 

nanosensor array from OCC and ssDNA components. 

 



 

 

 

Results  

 

We synthesized an array of OCC-DNA nanosensors by introducing several sp3 defects to the (6,5) 

SWCNT via diazonium chemistry39 and encapsulating them with a library of ssDNA to solubilize the 

nanosensors in biofluids. The ssDNA sequences were chosen based on the recognition sequences of DNA 

that form specific wrapping patterns on the SWCNT surface40 to result in diverse, highly-defined surface 

morphologies to confer disparate sensitivities to the local environment.33,34 Ten different OCC-DNA 

nanosensors were successfully synthesized from the combinations of three OCCs and four DNA sequences 

(Table 1). Each OCC-DNA nanosensor featured a pair of emission peaks depending on the chemical nature 

of the OCC and DNA sequence. We used 575 nm excitation to selectively excite (6,5)-SWCNT (Fig 2a and 

Fig S1), resulting in emission at ~1000 nm from the (6,5) nanotube species E11 band and a peak falling 

between 1110 to 1170 nm, depending on the aryl functional group. The latter is denoted as the E11
- band, or 

“OCC peak.”.  

To determine a minimal set of OCC-DNA combinations that provide the most diverse responses from 

the patient samples, we measured the fluorescence spectral responses of the OCC-DNAs to serum samples 

from HGSOC patients and healthy individuals. Four serum samples of the two conditions were incubated 

with ten different OCC-DNAs for 2 hours, and the fluorescence spectra of the OCC-DNA complexes were 

acquired. For each OCC-DNA nanosensor, we analyzed four different spectral features of the OCC-DNA 

nanosensors that were modulated in response to interactions with analytes in serum: E11 and E11
- intensity 

(int and int*) and wavelength (wl and wl*). From these data, we identified the sensors that gave statistically 

significant differences in response to healthy versus cancer groups in parametric t-tests (quantified by p-

value, Fig 2b and Fig S2). Our hypothesis was that OCC-DNAs which perform well independently would 

make good choices when used in combination. Six OCC-DNA nanosensors exhibiting E11 or E11
- peak 

wavelengths with statistically significant differences between HGSOC and healthy groups (p-values < 0.10) 

were selected for the sensor array used in the subsequent parts of this study (highlighted in Table 1, Fig S2). 

The selection/reduction of features improves the training speed and model performance by eliminating 

redundant features in the data set. 

We initially exposed the OCC-DNA sensor array to 215 patient serum samples and constructed a data 

set comprised of the spectral feature changes caused by the serum environment. Specifically, the size of the 

data matrix was Nsa×(Nf × NOCC-DNA), where Nsa is the number of serum samples, Nf is the number of features 

per OCC-DNA, and NOCC-DNA is the number of different OCC-DNA complexes in the array. The set of serum 

samples was collected from 49 HGSOC, 51 other gynecologic diseases (such as endometriosis and low-

grade ovarian carcinoma), 29 non-gynecologic cancer, 25 cancer patients in remission, including 7 HGSOC, 

and 61 healthy donors (Table S1). The fluorescence spectra were collected at three time points during 

incubation: 2 hours, 24 hours, and 72 hours.  

Table 1 | OCC-DNA nanosensor elements. Left: Chemical diversity of OCCs with varying terminating 

moieties on the aryl functional group. Center: Special oligonucleotide sequences that form molecular 

masks on CNTs. Right: Synthesized OCC-DNA nanosensors. A sensor array comprised of multiple OCC-

DNA nanosensors and was used for the machine learning training (highlighted in red). NEt2, 3F, and F-

CO2H represents 4-N,N-diethylamino, 3,4,5-trifluoro, and 3-fluoro-4-carboxy aryl organic color centers, 

respectively. 

Terminating group of aryl OCC ssDNA sequence OCC-DNA nanosensor 

-4-N(C2H5)2 CTTC3TTC NEt2*CTTC3TTC 

 (TAT)4 NEt2*(TAT)4 

 (GT)15 NEt2*(GT)15 

-3,4,5-F3 CTTC3TTC 3F*CTTC3TTC 

 (TAT)4 3F*(TAT)4 

 (AT)15 3F*(AT)15 

 (GT)15 3F*(GT)15 

-3-F-4-CO2H CTTC3TTC F-CO2H*CTTC3TTC 

 (AT)15 F-CO2H *(AT)15 

 (GT)15 F-CO2H *(GT)15 

 



 

To reduce the inconsistency in spectral measurements, the averaged sensor response of triplicate was 

used for the data analysis. We note that the variation of each measurement from the averaged triplicates 

was small for all the OCC-DNA peaks (Fig S3). The variations in dwl and dwl* showed narrow Gaussian 

distributions with the standard deviations ranged from 3.72–5.37%. The maximum variation in the same 

sample was less than 15% (<0.3 nm). The analysis confirmed that our measurement can reliably identify the 

small spectral shifts. This is likely because OCC-DNAs exhibit relatively narrow bandwidths (35–80 meV), 

and thus, small spectral shifts are significantly easier to be resolved as compared to conventional 

fluorophores (>100 meV). 

All four spectroscopic variables, int, int*, wl, wl*, measured from the OCC-DNA nanosensor array, 

exhibited statistically significant differentiation between HGSOC and healthy groups, but the data did not 

delineate a clear difference between HGSOC and other disease conditions (Fig 2c, Fig S4). Principal 

component analysis (PCA) was performed on the spectroscopic data (Nf = 4) upon a 2-hour incubation from 

all combinations of OCC-DNA sensors (NOCC-DNA = 6). The first two principal components accounted for 

87.5% of the total variance (principal component loadings listed in Table S2). Similar to Fig 2c, healthy 

samples showed the differentiable signatures from the disease samples, denoted by their segregation into 

separate regions in the PCA plot (Fig 2d), but HGSOC could not be separated from other disease 

conditions.  

To differentiate HGSOC from other conditions, we next trained machine learning models using the 

sensor responses and clinical diagnostic results (Fig 3, Fig S5). The algorithms were used for binary 

classification of sensor responses: HGSOC vs. other diseases + healthy (the differentiation of HGSOC from 

all other samples). The set of features chosen for the classification task were the spectroscopic variables 

dint, dint*, dwl, and dwl* collected from the OCC-DNA sensor array. For robustness, we investigated five 

standard machine learning algorithms with nested levels of optimization processes: model hyperparameters, 

model choice, and multilevel validation. We tested supervised machine learning algorithms: logistic 

 
Fig. 2 | Spectroscopic responses of OCC-DNA sensors to patient serum samples. a, Representative 

fluorescence spectra of the ss(GT)15 wrapped 3,4,5-trifluoroaryl OCC sensor, 3F*(GT)15, in PBS (gray), 20 

v/v% serum from an HGSOC patient (orange) and serum from a healthy individual (blue).  b, Spectral 

responses of the 3F*(GT)15 sensor to cancer and healthy individuals’ serum samples. Four spectral 

parameters – intensity and wavelength of the E11 and E11
- peaks (int, int*, wl, and wl*) were extracted from 

fluorescence spectra of four serum samples for each group. Data points represent the mean value of the 

spectroscopic variables. Each sample was measured in triplicate. Horizontal lines denote the median. c, 

E11 intensity change (dint) of each OCC-DNA sensor in response to 215 serum samples from HGSOC and 

other disease patients, as well as healthy individuals at 2-hour incubation. d, Principal component analysis 

(PCA) of sensor responses to HGSOC (orange), other diseases (light blue), and healthy samples (blue). 

 



 

regression, decision tree, artificial neural networks, random forest, and support vector machine (SVM), while 

tuning models’ hyperparameters with Bayesian optimization41. The averaged F-score in 10-fold cross-

validation was used to assess the model performance (see Methods). 

We first examined the machine learning algorithm that most accurately classifies HGSOC (Fig 3a). We 

compared the averaged F-scores of the machine learning algorithms using OCC-DNA combinations within 

the sensor array. We assessed combinations of OCC-DNA nanosensor responses, up to six at a time, out of 

the six originally-selected OCC-DNAs (1 ≤ NOCC-DNA ≤ 6), for 63 total possible combinations for each 

incubation duration (See Table S3). We found that SVM resulted in the best F-scores among the five 

machine learning algorithms that we tested (Fig S5). Thus, we used SVM models for subsequent 

optimizations of the HGSOC classifier.  

For our second optimization, we compared the differences in model performance using sensor 

responses measured under different durations of incubation with the serum samples (Nf = 3×63). In all the 

tested machine learning algorithms, there were no statistically significant differences between incubation 

times (Fig S5). We found that combining data sets obtained over multiple incubation durations can improve 

the model performance, but the performance was only marginally better than using 2 hours of serum 

incubation (Fig 3a, Table S3). Thus, we used the 2-hour data set for subsequent model development for 

simplicity. 

Thirdly, we examined which spectroscopic variables in the set of feature vectors optimize F-scores. We 

compared three combinations of spectral variables, involving the E11
- to E11 intensity ratio (Δint), the 

wavelength difference between E11
- and E11 peaks (Δwl), dwl, dwl*, dint, and dint*, and combinations thereof 

(Nf = (2, 4, or 6)×63, Fig 3b). The SVM models trained with the data set of 2 variables, Δint and Δwl, resulted 

in lower F-scores. We found no statistically significant difference between 4 and 6 variables in the F-scores 

of the optimized SVM models potentially because Δint and Δwl are derivative of the others. Thus, we used 

the 4 variables for further investigations.  

We then investigated the impact of the number of different OCC-DNA sensors in the array on the F-

score (1 ≤ NOCC-DNA ≤ 6, Fig 3c). When more OCC-DNA elements were added to the sensor array, the F-

scores tended to increase systematically. The trend was the same regardless of which machine learning 

algorithm was used (Fig S5). The best SVM model was trained by the spectral response of five OCC-DNAs: 

NEt2*CTTC3TTC, NEt2*(TAT)4, 3F*(TAT)4, 3F*(AT)15, and 3F*(GT)15. The averaged cross-validation score of 

the SVM model was 93.9% sensitivity, 95.2% specificity, and an F-score of 0.945 differentiating HGSOC 

from all other disease + healthy samples. Small variances in F-score and sensitivity (<0.1) in cross-

validations suggest that the optimized models are generalizable within the sample set. 

Lastly, we examined if tuning the hyperparameters to maximize the F score can improve sensitivity at a 

high specificity (Fig 3d). The F score is the weighted harmonic mean of PPV and sensitivity and  is chosen 

such that sensitivity is considered -times as important as PPV. At decreasing  from 3 to 0.2, sensitivity at 

98% specificity systematically increased, although the improvement was statistically insignificant. The best 

performing prediction model was the sensor array combination of 4-N(C2H5)2*CT2C3T2C, 4-N(C2H5)2*(TAT)4, 

3,4,5-F3*(TAT)4, 3,4,5-F3*(AT)15, and 3,4,5-F3*(GT)15, and yielded 87% sensitivity at 98% specificity when 

PPV and sensitivity were equally weighted ( =1). 

To further assess the robustness of the sensor array and algorithm, we synthesized a new batch of 

OCC-DNAs under the same condition and collected the sensor array response to an independent test set of 

54 patient samples (Nsa = 54). To evaluate the model performance in various medical conditions, the test set 

was sampled from different patients, comprised of 7 HGSOC, 5 other gynecologic diseases, 32 non-

gynecologic diseases, and 10 heathy patients. With this new sample set, we observed 100% sensitivity at 

98% specificity and an F-score of 0.978 using the SVM model differentiating HGSOC. These values are 

consistent with the cross-validation scores and gave a similar receiver operating characteristic (ROC) curve 

(Fig 3e), indicating that the model did not overfit the data.  

The risk of bias in the study was evaluated based on Prediction model Risk Of Bias Assessment, 

PROBLAST42 (Appendix 1 in Supplemental Information). The risk of bias scored low in terms of predictors, 

outcomes, and analysis. In participants, the tool resulted in the finding of no systemic differences between 

training and cross-validation sets. However, the limited medical record of healthy donors and the enriched 

fraction of breast cancers in the non-HGSOC group of the test set may introduce systematic bias in 

participant selection and the validation of machine learning models, respectively. For clinical translation of 

the technology, these risk of bias must be taken into account. 



 

We also endeavored to account for chemical interferents and background chronic conditions that could 

confer a bias in the sensor response. From a patient chart review, we identified chronic diseases and most-

common medications administered to the patients (Fig S6). We found that 75% of HGSOC and 68% of other 

disease patients suffered from at least one chronic condition, and the relative abundance between these 

disease groups was similar. Regarding the medications, we statistically assessed the contribution of each 

interferent to the sensor results using a multivariate regression model (Table S5). The regression model 

determined a linear correlation between the sensor response and medication, using estimated parameters 

and errors. The adjusted R2 of the regression model ranged from -0.045 to 0.233, indicating weak linear 

correlations of each sensor response to medications. We confirmed that the sensor array platform accurately 

classified the disease status regardless of medication and chronic conditions, evidenced by high F-scores of 

the HGSOC prediction models (Table S3). The analysis suggested no indications that such interferences 

reduced specificity in HGSOC detection by the sensor platform.  

To test the utility of the SVM model relative to conventional diagnostic methods, we compared 

conventional biomarker-based HGSOC detection and histology results to the F-score predicted by the SVM 

model. We measured known biomarkers in the patient serum samples, including CA125, HE4, and YKL40, 

creatinine, and bilirubin by immunoassays (see Methods). We assessed the diagnostic accuracy of serum 

HGSOC biomarkers in these patients (Fig 3f). Although the differences in serum CA125, HE4, and YKL40 

levels, with respect to the clinical references, were statistically significant between HGSOC, healthy, and 

other (non-HGSOC) diseases (Fig S7), false-positive rates were high. For example, CA125-based screening 

with 50 U/mL cutoff resulted in 65.3% sensitivity, 88.3% specificity, and an F-score of 0.621 in our patient 

sample set. The logistic regression of additional biomarkers marginally improved the HGSOC prediction (Fig 

3f). PCA plots of HGSOC biomarkers CA125, HE4, and YKL40 showed that these markers failed to 

differentiate HGSOC from other diseases while the healthy individuals’ samples clustered together (Fig 3g). 

Clinical trials using these biomarkers showed similar results.8,10 These results confirmed that our 

 
Fig. 3 | Optimization of machine learning algorithms for HGSOC classification. a, Comparison of F-

scores of HGSOC identification with artificial neural network (ANN), random forest (RF), and SVM models, 

using sensor data collected with different serum incubation times. b, Distribution of F-scores obtained using 

data with different numbers of spectral variables: 2 variables (Δwl + Δint) vs. 4 variables (dwl + dwl* + dint 

+ dint*) vs. 6 variables (dwl + dwl* + dint + dint* + Δwl + Δint). c, F-scores obtained with different numbers 

of OCC-DNA nanosensor types, via SVM. d, Sensitivity at 98% specificity obtained with varying  in F 

scoring via SVM. The line connects the median of sensitivities for the optimized nanosensor arrays. e, Best 

ROC curves for binary classification of HGSOC, showing both cross-validated training set (CV) and 

test/validation set (Test). The shaded area is the standard deviation of 10-fold validation. f, ROC curves of 

HGSOC classification using individual serum biomarkers (CA125: blue, HE4: orange, YKL40: gray) and 

logistic regression of their combination (black). g, PCA plot of three disease states, HGSOC (orange), other 

diseases (light blue), and healthy patients (blue), calculated using conventional serum measurements of 

CA125, HE4, and YKL40 levels from 215 patient sera.  

 



 

perception/sensor-based platform significantly outperformed established serum biomarker-based 

classification, and the accuracy was much closer to diagnosis by the physician (using pathology, imaging, 

etc.). 

To investigate the molecular basis for the sensor-based HGSOC fingerprint, we investigated the sensor 

response to serum biomarkers (Fig 4). We measured the spectral response of the OCC-DNA nanosensors 

upon single analyte titration with bilirubin, creatinine, and HGSOC serum biomarkers, including CA125, HE4, 

YKL40, and mesothelin in 20% fetal bovine serum (Fig 4a-d, Fig S8). We found that several OCC-DNA 

spectral responses correlated with CA125, HE4, YKL40, and bilirubin concentrations while mesothelin and 

creatinine showed no quantitative correlations with the sensor responses. We surmise that, because of this 

correlation, the inclusion of biomarker-dependent spectroscopic variables in the training data set improved F-

scores for HGSOC identification. We then assessed the relative contribution of each spectral parameter to 

the model performance by an ablation study—individually dropping each spectroscopic variable from the 

analysis (Fig S9). On analysis of feature importance, we identified that 3F*(GT)15 and 3F*(TAT)4 were the 

most important OCC-DNA nanosensors. We also found that the same feature in different sensor arrays can 

improve or reduce the prediction scores (Fig S9). For instance, the E11
- intensity (dint*) of NEt2*CTT has the 

highest positive feature importance (improved F-score by 0.067) in the sensor array of 4-N(C2H5)2*CT2C3T2C 

while the same feature reduced the F-score by 0.018 in the sensor array combination of 4-

N(C2H5)2*CT2C3T2C and 3,4,5-F3*(GT)15. Overall, the biomarker-dependent features scored highly, indicating 

that such features improved the SVM model performance (Fig 4e). The observations confirmed that 1) OCC-

DNA fluorescence transduces broad types of subtle differences in physicochemical properties of physisorbed 

molecules and 2) known serum biomarkers make up part of the disease fingerprint. However, the use of 

biomarker-dependent features exclusively did not result in optimal F-scores. The inclusion of certain features 

that showed no quantitative correlation with known biomarkers improved the model performance. These 

experiments suggest that the OCC-DNA nanosensor array results may be due, at least in part, to the 

transduction of heretofore unidentified biomarkers. 

To further investigate the correlation between serum biomarker levels and the response of the 

nanosensor array, we assessed whether the sensor array responses could be used to train an SVM model to 

identify abnormal levels of known biomarkers in the patient samples. First, we trained an SVM classification 

model to detect elevated CA125 by dividing the patient sera into groups based on the threshold for suspicion 

of malignancy; normal (0–50 U/mL) vs. high (>50 U/mL) CA125. The CA125 training resulted in high F-

scores (>0.92) for all possible sensor array combinations (Fig 4f, g, Table S4). We similarly assessed HE4 

and YKL40 with respect to their clinical references of 150 pM for HE4 and 1650 pM for YKL40, and we 

developed binary classification models to differentiate abnormal levels using the SVM algorithm. Both HE4 

and YKL40 classification resulted in high F-scores (0.89–0.98 and 0.81–0.93, respectively) for the detection 

of abnormal biomarker levels.  

We additionally investigated whether support vector regression (SVR) models can quantitatively predict 

serum biomarker levels using the sensor array (Fig 4h). The best CA125 regression model, using three 

OCC-DNAs, NEt2*(TAT)4, 3F*(TAT)4, and 3F*(AT)15 resulted in an average R-squared (r2) value of 0.719 

(Fig 4i). We note that the prediction error in the normal concentration range (<50 U/mL) was larger than in 

the high concentration range. This can be attributed to the fact that the detection limit in the single titration 

experiment was close to the clinical reference of CA125. The SVR models of HE4 and YKL40 were also 

constructed, resulting in r2 values of 0.55 and 0.56, respectively. The SVR models suggest that the known 

biomarkers influence the sensor responses, but the models were not sensitive enough to reliably predict the 

exact biomarker levels. 

We assessed the contribution of each spectral parameter to the biomarker classification and regression 

models (Fig S10). Most of the spectral parameters had positive relative importance on average, indicating 

that including such features improved the positive predictive value and sensitivity of the biomarker 

identification. A positive correlation of the feature importance to F-score (for binary classification) and r2 (for 

regression) was stronger for the biomarker-dependent variables that were identified in the single-analyte 

experiments (Fig 4a-d). Regarding bilirubin, however, although OCC-DNA fluorescence responses 

quantitatively correlated to its concentration over biologically relevant ranges (Fig S8), we failed to optimize a 

good SVR model for detection due to the small variance of the biomarker levels within the patient samples. 

The SVR model performance for serum creatinine was poor due to a lack of quantitative correlation between 

sensor response and creatinine concentrations in the single-titrant experiment (Fig S8). 



 

 

Discussion  

 

We constructed a nanosensor array platform, comprised of OCC-DNA elements and coupled with 

machine learning algorithms, to investigate the potential to identify HGSOC in patient sera. The array was 

comprised of multiple OCC moieties and DNA sequences, which together offer a rich design space for 

modulating the morphology and chemistry of the exposed nanotube surface. Our DNA sequence selection 

was based on the recognition sequences that form specific wrapping patterns on the nanotube surface. 

These sequences were originally selected to isolate individual (n,m) species/chiralities of nanotubes.40 We 

reasoned that the recognition sequences of DNAs would confer the greatest diversity of interactions with the 

serum milieu, which is important to establish an OCC-DNA library for screening disease-specific sensor 

responses. We based this rationale on the findings that ssDNA encapsulates CNTs via π-π stacking 

interactions, and certain DNA sequences can behave like a “molecular mask” that defines the shape and 

size of the exposed surface.33 Their characteristic surface structures are responsible for diverse 

physicochemical properties of the OCC-DNAs,34 leading to different protein corona compositions43,44. 

Different morphologies determined by OCCs and DNA thereby contribute to the selectivity of the nanotube 

surfaces to the serum milieu. The fluorescence modulation of SWCNTs is caused by several mechanisms 

including Fermi level shifting through modulation of the immediate redox environment and exciton disruption 

in response to binding events, which change SWCNT intensity, and solvatochromic (wavelength) shifting due 

to perturbation of the local dielectric environment, including shifts due to modulation of the local electrostatic 

environment.31,45 OCC fluorescence, on the other hand, is molecularly specific and extremely sensitive to the 

local chemical environment of the atomic defect sites.38,46 Interactions between HGSOC serum biomarkers 

and OCC-DNA hybrids elicited additional, diverse spectral responses of the sensor array that enabled 

sufficient differentiation of signals from other sera. 

The sensor platform was used to identify HGSOC with high positive and negative predictive values. 

Model performance of the sensor technology exceeds the results of the current best clinical screening test 

using longitudinal CA125 and second-line transvaginal ultrasonography5 (87% vs. 84% clinical sensitivities at 

98% specificity). However, considering the fact that specimens obtained from symptomatic individuals at 

diagnosis were used for the development and assessment of the technology, prediction outcomes may differ 

in clinical screening settings in which specimens are obtained in asymptomatic individuals before clinical 

 
Fig. 4 | Known serum biomarkers make up part of the disease fingerprint in the nanosensor array 

platform. a–d, Representative spectral response of OCC-DNA in 20% FBS at increasing concentration of 

(a) CA125, (b,c) HE4, and (d) YKL40. e, Feature importance analysis of the binary SVM model. f, ROC 

curves of binary biomarker classification (normal vs. above clinical reference) using SVM of the OCC-DNA 

sensor responses. g, F-score ranges of SVM classifications of HGSOC biomarkers or disease state. Lines 

in each box indicates the median. h, R-squared ranges of biomarker SVR. i, Serum CA125 levels predicted 

by SVR against immunoassay results. The prediction models were trained by the fluorescence response 

of NEt2*(TAT)4, 3F*(TAT)4, and 3F*(AT)15. The highlighted squares classify normal (<50 U/mL, blue) and 

high CA125 (>250 U/mL, red) groups. 

 

 

 

 



 

diagnosis. Further studies in a high-risk cohort, such as BRCA mutation carriers undergoing risk-reducing 

surgery, are warranted to evaluate the ability of the model to identify pre-invasive and early-invasive disease. 

This sensor technology platform exhibits several unique potential advantages for clinical applications. 

First, this method could be rapidly adapted to the detection of many diseases/conditions. The array could be 

used to train an algorithm to recognize nearly any disease when given enough data from the sensor 

responses to the appropriate patient serum samples. Second, this technology could supplement or replace 

the use of known biomarkers when there are issues with selectivity in conventional multi-analyte tests. Due 

to the potential to iteratively modify the sensor array and machine learning algorithms and to additively 

augment training set size, the selectivity may be increasingly optimized. Third, this sensor platform can be 

used in a high-throughput fashion to facilitate the screening of large populations. Fourth, because the 

technology does not rely on antibody-based molecular recognition elements, the sensors could be more 

robust than existing methods and are not as reliant on cold chain logistics, enabling use in resource-limited 

settings and in technologies such as point-of-care and wearable/implantable devices47. Lastly, the sensor 

technology also has the potential to be developed as an inexpensive and rapid screening tool to result in a 

single, easy-to-interpret test result in primary care settings. The materials needed for the sensor cost 

approximately $5 per sample because of the lack of need for cold chain storage, the small amount of OCC-

DNAs needed for screening (<5 nanograms). The cost of the sensor measurement would also diminish if 

measured via high-throughput instruments, and the potential for the use of very low sample volumes is 

substantial. 

This work employed machine perception to detect disease fingerprints using an array of optical 

nanosensors. The study carefully investigated the attributes and molecular mechanism that resulted in the 

striking accuracy of the machine learning-aided nanosensor array. It is important to note that the best-

performing HGSOC prediction model (Fig 3d) included the spectroscopic variables that were not sensitive to 

the known biomarkers and their relative importance was much significant than the biomarker-related 

variables (Fig S9). This suggests that there exist potential biomarkers or combinations thereof that are either 

unknown or not part of conventional screening approaches but were captured by the OCC-DNA sensor 

array. Information detailing which biomarkers and molecular interactions primarily result in the disease 

fingerprint is unknown and largely cannot be determined by current machine learning methods.48 We believe 

that it may be possible, with extensive investigations, to use quantitative proteomics aided by the 

nanosensor array as a discovery tool.49-51 Such investigation could potentially be used to facilitate biomarker 

discovery efforts52 and uncover new information related to disease pathophysiology.  

 

 

Methods 

 

Large scale synthesis of OCC-DNAs. Raw SWCNT material, CoMoCAT SG65 and SG65i (Sigma-Aldrich) 

was used for the large-scale preparation of OCC-SWCNTs. The SWCNTs were dissolved in chlorosulfonic 

acid (Sigma-Aldrich, 99.9%) at a concentration of ~4 mg/mL with magnetic stirring, followed by the addition 

of an aniline derivative at different molar ratios relative to the SWCNT carbon, and equimolar amounts of 

sodium nitrite (Sigma Aldrich, ≥97.0%). The aniline derivatives tested for these experiments include 4-amino-

2-fluorobenzoic acid (Sigma-Aldrich, 97%), 3,4,5-trifluoroaniline (Sigma-Aldrich, 98%), and N,N-diethyl-p-

phenylenediamine (Sigma-Aldrich, 97%). The SWCNT-superacid mixture was then added drop-by-drop into 

Nanopure water with vigorous stirring (Safety Note: the neutralization process is aggressive; a significant 

amount of heat and acidic smog can be generated. Personal protective equipment, including goggles/facial 

mask, lab coats, and acid-resistant gloves, are necessary. The neutralization must be performed in a fume 

hood). The resulting OCC-SWCNTs instantly precipitate out from the solution. The precipitates were then 

filtered on an anodic aluminum oxide filtration membrane with a pore size of 0.02 μm (Whatman® Anodisc 

inorganic filter membrane), thoroughly rinsed with Nanopure water, and then dried in a vacuum oven. 

The OCC-SWCNTs were stabilized by 3.5 mg/mL ssDNA in phosphate buffered saline (PBS). The 

OCC-SWCNT were individually dispersed by ultrasonication at 6W for 60 min using a probe-tip sonicator 

(Sonics & Materials, Inc) at 4oC for 1 hour. The DNA to SWCNT mass ratio is 5 to 1. Then the OCC-DNA 

solutions were centrifuged at 100,000 g and 4 oC for 30 min. The 80% supernatant was dialyzed against 

PBS for 36 hours to remove free DNA (Spectra-Por, Float-A-Lyzer, MWCO = 1MDa). The absorption spectra 

of the dialyzed solutions were collected with a UV-Vis-NIR spectrophotometer (Jasco, Tokyo, Japan). After 



 

subtracting background, the optical density at (6,5) E11 (~1000 nm) was used to estimate the relative OCC-

DNA concentration53 (Fig S11). 

 

OCC-DNA and serum/recombinant protein handling. The OCC-DNA concentration was adjusted to 0.325 

mg/L in PBS. We introduced 20 µL of a patient serum sample to 80 µL of OCC-DNAs in a 96-well plate 

(Corning) to make the OCC-DNA concentration of 0.26 mg/L in each well. OCC-DNAs in 100 µL PBS (0.26 

mg/L) was also prepared to compare the relative changes in sensor response in serum for feature vector 

construction (See Data preprocessing in Methods). The OCC-DNA was incubated at room temperature for 2 

hours and in a cold room (4 oC) after the spectral acquisition at 2-hour time point. Data were taken at three 

time points during incubation: 2 hours, 24 hours, and 72 hours. 

To test sensor sensitivity to serum biomarkers, OCC-DNA complexes were added to a 96-well plate at a 

concentration of 0.26 mg/L in a 100-μl total volume of 20% FBS (Gibco). In triplicate, the following were 

added into wells at biologically relevant concentrations: 0–352000 U/mL recombinant human CA125/MUC16 

(R&D Systems), 0–100 nM recombinant human HE4 (RayBiotech), 0–100 nM recombinant human YKL40 

(R&D Systems), 0–50 nM recombinant human mesothelin (BioLegend), 0–1000 µM creatinine (Fisher 

Scientific, ≥98%, anhydrous) or 0–200 µM bilirubin (Fisher Scientific, ≥97%). Experiments were performed 

with the same time points as above. All experiments were performed in triplicate. 

 

High-throughput near-infrared spectroscopy. Fluorescence emission spectra of OCC-DNAs were acquired 

using a home-built near-infrared fluorescence spectroscopy apparatus consisting of a tunable white light 

laser source, inverted microscope, and InGaAs NIR detector. The SuperK EXTREME supercontinuum white-

light laser source (NKT Photonics) was used with a VARIA variable bandpass filter accessory, capable of 

tuning the output 500−825 nm, set to a bandwidth of 20 nm centered at 575 nm. The light path was shaped 

and fed into the back of an inverted IX-71 microscope (Olympus), where it passed through a 20× NIR 

objective (Olympus) and illuminated the samples in a 96-well plate. Emission from the OCC-DNAs was 

collected through the 20× objective and passed through a dichroic mirror (875 nm cutoff, Semrock). The light 

was f/# matched to the spectrometer using several lenses and injected into a Shamrock 303i spectrograph 

(Andor, Oxford Instruments) with a slit width of 100 μm, which dispersed the emission using a 86 g/mm 

grating with 1.35 µm blaze wavelength. The spectral range was 723−1694 nm with a resolution of 1.89 nm. 

The light was collected by an iDus 1.7 µm InGaAs (Andor, Oxford Instruments) with an exposure time of 10 

seconds. An HL-3-CAL-EXT halogen calibration light source (Ocean Optics) was used to correct for 

wavelength-dependent features in the emission intensity arising from the spectrometer, detector, and other 

optics. A Hg/Ne pencil-style calibration lamp (Newport) was used to calibrate the spectrometer wavelength. 

Background subtraction was conducted using a well in a 96-well plate filled with PBS or 20% FBS, 

depending on the experiment. Following acquisition, the data were processed with custom code written in 

Matlab that applied the aforementioned spectral corrections and background subtraction and was used to fit 

the data with Lorentzian functions. 

 

Serum sample set. 269 waste samples were collected from female patients diagnosed with ovarian and 

other cancers under a Memorial Sloan Kettering Cancer Center Institutional Review Board approved 

protocol. From this sample set, 56 specimens were collected from patients diagnosed with high-grade serous 

ovarian cancer, 71 specimens from healthy donors, 56 with other gynecologic diseases, 61 with non-

gynecologic diseases, and 25 in remission. There was no statistically significant difference in age distribution 

for each group. Diagnoses were identified from a chart review of each patient; all diagnoses included 

histology and were confirmed by gynecologic oncology attending physician. Patient demographics, 

diagnosis, and biomarker levels are available in Table S1. 

 

Serum assays. Serum concentrations of CA125 and HE4 were determined on the Abbott Architect i2000 

analyzer (Abbott Diagnostics, Abbott Park, IL, USA) using a chemiluminescent microparticle immunoassay. 

YKL40 was analyzed using a singleplex immunoassay on the Protein Simple Ella system. The Abbott C8000 

analyzer was used to determine the concentrations of creatinine by quantitating the formation of creatinine 

picrate in alkaline conditions, and bilirubin was analyzed by the formation of azobilirubin using the diazo 

reagent under specified conditions. 

 



 

Data preprocessing. Quantities representing the sensor response to patient serum were acquired by the 

Lorentzian fitting of OCC-DNA fluorescence spectra: E11 intensity, E11
- intensity, E11 wavelength, and E11

- 

wavelength. The average value of triplicates was used as feature data for machine learning processes. 

Feature values were defined as a difference in sensor response acquired from patient serum and PBS. 

Specifically, the E11 peak position feature, dwl, was defined as the wavelength difference between the E11 

peak in the patient sample, wl, and PBS, wl0, dwl = wl – wl0. The E11 peak intensity feature, dint, was 

normalized as dint = int/int0, where int and int0are the E11 peak intensity in serum and PBS, respectively. 

Similarly, we defined E11
- peak related features, dwl* and dint*, indicating the relative E11

- peak position and 

intensity. We additionally considered the relative change in E11
- to E11 intensity, Δint = (int*/int)(int0*/int0)-1 – 1, 

and the wavelength difference between two peaks, Δwl = dwl* – dwl to check if the addition of these features 

would create a larger variance in HGSOC prediction. 

We normalized each feature vector to be in the range of [-1, 1] to balance the feature contribution to the 

model. The imbalance in the size of each group was corrected by upscaling minority species (SMOTE: 

Synthetic Minority Oversampling Technique)54 so that the prediction models were not biased by groups with 

a larger sample size. For the biomarker prediction models, we divided the data into normal versus high 

biomarker level groups based on the clinical references (CA125: 50 U/mL, HE4: 150 pM, YKL40: 1650 pM) 

and corrected the group size using SMOTE. 

 

Model training and performance assessment. Using algorithms implemented in Scikit-Learn55, we created 

models based on Decision Tree, Logistic Regression, Artificial Neural Networks, Random Forest, and 

Support Vector Machine (SVM) for binary classification. Hyperparameters for each model were optimized 

using Bayesian Optimization, implemented in the HyperOpt library.41 The loss function to minimize in the 

hyperparameter optimization was set to (1 – F-score). F-score (or F1-score) is a measure of accuracy in 

binary classification and calculated from the harmonic mean of the positive predictive value (PPV) and 

sensitivity: 2/(sensitivity-1 + PPV-1). To rule out the possible overfitting in machine learning process, model 

performance was evaluated using ten-fold cross-validation. In the cross-validation process, stratified shuffle 

split validation was used to randomly partition the data set into ten subsamples. In each partition, nine of the 

ten subsamples were used to train the model, while a single subsample was used to test the trained model. 

The average F-score of the ten-fold cross-validation was used to assess model performance. The trained 

models were then tested with an independent set of patient sera (N=54), sampled from different patients 

(test set), as external validation. Support vector regression (SVR) was used to construct the regression 

models of HGSOC serum biomarkers with 10-fold cross-validation. The loss function in the hyperparameter 

optimization was (1 – r2). For SVM and SVR, a radial basis function kernel was used and the hyperparameter 

optimization was performed for the regularization parameter (cost) and the kernel coefficient (gamma) with 

the maximum iteration of 1000. The hyperparameter space of each machine learning algorithm for model 

optimization is shown in Table S6.  

 

 

Data availability 

 

All data is available in the manuscript or the supplementary materials. 

 

 

Code availability 

 

Python and Matlab codes for the machine learning and data analysis in this article is available upon request, 

by contacting the corresponding author (hellerd@mskcc.org). 
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