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Abstract
In 2020, the National Institute of Standards and Technology
(NIST), in cooperation with the Intelligence Advanced Re-
search Project Activity (IARPA), conducted an open challenge
on automatic speech recognition (ASR) technology for low-
resource languages on a challenging data type - conversational
telephone speech. The OpenASR20 Challenge was offered for
ten low-resource languages - Amharic, Cantonese, Guarani, Ja-
vanese, Kurmanji Kurdish, Mongolian, Pashto, Somali, Tamil,
and Vietnamese. A total of nine teams from five countries fully
participated, and 128 valid submissions were scored. This paper
gives an overview of the challenge setup and procedures, as well
as a summary of the results. The results show overall high word
error rate (WER), with the best results on a severely constrained
training data condition ranging from 0.4 to 0.65, depending on
the language. ASR with such limited resources remains a chal-
lenging problem. Providing a computing platform may be a
way to level the playing field and encourage wider participation
in challenges like OpenASR.
Index Terms: automatic speech recognition, evaluation, low-
resource language, conversational telephone speech, IARPA
MATERIAL, Amharic, Cantonese, Guarani, Javanese, Kur-
manji Kurdish, Mongolian, Pashto, Somali, Tamil, Vietnamese

1. Introduction
The performance of ASR technologies has been under inves-
tigation for decades. NIST started conducting benchmark ASR
tests in the 1980s, beginning with English read speech in limited
domains. In collaboration with the Spoken Language Program
of Defense Advanced Research Projects Agency (DARPA), a
series of Large Vocabulary Continuous Speech Recognition
(LVCSR) tests took place in the 1990s, over time adding more
data and data genres such as broadcast news and conversational
speech, as well as other high-resource languages such as Arabic
and Spanish. Overviews of the progression of these tests can be
found in [1], [2]. The DARPA Effective, Affordable, Reusable
Speech-to-Text (EARS) Program that ran from 2002 to 2004
also marked the beginning of the Rich Transcription (RT) eval-
uation series that ran from 2002 to 2009[3]. From 2006 to 2011,
the DARPA Global Autonomous Language Extraction (GALE)
program, while not having an ASR main focus, had ASR as a
component and continued to further speech recognition evalua-
tion. Performance improved over years of repeated testing, with
some languages and genres reaching a similar performance as
human transcription of speech.

As with human language technologies in general, ASR
presents a bigger and different challenge if less is data available
for training and development. There are over 7000 languages
spoken in the world; the vast majority of them are considered
low-resource. At the same time, improved performance for such

languages is becoming increasingly more important, with more
widespread use of devices and technologies in more languages
for which technologies such as ASR are an integral part of the
user experience. The performance of ASR also affects the qual-
ity of downstream applications such as machine translation. As
human language technologies are maturing, the challenges of
low-resource language technologies have come more into fo-
cus as a subject of increased research interest in the 2000s,
as surveyed e.g. in [4]. The Workshop on Spoken Language
Technologies for Under-Resourced Languages, held biannually
since 2008 and most recently as the 1st Joint Workshop on
Spoken Language Technologies for Under-resourced languages
and Collaboration and Computing for Under-Resourced Lan-
guages (CCURL) in 2020, has been a venue for continued re-
search into low-resource speech technologies including speech
recognition.[5] The IARPA Babel program, which ran from
2012 to 2016, tested rapid development of ASR and keyword
search technologies for conversational telephone speech in lan-
guages with little transcribed data available.[6]

Against this background, the OpenASR Challenge[7]
hosted by NIST is an open evaluation challenge created
as a spin-off of the IARPA Machine Translation for En-
glish Retrieval of Information in Any Language (MATERIAL)
program[8], which encompasses more tasks, including cross-
language information retrieval, language and domain identifica-
tion, and summarization. For every year of MATERIAL, NIST
supports a simplified, smaller scale evaluation open to all, fo-
cusing on a particular technology aspect of MATERIAL. The
capabilities tested in the open challenges are expected to ul-
timately support the MATERIAL task of effective triage and
analysis of large volumes of text and audio content in a variety
of less-studied languages.

In 2020, the focus was on assessing the state of the art of
ASR for low-resource languages. Ten low-resource languages
were offered. The task was to perform ASR on speech data
in these languages, producing written text output. OpenASR20
was implemented as a track of NIST’s Open Speech Analytic
Technologies (OpenSAT) evaluation series.[9] The evaluation
made use of existing data, thus offering a low-cost option to
perform an evaluation on a multitude of languages.

2. Challenge Setup
2.1. Languages

The OpenASR20 Challenge was offered for these ten low-
resource languages (shorthand used in results in parentheses):
Amharic (AMH), Cantonese (CAN), Guarani (GUA), Javanese
(JAV), Kurmanji Kurdish (KUR), Mongolian (MON), Pashto
(PAS), Somali (SOM), Tamil (TAM), and Vietnamese (VIE).

Apart from being considered low-resource, several of these



languages exhibit additional challenges that often come with
low-resource status, such as inconsistent spelling conventions,
underspecified orthographies, potential code-switching, and di-
alectal variations. Participants could attempt as many of the ten
languages as they wished.

2.2. Training Conditions

The OpenASR20 Challenge offered two different training con-
ditions, Constrained (CONSTR) and Unconstrained (UNCON-
STR). For any language processed, participants were required
to make a submission for the Constrained Training condition.
The Unconstrained Training condition was optional, but encour-
aged.

As the name implies, the Constrained training condition
limited training data resources to allow better cross-team com-
parisons. The constraint was quite severe; the only speech
data permissible for training under this condition was a 10-hour
training set specified by NIST in the language being processed.
Additional text data in any language, either from the provided
training set or publicly available resources, was permissible for
training in the Constrained Training condition. Any such addi-
tional text training data had to be specified in sufficient detail
in the system description. Under the Unconstrained training
condition, participants were allowed to use speech data outside
of the provided 10-hour training set, as well as additional pub-
licly available speech and text training data from any language.
This condition allowed for gauging performance gain from ad-
ditional training data. Any such additional training data had to
be specified in the system description.

Participants were not allowed to hire native speakers for
data acquisition, system development, or analysis for either
training condition.

2.3. Data

The data used in the challenge consisted of conversational tele-
phone speech between two individuals speaking on a topic of
their choosing from a list of suggested topics, for approximately
ten minutes. Separate datasets for system training (BUILD), de-
velopment (DEV), and evaluation (EVAL) were provided for
each of the languages. The conversations were provided as
separate channels for each speaker. For a few cases, only one
side of the conversation was available due to not passing qual-
ity control checks. The data were sampled at 8kHz, 44.1kHz,
or 48kHz and provided in .sph or .wav format, depending on
the language, and were marked for gender, age, dialect, envi-
ronmental condition, network, and phone model. The BUILD
set also included a lexicon and a language specification doc-
ument. Given the low-resource status of the languages, there
are varying degrees of spelling variation and inconsistencies to
be found in the data - adding an additional level of challenge,
despite the fact that transcriptions were conventionalized in a
standardized orthography. The data for most of the languages
stem from the IARPA Babel program. More details regarding
the audio data can be found in the IARPA Babel Data Specifi-
cations for Performers.[10] The Somali data sets stem from the
IARPA MATERIAL program. For a larger overview of the cor-
pora used in MATERIAL, including ASR and other data, see
[11].

Prior to scoring OpenASR20 submissions, the data was pre-
processed with a number of normalization steps. These steps are
detailed in section 7.3 of the OpenASR20 Evaluation Plan.[12]

Table 1 lists the permissible BUILD (CONSTR and UN-
CONSTR), DEV, and EVAL data resources by modality, audio

Table 1: BUILD, DEV, and EVAL data resources. Hours of
audio indicate duration of conversation, not total duration of
audio files.

Data set Audio Text

BUILD, CONSTR 10 hours Unlimited
BUILD, UNCONSTR Unlimited Unlimited
DEV 10 hours n/a
EVAL 5 hours n/a

Table 2: BUILD, DEV, and EVAL data set file and transcribed
word counts.

BUILD DEV EVAL
Lang. Files Words Files Words Files Words

AMH 122 64,391 123 65,763 64 33,241
CAN 120 96,943 120 95,893 69 50,087
GUA 134 68,984 124 71,285 62 36,199
JAV 122 64,047 122 68,765 62 33,638
KUR 133 82,418 132 77,930 66 38,479
MON 126 90,258 124 90,260 60 44,306
PAS 131 108,509 136 108,713 60 50,693
SOM 132 87,670 126 85,666 66 44,951
TAM 125 70,980 125 71,107 64 36,057
VIE 126 111,952 132 112,029 68 56,048

vs. text. The same limits held for all ten languages. The audio
durations listed refer to conversations, not total length of audio
files (which were separate for each speaker). Table 2 lists the
number of audio files and the approximate number of words for
each of the ten languages’ BUILD, DEV, and EVAL data sets.

2.4. Metrics

The primary metric computed on the submitted output was
Word Error Rate (WER), as implemented in the sclite tool of
the Speech Recognition Scoring Toolkit SCTK available from
NIST.[13] WER is computed as the sum of deletion, insertion,
and substitution errors in the ASR output compared to a human
reference transcription, divided by the total number of words in
the human reference transcription:

WER =
#Deletions+#Insertions+#Substitutions

#ReferenceWords
(1)

Character Error Rate (CER) was also computed. CER is
calculated in the same way as WER, but at the character level
instead of word level.

In addition, participants were required to self-report time
and memory resources used by their ASR system(s). The time
information was used to compute a run time factor (compared to
the real time of the audio data processed) as a secondary metric,
while the memory information was to provide the community
with information about the resources required to use the ASR
system(s).

3. Participation
Interest in the challenge was high. Originally, 28 teams from
twelve countries registered to participate. Interest was fairly
evenly distributed across the offered languages. In the end, a
total of nine teams from five countries participated fully, mean-
ing they made at least one valid CONSTR training submission



on at least one language’s EVAL data set. The participating or-
ganizations, their countries, and their team names as used in the
results are listed in Table 3.

Table 3: Participants. Asterisk (*) indicates team did not submit
required system description.

Organization Country Team
Name

Catskills Research Co. USA Catskills
Centre de Recherche

Informatique de Montréal
Canada CRIM

National Sun Yat-sen
University

Taiwan NSYSU-
MITLab

Shanghai Jiao Tong
University

China Speechlab-
SJTU

*Tal China *upteam
Tallinn University of

Technology
Estonia TalTech

Tencent China MMT
Tencent, Tsinghua

University collaboration
China TNT

Tsinghua University China THUEE

The total number of valid submissions across all partici-
pants, languages, and training conditions was 128. The number
of teams per language and valid submissions by language and
training condition are listed in Table 4.

Table 4: Participation by language.

Language Teams CONSTR UNCONSTR

AMH 4 9 1
CAN 6 15 7
GUA 4 9 1
JAV 4 9 1
KUR 5 14 2
MON 6 14 6
PAS 3 7 0
SOM 5 13 1
TAM 4 8 1
VIE 4 10 0

All languages received interest and submissions. Cantonese
and Mongolian had the most teams participating (6) and also re-
ceived the highest number of submissions overall (22 for CAN,
20 for MON). Regarding training conditions, there were more
submissions for the required CONSTR training condition than
the optional UNCONSTR training condition, for all languages.

4. Results and Analysis
An overview of the OpenASR20 Challenge results is available
online.[14] The following synopsis focuses on results for WER
and, to allow for more meaningful comparisons, on the CON-
STR training condition.

Table 5 lists the best WER score for each team that partic-
ipated in that language, as well as the CER score for the same
submission. Scores are ordered from best (lowest) to worst
(highest) WER, by training condition, though late submissions
and submissions by teams who did not submit the required sys-
tem description are flagged as indicated and listed at the bottom

Table 5: WER and CER for each team’s best WER submission
by language and training condition. Asterisk (*) indicates miss-
ing system description, dagger (†) indicates late submission;
both cases are listed at the bottom of their category.

Lang. Condition Team WER CER

AMH

CONSTR TalTech 0.45 0.34
CONSTR THUEE 0.46 0.35
CONSTR Speechlab-SJU 1.02 0.89
CONSTR *upteam *1.38 *1.36

AMH UNCONSTR Speechlab-SJTU 1.02 0.89

CAN

CONSTR TNT 0.40 0.35
CONSTR THUEE 0.44 0.38
CONSTR TalTech 0.45 0.40
CONSTR NSYSU-MITLab 0.61 0.56
CONSTR Speechlab-SJTU 0.76 0.70
CONSTR *upteam *1.31 *1.33

CAN UNCONSTR TNT 0.32 0.26
UNCONSTR Speechlab-SJTU 0.76 0.70

GUA

CONSTR THUEE 0.46 0.42
CONSTR TalTech 0.47 0.43
CONSTR Speechlab-SJTU 0.99 0.96
CONSTR *upteam *1.21 *1.21

GUA UNCONSTR Speechlab-SJTU 0.99 0.96

JAV

CONSTR THUEE 0.52 0.52
CONSTR TalTech 0.54 0.54
CONSTR Speechlab-SJTU 0.94 0.94
CONSTR *upteam *1.35 *1.35

JAV UNCONSTR Speechlab-SJTU 0.94 0.94

KUR

CONSTR TalTech 0.65 0.61
CONSTR THUEE 0.67 0.62
CONSTR CRIM 0.75 0.71
CONSTR *upteam *1.09 *1.08
CONSTR Speechlab-SJTU 1.12 1.05
CONSTR *upteam *1.09 *1.08

KUR UNCONSTR Speechlab-SJTU 1.12 1.05

MON

CONSTR THUEE 0.45 0.33
CONSTR MMT 0.45 0.33
CONSTR TalTech 0.47 0.35
CONSTR Speechlab-SJTU 0.97 0.80
CONSTR †TNT †0.45 †0.35
CONSTR *upteam *1.03 *1.00

MON
UNCONSTR MMT 0.41 0.30
UNCONSTR TNT 0.46 0.34
UNCONSTR Speechlab-SJTU 0.97 0.80

PAS
CONSTR TalTech 0.46 0.32
CONSTR THUEE 0.49 0.34
CONSTR *upteam *1.37 *1.35

SOM

CONSTR TalTech 0.59 0.59
CONSTR THUEE 0.60 0.60
CONSTR Speechlab-SJTU 1.04 1.04
CONSTR Catskills 1.14 1.14
CONSTR *upteam *1.23 *.23

SOM UNCONSTR Speechlab-SJTU 1.04 1.05

TAM

CONSTR TalTech 0.65 0.42
CONSTR THUEE 0.66 0.44
CONSTR Speechlab-SJTU 1.06 0.80
CONSTR *upteam *1.35 *1.32

TAM UNCONSTR Speechlab-SJTU 1.06 0.80

VIE

CONSTR TalTech 0.45 0.41
CONSTR THUEE 0.46 0.41
CONSTR NSYSU-MITLab 0.75 0.70
CONSTR *upteam *1.41 *1.41

of the respective category. Submissions for UNCONSTR train-
ing were overall rare and did not exist for all languages. For
those languages with UNCONSTR submissions, the best UN-
CONSTR score was better than the best CONSTR score only in
the case of Cantonese and Mongolian.



Figure 1: Best CONSTR WER scores per language and team. Oval enclosing the data points indicates no significant difference at the
95% level.

The best CONSTR WER scores per team and language
were tested for significant differences using Student’s t-test.
Adjacent data points surrounded by an oval are scores that did
not differ significantly according to this test (p > 0.05) as shown
in Figure 1.

WER was overall high. The best (lowest) results per lan-
guage range from 0.40 (Cantonese) to 0.65 (Kurmanji Kurdish),
with many of the languages in between close to the 0.5 mark for
the best result. As mentioned in the Data section, some meta-
data was available, but some of these factors only had a small
amount of data - not enough for comparison. We focused on
those with adequate samples (at least 20 audio files). Using the
best CONSTR submission for each language, we explored the
effect of dialect and gender on WER. For the dialect distinction,
not every case had enough data in each category for a meaning-
ful comparison. For those that did, no significant differences
between WER for different dialects were found. For the gender
distinction, a significant difference (p < 0.05) between WER
for male vs. female speech was found only for Javanese and
Pashto; in both cases the female speech resulted in significantly
better WER than the male speech.

5. Discussion and Conclusions
The results indicate that ASR for low-resource languages, and
in particular paired with a challenging data type such as conver-
sational telephone speech, remains a difficult problem, as ev-
idenced by the worse WER scores compared to more widely
studied languages with large amounts of training data available.
Some of the languages tested in OpenASR20 (CAN, KUR,
PAS, TAM, VIE) were tested in the aforementioned Babel pro-
gram from 2013-2016 as well, sourcing materials from the same

larger data sets. This allows for some limited comparability,
although the evaluation data sets used were not identical, and
notably the training data was not limited as severely in Babel
as in OpenASR20. While the results were not directly com-
parable, the best scores achieved in OpenASR20 were close to
those achieved in Babel years before with more training data,
and in some cases better. This indicates potential progress in
that similar results can now be achieved with less resources.

We plan on performing error analyses in relation to chal-
lenges specific to the different language data, as well as, in col-
laboration with participants, in relation to training data usage.

While 28 teams originally registered for the challenge, only
nine made valid submissions on at least one language’s EVAL
set. It will be useful to determine the reasons for this drop, and
how to lower the barriers to entry to encourage wider participa-
tion. One consideration to become more accessible is to provide
a computing platform with the infrastructure for participants to
run their systems, instead of them having to rely on their own,
which may vary widely between organizations. In addition, it
may be useful to examine the usefulness of the UNCONSTR
training condition with its low participation and minimal or no
performance gain; its presence may represent another factor dis-
couraging wider participation.

6. Disclaimer
These results presented in this paper are not to be construed or
represented as endorsements of any participant’s system, meth-
ods, or commercial product, or as official findings on the part of
NIST or the U.S. Government. Opinions, interpretations, con-
clusions and recommendations are those of the authors and are
not necessarily endorsed by the United States Government.
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