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Abstract Design of additively manufactured metallic parts requires compu-
tational models that can predict the mechanical response of parts consider-
ing the microstructural, manufacturing, and operating conditions. This article
documents our response to Air Force Research Laboratory (AFRL) Additive
Manufacturing Modeling Challenge 3, which asks the participants to predict
the mechanical response of tensile coupons of IN625 as function of microstruc-
ture and manufacturing conditions. A representative volume element (RVE)
approach was coupled with a crystal plasticity material model solved within
the Fast Fourier Transformation (FFT) framework for mechanics to address
the challenge. During the competition, material model calibration proved to
be a challenge, prompting the introduction in this manuscript of an advanced
material model identification method using proper generalized decomposition
(PGD). Finally, a mechanistic reduced order method called Self-consistent
Clustering Analysis (SCA) is shown as a possible alternative to the FFT
method for solving these problems. Apart from presenting the response analy-
sis, some physical interpretation and assumptions associated with the modeling
are discussed.
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1 Introduction

Additive manufacturing (AM) technologies provide significant advantages not
only in terms of production of parts with complex geometry, but also the
flexibility to tune the material properties through optimized process control.
However, a major drawback in establishing a process-structure-property re-
lationship in AM is the spatial heterogeneity of microstructure in AM parts
resulting from various factors including manufacturing conditions, build an-
gle, geometry, and post-manufacturing treatment. Such variations are hard
to incorporate into computational design consideration. To achieve the latter,
the process-structure-property relationships can be determined using compu-
tational simulations [1,2,3,4]. For example, the build angle, conditions, ge-
ometry, and manufacturing conditions can be modeled by computational fluid
dynamics, resulting microstructures by cellular automaton, and finally the re-
sulting mechanical properties by computational solid mechanics models [1].
Air Force Research Laboratory Challenge 3 is designed to test models that
can predict the mechanical response of AM built IN625 based on the charac-
terized microstructure and calibration data. This work presents a structure-
properties modeling methodology, followed by our answers to the AFRL Chal-
lenge 3 problems, including a discussion of our efforts to improve the material
model calibration and data-driven homogenization after the competition was
completed.

Use of computational techniques to model the effect of different factors
such as precipitates [5], defects [6], texture [7], and temperature [2] has been
seen for last few years owing to the popularity and perceived potential of AM
technology such as powder bed fusion. Although some studies are multiscale,
in order to incorporate the microstructural effects explicitly, materials design
engineers often opt to use mechanistic or empirical relationships to connect
the structure to property [8]. Two multiscale homogenization methods are
demonstrated in the following sections to answer the challenge problems.

Microstructure-based mechanical response prediction of metals have been
done with direct numerical methods such as the finite element method and the
Fast Fourier transform [9] combined with crystal plasticity material models,
also known as the crystal plasticity finite element method (CPFEM) [10] and
crystal plasticity Fast Fourier transform (CPFFT) [11]. However, the tremen-
dous computational cost of these methods, e.g. hours or days of computational
time on a supercomputer with 1000 + cores [12], prevents their practical ap-
plicability to the modeling of large parts with spatial microstructure variation,
as is the case in AM. Multiscale methods such as FE-FE (or FE?) [13] and
FE-FFT [14] are proposed to alleviate this issue by scale separation and con-
current coupling between macroscale integration points and the correspond-
ing microstructure volume elements (MVEs), but are still too expensive to
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be used to model large complex parts. In this regard, a myriad of reduced-
order methods have been developed for efficient multiscale simulations, see
a recent review in [15]. Recently, the mechanistic data-driven method called
self-consistent clustering analysis (SCA) proposed by Liu et al. [16] has been
shown to maintain accuracy and efficiency for multiscale modeling of polycrys-
tals [17,18]. Considering the nature of the challenge to be solved and the time
constraints, we opted to use representative volume element (RVE) approach
to predict the mechanical properties of the material [19].

Crystal plasticity models are used to predict the mechanical properties of
additively manufactured alloys when considering the microstructural features
[20]. Depending on the exact level of the physics to be modeled there are many
the choices of crystal plasticity formulation [21]. Irrespective of the scenario,
certain material parameters such shear yield stress, dynamic hardening, and
recovery factor in these models have to be calibrated before they can be used
to explore a larger material design space. Material parameters calibration is
an optimization process, which often requires iteratively evaluating the cost
function (e.g. the difference between predictions and testing data) and possi-
bly its gradients for different values of the parameter set of interest. The usual
way of calibrating the material parameters is using multi-objective genetic op-
timization [22,23] coupled with full-field solution of the equations with either
FEM or FFT. However, it is time consuming and thus a surrogate model is a
better option to replace the full-field solution in the calibration process. For
this challenge, a proper generalized decomposition (PGD) method [24,25] was
combined with an adaptive sampling method to build a surrogate model ca-
pable of fast material parameter calibration when used with an optimization
algorithm. This PGD-based approach is shown to be efficient and can be ap-
plied to high dimensionality problems. Other surrogate modeling approaches
usually suffer from the curse of dimensionality.

This work is organized as follows: Section 2 summarizes the AFRL Chal-
lenge 3 problem, including the material of interest, the characterization, cali-
bration data, and requested predictions. Section 3 presents the material mod-
eling framework used. The PGD-based calibration method is given in Section
4.2. Results and discussion are provided in Section 5, future outlook is provided
in 6 and the concluding remarks in Section 7.

2 Problem Statement

The AFRL Challenge 3 statement requests that participants predict various
facets of tensile stress-strain curves under a range of different conditions. The
goal is to assess the ability of the modelling community to make continuum-
level predictions of common tensile mechanical properties for material pro-
duced with AM under a range of mechanical and material conditions. To
enable the predictions, participates were asked use certain chemical, mate-
rial, and mechanical information made available by the AFRL in the initial
challenge statement.
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Fig. 1 A schematic diagram showing the overall desirable for AFRL Challenge 3. The
participants had to predict the part-scale mechanical properties as shown in the figure,
where the o subscripts represent the strain levels, in %, requested. The provided information
included EBSD characterization, optical microscopy, and backscattered electron images. The
points 1, 2, 4, 8, and 16 mean stresses corresponding to 1%, 2%, 4%, 8%, and 16% strains.

2.1 Data provided

A full description of the Challenge, including all data provided, is supplied in
an accompanying article in this Topical Collection and the challenge website
[26].

The following sections will outline the information required for the subse-
quent modeling sections.

2.1.1 Material

Gas atomized IN625 stock material, with pre-build chemical composition mea-
sured by the material supplier listed in Tab. 1. Post-build 2D powder size
analysis using laser particle size analysis (but not conducted by the AFRL)
indicated sizes ranging from about 3 pm to 65pm, with dual peaks at about
6.5 pm and 22 pm [26]. The specimens were produced on an laser powder bed
fusion machine, EOS M280' using nominal build parameters. All material was
stress relieved (SR), while some specimens were also hot isostatically pressed
(HIPped) and heat treated (HT). Calibration specimens were surface finished
with low-stress grinding, while predictions were requested under both low-
stress ground and as-built surface conditions. As-built surface roughness was
reported as mean absolute distance from centerline (R, ), measured after im-
age segmentation of representative cross-sections. No further raw material,

1 Certain commercial software, equipment, instruments or materials are identified in this
paper to adequately specify the experimental procedure. Such identification is not intended
to imply recommendation or endorsement by the National Institute of Standards and Tech-
nology, nor is it intended to imply that the equipment or materials identified are necessarily
the best available for the purpose.
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C Si Mn P S Cr Ni Mo CbTa

0.3 <0.01 <0.01 <0.004 0.002 21.20 Bal 8.91 3.56
0.01 0.05 <0.01 <0.001 <0.01  21.69 Bal 9.06 3.75

Ti Al B Co Cu Fe N (@) Ta Mg

0.01 0.05 0.001 <0.01 0.01 3.09 0.008 0.015 <0.01 <0.001
0.02 0.04 0.001 <0.01 0.01 2.12 0.005 0.035 <0.02 <0.001

Table 1 Powder chemistry data as provided by the powder supplier prior to the build, in
weight faction, reproduced from a PDF available at the AFRL Modeling Challenge Series
website [26]

processing, post-processing, specimen machining, or specimen handling data
was provided beyond what is summarized here and provided in the data for
participants, available at the time of publishing at [26].

2.1.2 Characterization

Microstructural characterization in the form of optical microscopy, electron
backscatter diffraction (EBSD), and backscatter electron microscopy was re-
ported for the calibration specimens, spanning the SR only and SR plus HIP
plus HT for two or three orthogonal faces. Further, pole figures and descrip-
tive statistics for grains, voids, and precipitates was provided. Equivalent mi-
crostructural characterization was provided for each prediction case requested.
For as-built specimens, surface roughness, summarized as an R, number, was
also reported. EBSD characterization also indicated that as-built specimens
had a layered grain size structure, with finer more equiaxed grain structure
near the surfaces and larger columnar structure near the center. This grain
structure was observed in the EBSD maps, but not differentiated in the sum-
mary statistics provided. Table 2 summarizes the characterization data on
microstructure and mechanical properties considered in this challenge.

2.2 Calibration Data

Calibration test specimens were printed with the build direction aligned with
the tensile loading aix, defined as the zero degree orienation. The ASTM ES8
specimens [27] of 15 mm diameter were machined from printed cylinders and
low-stress surface-ground. Stress-strain curves for SR-only and SR+HIP+HT
at each of 75 °F (as reported, approximately 23.9 °C) (room temperature, RT)
and 1600 °F (as reported, approximately 871°C) (elevated temperature, ET)
were reported, in addition to summary statistics extracted from these curves,
specifically Elastic Modulus, 0.2 % Offset Yield Strength, Stress at 1%, 2%,
4%, 8%, 16 % Engineering Strain, Ultimate Tensile Strength, and Uniform
Elongation. Detailed material characterization was supplied for all the cali-
bration cylinders.
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2.3 Requested predictions

Figure 1 shows the key takeaways from the challenge problem. The nine dif-
ferent values describing the stress-strain curve given for the calibration data
were requested for each of four different prediction conditions. The conditions
were as-built, surface ground, SR-only, SR+HIP+HT, RT, ET, 0° build an-
gle, 40° build angle, 1 mm thick specimens, and 5 mm thick specimens. Not all
permutations of these were requested, and for ET specimens 16 % strain and
Uniform Elongation results were not required.

The AFRL tested all the relevant specimens and recorded results with
which to compare to the challenge predictions. Specific geometries of the ten-
sile bars for calibration and geometries used to create the challenge data were
provided to participants. Test equipment and conditions were nominally in-
dustry standard, although not specified in detail to the participants. Table 3 is
a summary of the levels of each testing condition parameter covered for both
calibration and modeling validation. See the challenge website, and associated
data repositories and descriptions, for more details [26].

Table 2 Summary of microstructure and mechanical properties data

Microstructure Data type Mechanical properties Data type
Grains EBSD images, statistics
E, oys, Outs, Euts
Voids OM images, statistics .
Stress-strain curves
Precipitates EBSD images, statistics

. 1% 92%> 94%> 98%> T16%
Surface roughness EBSD and OM images, R, values

Table 3 Material conditions for calibration and prediction

Testing purpose Surface treatment Post build treatment Build angle Thickness Test temperature
Calibration Ground SR + HIP + HT / SR 0° Cylinder 75°F (23.9°C) / 1600 °F (871.1°C)
Prediction As printed / Ground SR + HIP + HT / SR 0° / 40° lmm /5mm 75°F (23.9°C) / 1600°F (871.1°C)

3 Material Modeling Methods

Our overall approach to the challenge was to apply computational crystal plas-
ticity to achieve microstructural sensitivity, solved within either a Fast Fourier
Transform-based framework (FFT) or an efficient reduced-order mechanistic
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computational homogenization scheme, both operating upon a representative
volume element (RVE). In both cases, computational crystal plasticity (CP)
was used to achieve microstructural sensitivity, allowing our predictions to
vary based on the reported crystallographic states.

3.1 Crystal plasticity material model

The computational crystal plasticity material representation used here is iden-
tical to that used for the AFRL Challenge 4, described in the companion paper
in this Topical Collection [28]. AFRL Challenge 4 requested that participant
predict the grain-averaged elastic strain after several different load/strain lev-
els of a polycrystalline tensile test specimen. Thus, our microstructure-based
computational method could be applicable to both challenges.

3.2 Fast Fourier Transform-based framework

For our results reported in the competition, we used a FFT-based solution
method with CP, termed CPFFT here. The Newton-Krylov solver reported in
[29] was implemented, and the surrounding custom framework enabled input
of RVEs and the computation of the material response throughout its deforma-
tion history, including at each of the requested points. However, because this
is an RVE representation, the method is unable to capture localization within
the gage section of the tensile coupon. The important implication of this is
that ultimate tensile strength (UTS), and strain at UTS, was not predicted or
reported for the competion.

3.3 Computational homogenization with self-consistent clustering analysis

The crystal plasticity material model was implemented within Self-consistent
Clustering Analysis (SCA) [16], following the method introduced in [30] and
refined for finite deformations in [31] and [17]. The data-driven scheme achieves
order reduction by discretizing the domain (the RVE, containing a collection
of grains in this case) on the basis of similar mechanical response rather than
similar location in physical spaces as would be done in, e.g., the finite element
method. Similarity of mechanical response is estimated based upon an initial,
preliminary analysis often conducted with a simple material model, and termed
the training dataset. The training dataset is used by a clustering algorithm
to group material points into clusters. These groups are then used to assess
mechanical response by solving a discrete Lippmann-Schwinger equation, Eq.
1 as shown in [17], which has been shown to be equivalent to solving the stress
equation for an RVE with periodic boundary conditions and an remote applied
deformation.

F(X)+I% (P(X)-C":F(X))-F’=0,vX € Q, (1)
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where F(X) is the deformation gradient at material point X, P is the first
Piola-Kirchhoff stress (PK1), C? is an reference stiffness tensor, F¥ is a far-
field loading that in theory could be treated as either deformation- or load-
based given proper treatment, €2 is the domain of the RVE, and * represents
the convolution operator. The term I'? is the 4*" order Green’s operator given
by

I‘O*(P—CO:F):/I‘O(X—X’):(P(X’)—CO:F(X’))dQ(X’). ()

as defined in [17]. As described above, the domain is discretized to enable
numerical solution, which mathematically can be described using characteristic
functions. In so doing, a cluster-based Lippmann-Schwinger equation can be
constructed such that the interaction between each cluster can be isolated an
only solved once for a given geometric domain. The discretized equations are
solved using a self-consistent iterative scheme. Solution variables within each
cluster are assumed to be constant, implying the number of clusters can be
thought of as a refinement similar to the number of elements within, e.g., the
finite element method.

4 Calibration Methods
4.1 Genetic algorithm

A genetic algorithm was used in optimization method for the calibration of
the crystal plasticity parameters. A schematic diagram showing the details
of the process is shown in Figure 2. More details of the entire algorithm are
explained in the companion paper [28] in the same topical collection. For the
calibration, EBSD scan data are used from the data provided by Air Force
Research Laboratory. Data from optical microscopy and backscattered elec-
tron microscopy were not used. The texture data and grain statistics from
the EBSD data are passed to DREAMS3D software to generate representative
volume element (RVE). For calibration part, each RVE has a dimension of
10 voxels x 10 voxels x 10 voxels. Each of the voxel represents one grain. There-
fore, each calibration RVE has 1000 grains. In this modeling approach, we did
not consider the damage of the material. Because of the nature of the material
model, to multiple calibrations were conducted for the system. Appendix B
contains tables of calibrated parameters for the different conditions. Two rep-
resentative results (one at elevated temperature and one at room temperature)
are shown in Figs. 3 and 4. For the room temperature case different parameter
sets were calibrated for the 4 %, 8 %, and 16 % strain calculations. The figure
shows the prediction result for the 4 % strain case.
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Fig. 2 A schematic diagram showing the steps of the calibration method. CPFFT means
crystal plasticity fast Fourier transformation.
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Fig. 3 Calibration results for SR and elevated temperature case.

4.2 Proper Generalized Decomposition based material identification

As described earlier, optimization with a genetic algorithm is computationally
demanding, due to the repetitive running of CPFFT simulations and global
optimization. During the post-competition stage, a PGD-based reduced order
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Fig. 4 Calibration results for SR and room temperature case.

model [24,25] was used to replace the iterative CPFFT calculations. This work
demonstrates the capability by calibrating one of the suggested calibration
condition (SP+HIP+HT at room temperature).

In this work, the parametric stress-strain curve is required for materials
identification. More specifically, we want a surrogate model relating the pa-
rameters and the stress-strain curve. The PGD surrogate model can be written
as

PP = o™ (e.p1,epa) = Y FI(E)F™(p1) -+ Fi' (pa) (3)

m=1

where p; are the parameters we want to identify for the crystal plasticity
model. n is the rank of the PGD approximation, m denotes the m™ mode.
Note that the superscripts n, m are counting indicies, not exponentiation.
The PGD method [24,25] allows to compute (learn) the unknown functions
F™ from given simulation data. Once the training is finished, we obtain the
surrogate model relating the parameters and the stress-strain curve. We can
then easily vary the values of those p; and find the best set for a given ex-
perimental measure, instead of repetitively running the expensive FFT simu-
lation. Examples of codes can be found on the GitHub project (https://yelu-
git.github.io/hopgd/).

Now, we can formulate the calibration problem as follows. Assuming the
parameters p = [p1,...,pq] belong to a predefined domain D =Dj x --- x Dy,
we want to identify the best p* such that

p* =arg rgin J (UPGD,ae,p) (4)
pe
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where J denotes the objective function which measures the distance between
the model output o”“P and the experimental measurement o¢. This calibra-
tion problem can be done by any gradient-based optimization algorithm at a
very low cost.

The PGD method is also briefly described in the companion paper for
AFRL Challenge 4 [28]. It has been shown that this approach can significantly
speed up the calibration. For both the genetic algorithm and PGD-based cal-
ibration, 36 2.3 GHz Xeon Gold 6140 processors were used with 192 GB of
memory. For the genetic algorithm, the calibration took 3.6 h. Compared to
that, the calibration (with calibration data) with PGD took 0.7 h with a speed
up by a factor of almost 5. Figure 5 shows the result of the PGD calibration.

500
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Stress, MPa
—_ —_ ) ) 98 (9% &
(=} W [} W (=} W (=}
(=) o (=) o (=) o (=)

w
S
T

0 0.002 0.004 0.006 0.008 0.01
Strain

Fig. 5 Calibration outcome for optimization using the PGD method with calibration data
from AFRL

5 Challenge Response Analysis

This section will provide a discussion on the challenge response and how SCA
can be applied to solve the same set of problems.

5.1 Assumptions and Interpretations

— It is assumed that the average response of the representative volume ele-
ments (RVE) is the same as the response of the part.
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— EBSD data was given from two locations of the calibration cylinder: middle
and edge. In order to solve the problems for surface ground specimens the
RVEs are prepared only from scans from middle EBSD data, and for not
surface ground specimens only the corner EBSD statistics were considered.

— The voids inside the material are ignored due to low volume fraction (exact
amount varied from case to case).

— It is assumed that the effect of temperature can be captured by only cali-
bration of material model parameters.

— The group only reported ultimate tensile strength for the cases of elevated
temperature.

5.2 Representative Volume Elements

To address the challenge problems, RVEs for each prediction case is prepared
from EBSD data as mentioned in section 4.1. However, for prediction, RVEs
with 60 voxels x 60 voxels x 60 voxels are generated with each voxel equalling 2
pm. Depending on the specific case, the number of grains ranged from 101-181.
The number of grains depended on the average grain size. In order to select the
RVE, the size of the RVEs are increase gradually and the response is observed.
At the aforementioned size, the response was consistent with increment in size
as well.

5.3 Responses

For this challenge, the AFRL have not yet released the experimental data for
the participants. Hence, the following results will be shown in terms of only the
relative accuracy of the prediction based on the points earned. Points earned is
a relative measure, where points are correlated to prediction accuracy following
the table provided in Appendix A. The results are presented as bar charts
showing percentage of available points earned for each prediction in Figs. 6
and 7. The results are in four major groups: surface ground, not surface ground,
room temperature, and elevated temperature. Points for other categories are
combined into these major groups. Since the methods used were unable to
predict ultimate tensile stress and elongation, and thus those results were
not reported during the competition, these figures do not consider them for
comparison.

Figure 6 shows the percentage of available points scored for the not surface
ground condition for cases including room temperature and elevated temper-
ature. From the figure it is apparent that our prediction did not do well in
predicting the elastic modulus.

elastie-medulus: One reason might be the RVE approximation. The RVEs are

generated using the texture information obtained from experiments. It is a
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Fig. 6 A bar chart showing the percentage of available points scored for not surface ground
conditions. Here, both SR only and SR+HIP+HT conditions, both build angle, and both
thickness measured are combined together to count the points. This was done using genetic
algorithm.
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Fig. 7 A bar chart showing the percentage of available points scored for surface ground
conditions. Here, both SR only and SR+HIP+HT conditions, both build angle, and both
thickness measured are combined together to count the points. This was done using genetic
algorithm.

statistical inference, and consequently mismatch in the trend is a possibility.
However, since there was no experimental data provided, the authors are un-
able to further investigate the reason. The mismatch could also be because
our elastic constants were not fit to experimental data, but taken directly
from the reference literature. The predictions are comparatively better for
yield strength, stresses at 1%, 2%, and 4% strains. In addition, prediction
for elevated temperature properties are better for the plastic regime. Figure 7
presents the similar cases of prediction for surface ground condition. For the
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surface ground condition, the elevated temperature predictions are compara-
tively better.
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Fig. 8 Predicted mechanical response for different conditions. a) Effect of build angles for
specimen at room temperature, SR only, not surface ground, and 1 mm thickness, b) Effect of
machining for specimen at room temperature, SR only, 0° build angle, and 1 mm thickness,
c) Effect of thickness for specimen at room temperature, SR only, 0° build angle, and not
surface ground condition, d) Effect of temperature for specimen with SR+HIP+HT, 0° build
angle, 1 mm thickness, and not surface ground condition.

Figure 8 shows the mechanical response of IN625 samples under different
physical conditions. Fig. 8(a) shows that for the 40° angle build, the part be-
comes relatively stronger. This may be because of the impact of the build
angle on the microstructure or grain formation, i.e. the relative change in tex-
ture with respect to the load axis. Figure 8(b) implies that surface ground
or machined samples are stronger compared to not surface ground condition.
This is reasonable since if the surface is ground, the irregular shaped grains
are smoothed and there is less chance of failure initiation due to stress con-
centration at irregular surfaces or grains. However, it is to be mentioned the
variations can come from the RVE approximation as well. Since the texture is
matched statistically to generate the RVE, and within the RVE only one statis-
tic is captured, it is hard to actually represent the change in grain size near the
surface, and the impact that has upon mechanical properties. In the RVE, the
average grain size may become bigger compared to actual experiment meaning
fewer stress concentration and higher strength. Figure 8(c¢) shows that samples
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with 5 mm thickness perform better marginally in terms of strength compared
to 1 mm thickness samples. Finally, Fig. 8(d) confirms that elevating the tem-
perature will deteriorate the mechanical response in our prediction. However,
these are just the prediction values and there is no experimental data released
yet to compare against.

6 Future Outlook

To consider the microstructural features when predicting the part-scale prop-
erties requires a fast computational method. While FFT method used in this
work is comparatively faster than FEM, there is still room for improvement.
For multiscale computation, where each material point at the macroscale is
associated with a RVE, it becomes expensive to use full-field computation at
both scales. Recently developed technique by Professor Liu’s group, SCA, can
be a better alternative to FFT for such simulations. More detailed informa-
tion on the technique is given in [17]. We are presenting a brief summary
of the method that has been applied to solve the demonstrative problem. In
SCA method, the material points are grouped together by clustering those on
the basis of elastic strain concentration. Later, the material response is only
computed on those clusters by solving Lippmann-Schwinger equation. As a
result, the computation becomes significantly fewer as the full field solution
is avoided at each material point. For example, in Figure 9, material points
in each grain is grouped into 2 clusters. A preliminary result, with computa-
tions performed with SCA, is shown in Fig. 10 for 1 mm thick, 0° build angle,
and SRH+HIP+HT sample. The same material parameters are used for both
FFT and SCA. Ongeing-werk-willrefinethe - SCA-—predietionsfor-this-easein
theery—the. As can be seen SCA solution converges to the FFT results with a
sufficiently large number of clusters [17]. SCA is an attractive proposition since
it is a mechanistic reduced order model and can be extended to a multi-scale
simulation paradigm [17,18]. However, further verification and validation of
the implementation is required.

7 Conclusions

In this article, blind predictions of the quantities requested by the AFRL Chal-
lenge 3 are presented. The key takeaway from the challenge include that in
order to predict microstructure dependent mechanical properties of material,
multiscale and homogenization-based methods are applicable with proper as-
sumptions. The computational cost of calibrating expensive material models
can be avoided by using the PGD-based reduced order method. Both full field
FFT and reduced-order SCA were shown to be capable of solving these type of
problems, and further work will continue to optimize the application of SCA
to these types of problems.
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Fig. 9 Distribution of clusters in Self-consistent clustering analysis. Each grain contains 2
cluster in this image.
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Appendix A AFRL Modeling Series Challenge 3 Scoring Rubric
The AFRL provided an example scoring rubric in the PDF available at time
of publication at [26]. This is reproduced in Tab. 4.

Appendix B Calibrated Parameters

References

1. Wentao Yan, Yanping Lian, Cheng Yu, Orion L Kafka, Zeliang Liu, Wing Kam Liu,
and Gregory J Wagner. An integrated process—structure—property modeling framework



Title Suppressed Due to Excessive Length 17

35() T T T T T T T T T
300
=
1 cluster/grain
250 k ZCluslers/graTn
4 clusters/grain
8 clusters/grain
——FFT
< 200 i
o
=
23
5
= 150 ]
[}
100 ]
50 ]
1 1 1 1 1 1 1 1 1

0
0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05
Strain
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