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ABSTRACT

The Common Weakness Enumeration (CWE) community publishes an aggregate metric to calculate
the ‘Most Dangerous Software Errors.’ However, the used equation highly biases frequency over
exploitability and impact. We provide a metric to mitigate this bias and discuss the most significant
software weaknesses over the last ten years.

1 Introduction

In 2020, there were over 18 000 documented software vulnerabilities [1] that enable malicious activity. While many
are discovered, they map to a relatively small set of underlying weakness types. We posit that if the most significant
of these types can be identified, developers of programming languages, software, and security tools can focus on
preventing them and thus, over time, diminish the quantity and severity of newly discovered vulnerabilities. We define
a ‘significant’ weakness as one that is both frequently occurring among the set of publicly published vulnerabilities
and results in high severity vulnerabilities (those that are easily exploitable and have high impact). The set of security
weakness types upon which we calculate significance comes from the Common Weakness Enumeration (CWE) [2].

In the fall of 2019, the CWE community published an equation to calculate the ‘Top 25 Most Dangerous Software
Errors’ (MDSE) among the set of CWEs [3]. It follows the form of the standard security risk matrix combining
probability/frequency and severity.

The MDSE equation claims to combine ‘the frequency that a CWE is the root cause of a vulnerability with the
projected severity’; the equation description implies that both factors are weighed equally (making no mention of any
bias). However, we empirically found [4] that the equation highly biases frequency and almost ignores severity in
generating top lists of varying sizes. This is due to the equation multiplying calculated frequency and severity values
together though each has very different distributions. Frequency distributions have a power-law like curve, while
severity distributions are more uniform. Our mitigation is to create a revised equation, named MSSW, that adjusts the
frequency distribution using a double log function to better match it to the severity distribution.

2 Cybersecurity vulnerabilities

We can define a vulnerability as a weakness, in the security of a system, that can be exploited [5]. The Common
Vulnerabilities and Exposures (CVE) is a large set of publicly disclosed vulnerabilities in widely-used software. They
are enumerated with a unique identifier, described, and referenced with external advisories [6].
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2.1 Scoring vulnerabilities severity

The Common Vulnerability Scoring System (CVSS) ‘provides a way to capture the principal characteristics of a
vulnerability and produce a numerical score reflecting its severity’ [7]. The CVSS base score takes into account the
exploitability (how easy it is to use the vulnerability in an attack) and impact (how much damage the vulnerability can
cause to an affected component) of a vulnerability apart from any specific environment.

The exploitability score is determined by the following:

• attack vector: ‘the context by which vulnerability exploitation is possible’,

• attack complexity: ‘the conditions beyond the attacker’s control that must exist in order to exploit the vulner-
ability’,

• privileges required: ‘the level of privileges an attacker must possess before successfully exploiting the vul-
nerability’, and

• user interaction: a human victim must participate for the vulnerability to be exploited.

The impact score is determined by measuring the impact to the confidentiality, integrity, and availability of the affected
system. Also included is a scope metric that ‘captures whether a vulnerability in one vulnerable component impacts
resources in components beyond its security scope’.

2.2 Weaknesses: Classifying vulnerabilities

While we define a vulnerability in terms of a weakness, it is hard to define a weakness itself. As different vulnerabilities
may be associated with the same weakness type, we could look at a weakness type as a class and a vulnerability as
an instance of that class. Although it is uncommon, a single vulnerability could be associated with two or more
weaknesses exploited sequentially or in parallel. In that sense, a vulnerability is a set with one or more instances of
weaknesses.

The Common Weakness Enumeration (CWE) is a ‘community-developed list of common software security weak-
nesses’ [2]. It contains an enumeration, descriptions, and references for 839 software weaknesses that are referred to
as CWEs, where each is labelled CWE-X with X being an integer.

The CWE weaknesses model has four layers of abstraction: pillar, class, base, and variant. There is also the notion
of a compound, that associates two or more interacting or co-occurring CWEs [2]. These abstractions reflect to what
extent issues are described in terms of five dimensions: behavior, property, technology, language, and resource. Variant
weaknesses are at the most specific level of abstraction; they describe at least three dimensions. Base weaknesses are
more abstract than variants and more specific than classes; they describe two to three dimensions. Class weaknesses
are very abstract; they describe one to two dimensions, typically not specific about any language or technology. Pillar
weaknesses are the highest level of abstraction.

There are a set of taxonomies, called views, to help organize the CWEs. Two prominent CWE taxonomies are the
‘Research Concepts’ (view 1000) and ‘Development Concepts’ (view 699). There is also the ‘CWE Weaknesses for
Simplified Mapping of Published Vulnerabilities View’ (view 1003) that was made to describe the set of CVEs; it
contains 127 CWEs.

2.3 Binding CVEs, CWEs, and CVSS

The National Vulnerability Database (NVD) [1] offers a public database that maps all CVE entries to CWEs and CVSS
scores. For each CVE it provides a CVSS score along with the applicable CWE(s) that describe the weakness(es)
enabling the vulnerability. The NVD data is the cornerstone of this work, enabling the analysis of the most significant
CWEs over the last ten years.

3 The MDSE score

The MDSE equation was designed to balance the frequency and severity in ranking the CWEs. The frequency is
determined by the number of CVEs that map to a given CWE in the time period of study. The severity is determined by
the mean CVSS score for the CVEs mapped to a given CWE. The MDSE score for a CWE is produced by multiplying
the normalized frequency by the normalized severity and then multiplying by 100.
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Figure 1: CWEs Chosen (Red Triangles) and Not Chosen (Yellow Circles) for a MDSE Top 20 List Relative to
Frequency.

3.1 Limitation 1: Distribution Differences

The MDSE score then appears to equally include both frequency and severity. However, we empirically find that the
MDSE equation strongly biases frequency over severity [4]. The MDSE equation in practice biases frequency over
severity, even though its equation treats them equally, because frequency and severity have very different distributions.
This can be illustrated by the analysis of 2019. The frequency distribution has the majority of CWEs at a very low
frequency and a few at a very high frequency (somewhat resembling a power law curve). This can be seen in Figure 1
by looking at how each CWE maps to the x-axis (note that most of the yellow dots overlap, there are 102 yellow dots
and 20 red triangles). The figure shows the MDSE scores for each CWE and shows how (for a top list of size 20) the
top scoring chosen CWEs are exactly the most frequent CWEs.

The severity distribution is more uniform within a limited range. It can be seen in Figure 2 by looking at how the
CWEs map to the x-axis. This figure shows how the top MDSE scoring chosen CWEs do not necessarily map to the
CWEs with the highest severity. In fact, only 1 of the top 10 most severe CWEs made it into the MDSE top 20 list
(note that many of the yellow circles lay on top of each other).

3.2 Limitation 2: Normalization Error

Figure 2 also reveals that the normalization of the CVSS score does not lead to the expected and desired normalized
distribution from 0 to 1. For our data the range is from .28 to .97. The reason for this is that the mean of the CVSS
score for the CVEs that map to a particular CWE has a smaller range than the maximum and minimum CVSS score.
This limitation, while of less consequence than the previous, constrains the range of Si values thus further lessening
the influence that severity has in determining a MDSE score.

3
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Figure 2: CWEs Chosen (Red Triangles) and Not Chosen (Yellow Circles) for a MDSE Top 20 List Relative to
Severity.

4 The MSSW score

Our goal is to mitigate the limitations of the MDSE equation.

4.1 Addressing the MDSE’s limitations

To address MDSE limitation 1, we propose a linearization for the normalized frequency. This can be seen in Figure
3. Each value on the x-axis represents a particular CWE, ordered from least frequent to most frequent. The lower
blue line represents the normalized frequency (i.e., the number of CVEs mapped to a particular CWE). Note the slow
increase in frequency up to the 100th CWE, followed by a rapid increase terminating in an almost vertical line (i.e.,
large derivative). This behavior creates large differences between the most frequent CWEs and almost no difference
between the infrequent CWEs.

The middle yellow line represents taking the log of the frequency, which helps linearize but still results in an upwards
curve on the right side. Thus, we apply a double log for further linearization (see the top red line). We note that this
approach is not pseudo-linear for the most infrequent of CWEs. However, this does not cause problems as our goal is
to identify the most significant and any such CWE must have at least a moderate frequency.

The MSSW equation then multiplies frequency and severity as in the original MDSE equation. However, it multiplies
from two distributions with a similar shape for the part of the functions that are of interest. This enables the MSSW
equation to more fairly balance frequency and severity in scoring and ranking a CWE.

To address MDSE limitation 2, the MSSW normalizes the severity using the maximum and minimum mean severity
values. This gives the distribution a full 0 to 1 range, which is not achieved in the MDSE equation (see Figure 2).

4
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Figure 3: Normalized Distributions of Frequency (bottom blue line), Log of Frequency (middle yellow line), and
Double Log of Frequency (top red line).

4.2 Analyzing the MSSW

We evaluate the effect of the MSSW equation in making the frequency and severity distributions more similar, pro-
ducing a score with more equal inclusion of both frequency and severity.

Figure 4 shows the MSSW scores plotted against the double log frequency scores. Each point represents a CWE. The
red triangles indicate the CWEs that were chosen for the MSSW top 20 list. Note how unlike in the analogous Figure 1
for MDSE, many higher frequency CWEs are not chosen for the top 20 list due to their severity not being high enough.

Likewise, Figure 5 shows the MSSW scores plotted against the normalized mean CVSS score for each CWE. Note
how the range spreads from 0 to 1, unlike the analogous Figure 2 for the MDSE equation. Also, note how the MSSW
equation chooses CWEs for the top 20 list from CWEs with generally higher CVSS scores. However, it excludes many
high severity CWEs because their frequencies were too low.

Figure 6 shows an MDSE risk map for the evaluated CWEs. Each red dot represents a CWE positioned according
to its normalized severity and frequency. In general, CWEs towards the upper right are more significant and those
towards the lower left are less significant. Note how most CWEs are squished very close to the x-axis as many have a
very small frequency. Also, the range of x-values is constrained from .37 to .97 (when the normalization should make
it from 0 to 1).

Figure 7 shows the same risk map using our double log frequency and our modified severity. Note how the CWEs are
now more uniformly spread over the y-axis. Also, the range of x-axis values is now from 0 to 1. The MSSW equation
combines frequency and severity using the values shown in Figure 7. It will now more equally combine them than
with the MDSE values shown in Figure 6. Finally, note how Figure 7 locates the most significant CWEs (Top 20 List)
at the upper right corner (red triangle). This is the expected behavior of a risk map.

Note that our usage of the double log reflects the nature of the data (observed frequencies) and the desire to fairly
balance evaluating frequency and severity in the MDSE equation. If the frequencies had created a different distribution,
another “linearization” function would potentially have been better justified. Our main finding is that the MDSE will
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Figure 4: CWEs Chosen (Red Triangles) and Not Chosen (Yellow Circles) for a MSSW Top 20 List Relative to
Frequency.

likely be (and currently is) biased toward one of the parameters (frequency or severity) depending on their relative
distributions.

5 Historical Analysis

We use our improved scoring equation (MSSW) to perform a historical study of the most significant weaknesses over
the ten-year period of 2011 to 2020. To do so, we collected the 10 CWEs with the highest MSSW value for each
year and ranked them in descending order. Our analysis of these lists informs us about the evolution of the software
weaknesses landscape so that we can determine if it is changing or static. Our finding is that a similar set of CWEs
occupy the Top 10 lists each year and those CWEs can be grouped into an even smaller set of weakness types.

Figure 8a shows the Top 10 list of CWEs for each year for the Base, Variant, and Compound (BVC) layer. Figure 8b
shows the same for the Pillar and Class (PC) layer. Each oval with a number represents a CWE name. The darkness
of the oval

indicates the number of times that particular CWE has appeared in a Top 10 list over the ten-year period. The darker
an oval

is, the more frequent the corresponding CWE has been in the Top 10 lists over the last 10 years. CWEs that appeared
less frequently in the lists have a lighter shading.

It can be observed that the figures are rather dark. This indicates that the weaknesses landscape has been dominated by
only a few weakness types; it is due to the same CWEs occurring in the Top 10 lists each year. Among the 88 possible
BVC CWEs, only 19 have appeared in the Top 10 lists for the last 10 years (11 of which have appeared at least 5
times). Similarly, among the 39 possible PC CWEs, only 17 have appeared in the Top 10 lists for the same period
(9 of which have appeared at least 5 times). These results show that a minority subset of CWEs have dominated the
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Figure 5: CWEs Chosen (Red Triangles) and Not Chosen (Yellow Circles) for a MSSW Top 20 List Relative to
Severity.

Top 10 lists for the last decade; from this vantage point the software weaknesses landscape is practically not changing.
Instead of seeing a diversity of CWEs entering the Top 10 lists, the same kinds of weaknesses reappear year after year.

Two groups of weaknesses dominate the Top 10 lists: injection and memory errors. This is illustrated by Figure 9,
which shows how the MSSW score in our BVC Top 10 lists evolves over the years. The blue line presents the sum
of the MSSW score of all CWEs in the BVC Top 10 list of each year. The green line shows the sum for memory
corruption CWEs, while the red line shows the sum for injection CWEs. The yellow line shows all CWEs that are
neither injection nor memory corruption. These include CWEs that are related to file management, data authenticity,
authentication, and integer arithmetic which we have put in one group, ‘Other CWEs’. The three groups are also
shown in Figures 8a and 8b by the color of the CWE number inside each oval.

One can observe in Figure 9 a consistent increase in the sum of the MSSW scores of all Top 10 BVC CWEs during
the last ten years. This represents a shift where a subset of CWEs increasingly become both the most frequent and
impactful. Note that this is not due to simply an increase in the number of vulnerabilities discovered because both
frequency and impact are normalized within MSSW. One explanation for this trend could simply be that attackers are
increasingly leveraging CWEs that give them the greatest influence on targeted systems.

Injection and memory corruption CWEs follow this trend of increasing MSSW scores and they dominate the Top 10
lists. Contrasting with Figure 8a, we can observe that after 2017, all the five most dangerous CWEs are either injection
or memory corruption. After 2019, only 2 CWEs are outside of those groups in the BVC Top 10 lists. This explains
the increase of the MSSW score sum for injection and memory corruption CWEs and the decrease of the MSSW score
sum for other CWEs.

5.1 Injection and Memory Corruption: The Most Dangerous Weaknesses

We now look more closely at these 2 top CWE groupings. An injection bug happens when an unsanitized input is
assembled, added, or inserted in a code fragment or in a command, forming an invalid construct that is not supposed

7
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Figure 6: MDSE Metric Risk Map. CWEs Chosen (Red Triangles) and Not Chosen (Yellow Circles) for a MDSE Top
20 List.

to be executed. In Figure 8a, injection (red) is represented by CWE-89 (SQL Injection), CWE-78 (OS Command
Injection), CWE-94 (Code Injection), CWE-502 (Deserialization of Untrusted Data), CWE-917 (Expression Language
Injection), CWE-611 (Improper Restriction of XML External Entity Reference), CWE-22 (Path Traversal), and CWE-
79 (Cross-site Scripting).

The three most dangerous CWEs form the first subgroup in Figure 8a: CWE-89, CWE-78, and CWE-94. They
all appear with very high MSSW scores every year. SQL Injection is by far the most dangerous weakness in our
analysis. It is consistently the number one weakness in every Top 10 BVC list, with an average MSSW score of 76.6.
It contributes to the class CWE-74 (Improper Neutralization of Special Elements in Output Used by a Downstream
Component) in Figure 8b. OS Command Injection is the second most dangerous injection weakness. It appears in
every Top 10 BVC list except for 2011 and 2016, with an average MSSW score of 75.18. It is also a contributor to
CWE-74 and a contributor to CWE-77 (Improper Neutralization of Special Elements used in a Command (’Command
Injection’) (see Figure 8b). Code Injection appears in every Top 10 BVC list except 2012, 2014, and 2017, with an
average MSSW score of 66.9. It is also a contributor to CWE-74 and a contributor to CWE-913 (Improper Control of
Dynamically-Managed Code Resources) (see Figure 8b). Interestingly, CWE-74 has a light grey circle in Figure 8b,
while its children base CWE-89, 78, and 94 have very dark ovals in Figure 8a. This happens because CWE-74 is also
parent of several CWEs that are either very infrequent or nonsevere.

Deserialization of untrusted data (CWE-502) is a considerably new injection weakness. It appears in the BVC Top
10 list in all years after 2016 with a high average MSSW score of 72.6. The exploitation of deserialization bugs
was leveraged after November 2015, when Foxglove Security published their exploits for the Java deserialization
weakness [8].

8
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Figure 7: MSSW Metric Risk Map. CWEs Chosen (Red Triangles) and Not Chosen (Yellow Circles) for a MSSW
Top 20 List.

A memory corruption bug happens when data stored in memory is unintentionally modified. This could happen during
memory allocation, deallocation, and use (read and write data). In Figure 8a, the memory corruption weaknesses are
CWE-787 (Out-of-bounds Write), CWE-120 (Classic Buffer Overflow), CWE-416 (Use After Free), and CWE-476
(NULL Pointer Dereference). Out-of-bounds Write is the most dangerous memory corruption weakness. It appears
in every Top 10 BVC list except for 2011 and 2015, with an average MSSW score of 70.8. The class CWE-119 is a
general memory corruption weakness, which includes use after free and double free. All memory CWEs on the Top 10
lists contribute to the class CWE-119, except CWE-476, contributing to CWE-672. Due to its broad scope, CWE-672
is also the parent of CWE-613.

SQL Injection and OS Command injection weaknesses have a higher average MSSW score than that of any other
weaknesses. The related CVEs analysis confirms that the injection CVEs are easier to exploit and have a higher
impact. An injection directly leads to arbitrary command, code, or script execution. Once a SQL injection is in
place, there is no need of an additional sophisticated attack crafting or use of glitches in the system. In contrast, it
takes considerable extra effort for an attacker to turn a buffer overflow into an arbitrary code execution. The possible
damage from a SQL injection is also very high. It may expose vast amounts of structured data, which is generally
more valuable than raw data. Well-formed structured data is easy to read, sort, search, and make sense of. An attacker
could modify a database – insert data, update data, delete data, execute admin operations, recover file content, and
even issue OS commands to the operating system.

5.2 Mapping Dependencies

Our historical analysis heavily depends on how NVD assigns CWEs to particular CVEs and it is not always possible
for this mapping to be done perfectly. The CWE selection is restricted to view CWE-1003. The lack of enough

9
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(a) The MSSW Top 10 Base/Variant/Component. (b) The MSSW Top 10 Pillar/Class.

(c) The MDSE Top 10 Base/Variant/Compound
(compare to Figure 8a).

(d) The MDSE Top 10 Pillar/Class CWEs
(compare to Figure 8b).

Figure 8: The top 10 CWE during the last 10 years. ID is in red for injection CWEs, in green - for memory corruption
CWEs, and in yellow - for all others. The most frequent CWEs are represented by darkest ovals. Top figures are
generated using MSSW, bottom figures - using the biased MDSE.

information about a CVE or the lack of a more specific CWE may lead to the CVE described with the closest class
CWE or even with a pillar CWE. For example, it makes sense for class CWE-119 to be used for the memory corruption
CVE-2019-7098, as there is not much information, no code nor details about it – it could be any memory use error
or a double free. However, there is enough information about the use after free CVE-2019-15554, and it still gets
described with class CWE-119, as there is no appropriate base CWE. A close base CWE is CWE-416 (Use After
Free), but it does not really reflect memory-safe languages like Rust. It is also possible for a class CWE to be assigned
to a CVE even when a specific base CWE is available. For example, the stack buffer overflow write CVE-2019-14363
is assigned class CWE-119, although there is plenty of information and appropriate bases CWE-121 and CWE-120.

6 No Ground Truth

The constant need to improve information security has motivated a widespread interest in metrics [9]. As Lord Kelvin’s
famous quote suggests: you cannot improve if you cannot measure.

In hard sciences, such as physics and chemistry, a measurement is an experimental procedure that compares a quantity
against a well-defined standard. A measurement must be reproducible, allowing results comparison over different
conditions, such as using different measuring systems. It allows the claim that a measurement result is wrong by
showing that it disagrees with other measurements (i.e., irreproducible).

10
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Figure 9: The sum of the MSSW score of all CWEs in the BVC Top 10 list of each year.

In software security, we lack not only experimental procedures and stable standards. We are in a much earlier stage
of science, where we struggle to agree on the quantities to measure. There are members of the software security
community who doubt that security can be measured. They argue that software security metrics may be infeasible [10],
be difficult to validate, not be justified with empirical data, and contain formal treatments adopted from other fields
that don’t map well to operational security [11].

We understand that, at least for now, there is no ground truth, and the science of security is still in its early days.
However, we posit that acceptable but possibly imperfect metrics must be developed in order to facilitate security
decisions and to evaluate changes in security posture. To this end, there have been substantial efforts to produce
security metrics; [11] surveys the literature of security metrics published between 1981 and 2008. Specific to software
security, there is the OWASP Top 10 for web applications. Also, the CWE project has the Common Weaknesses
Scoring System (CWSS) [12] and the Common Weakness Risk Analysis Framework (CWRAF) [13], which are used
together to provide the most important weaknesses tailored to a particular organization.

Given that there is no ground truth upon which to justify how to best combine frequency and severity or to establish
the CVSS metric’s correctness, it is likely impossible to prove any such metric as maximally effective. We make our
‘most accurate measurement yet’ claim based on the demonstrated limitations in the published MDSE equation and a
lack of competing published alternatives. Along with much other work, we believe that our contribution is significant.
It points out a severe bias in the CWE MDSE equation that prevents accurate measurements of the most significant
software security weaknesses.

11
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7 Conclusion

Security metrics are a challenging scientific research area, because there is often no ground truth, unlike physics and
chemistry. This may lead one to focus on just taking simple low-level measurements that are inherently defensible;
that was the approach taken in [14]. However, creating aggregate metrics that compose multiple simple measurements
is of practical importance for the field of security. In this work, we did just that, aggregating frequency and severity
(i.e., exploitability and impact) into a single metric. Our objective was not for the correlations to necessarily be equal,
but that there is a strong correlation for both factors that more evenly balance the inclusion of the top frequency and
top severity CWEs.

Using the proposed equation we explore the software weaknesses landscape. We observed that in 10 years, the same
types of weaknesses have been dominating the threat landscape and not much has changed. Through the lens of the
metrics in this paper we aren’t making progress. We believe that the security community needs new approaches. We
would prefer not to write this same paper 10 years from now showing that, once again, not much has changed.

It is challenging to catch up with hackers; they need to find only one weak spot, while we (the community) have to
defend entire systems. New doors also get opened (e.g., in recent years Object Deserialization injection). Neverthe-
less, the results of this study show that either we are incapable of correcting the most common software flaws, or we
are focusing on the wrong ones. Although this paper is not making a definite conclusion, the comparison with the
historical analysis based on the biased MDSE (see Figures 8c and 8d) suggests that it is rather the latter. In either case,
it seems to us that there is a need to “stop and think” about the ways we are developing software and/or the methods
we use to describe and identify vulnerabilities. A new unambiguous classification of software weaknesses that allows
clear structured descriptions of security vulnerabilities would be a first step [15]. That would allow formalization
and automatization of weaknesses identification and vulnerabilities mitigation. Operationally, more software develop-
ment languages and tools need to be developed and/or promoted that automatically prevent or remediate commonly
identified software weakness.
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