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Thermalization is a ubiquitous process of statistical physics, in which fine details of few-body
observables are washed out in favor of a featureless steady state. Even in isolated quantum many-
body systems, limited to reversible dynamics, thermalization typically prevails [1]. However, in
these systems there is another possibility: many-body localization (MBL) can result in preservation
of a non-thermal state [2, 3]. While disorder has long been thought to be an essential ingredient for
this phenomenon, recent theoretical work has suggested that a quantum many-body system with a
uniformly increasing field—but no disorder—can also exhibit MBL [4], resulting in ‘Stark MBL’ [5].
Here we realize Stark MBL in a trapped-ion quantum simulator and demonstrate its key properties:
halting of thermalization and slow propagation of correlations. Tailoring the interactions between
trapped ion spins in an effective field gradient, we directly observe their microscopic equilibration for
a variety of initial states, and we apply single-site control to measure correlations between separate
regions of the spin chain. Further, by engineering a varying field gradient, we create a disorder-free
system with coexisting long-lived thermalized and nonthermal regions. The results demonstrate
the unexpected generality of MBL, with implications about the fundamental conditions needed for
thermalization and potential uses in engineering long-lived non-equilibrium quantum matter.

MAIN7

Many-body localization was first formulated as a gen-8

eralization of the non-interacting Anderson transition [6–9

8]. With disorder, quantum particles can experience de-10

structive interference through multiple scattering, caus-11

ing a transition to exponentially localized wavepackets.12

Over time, a cohesive picture of MBL in interacting sys-13

tems has also developed [9, 10]. In this description, the14

MBL regime has extensive local conserved quantities that15

generalize the particle occupancies in Anderson local-16

ization. However, interactions result in additional slow17

spreading of correlations via entanglement. Strikingly,18

MBL creates a phase of matter that is non-ergodic: for19

a range of parameters, local features of the initial state20

are preserved for all times, preventing thermalization.21

In considering MBL, the question almost immediately22

arose as to whether random disorder was a requirement.23

A partial solution has long been known: MBL is possi-24

ble with incommensurate periodic potentials [11]. How-25

ever, the question of whether an MBL phase might exist26

which preserves translational symmetry, for instance in27

a system with gauge invariance [12] or multiple particle28

species [13, 14], has continued to generate extensive dis-29

cussion [15]. Recently, this question has been approached30

from a different starting point: the Bloch oscillations31

and Wannier-Stark localization of non-interacting par-32

ticles in a uniformly tilted lattice [16]. From this, it has33

been predicted that interacting systems with a strong lin-34

ear tilt can also exhibit MBL-like behavior [4, 5]. This35

effect, sometimes called Stark MBL, has attracted con-36

siderable theoretical and experimental interest [17–24].37
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However, clear experimental realization of Stark MBL38

has been complicated by approximate Hilbert space shat-39

tering that occurs in the limit of short-range interactions40

[4, 5, 23]. The setting of a trapped-ion quantum simula-41

tor naturally overcomes this complication.42

EXPERIMENTAL SETUP43

Investigation of many-body localization has been44

driven in part by the development of isolated quantum45

simulator platforms with site-resolved probing and de-46

tection [25–28]. Our experimental apparatus (Fig. 1a)47

exemplifies these capabilities. It consists of a chain (N =48

15–25) of 171Yb+ ions, with pseudospin states |↑z⟩ and49

|↓z⟩ encoded in two hyperfine ground-state levels. The50

Hamiltonian has two ingredients. The first is an over-51

all spin-spin interaction, mediated by global laser beams52

coupling spin and motion using the Mølmer-Sørensen53

scheme [29]. The second, a tightly-focused beam creat-54

ing a programmable effective Bz magnetic field at each55

ion using the AC Stark effect [30]. A key feature of this56

platform is its high degree of controllability. In addi-57

tion to turning on or off either Hamiltonian term, we use58

the tightly-focused beam to initialize spins in any desired59

product state, and we measure arbitrary local observ-60

ables with state-dependent fluorescence collected onto a61

CCD.62

Combining the global spin-spin interactions with a pro-63

grammable local field set to a linear gradient results in64

the tilted long-range Ising Hamiltonian:65

H =
∑
j<j′

Jjj′σ
x
j σ

x
j′ +

N∑
j=1

(Bz0 + (j − 1)g)σz
j . (1)
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FIG. 1. Experimental setup. a, Each trapped ion in a chain of length N encodes a pseudospin. Global lasers controllably
mediate a long-range spin-spin interaction (red), which is parameterized by the nearest-neighbor rate J0. A tightly-focused
beam provides a site-resolved effective Bz magnetic field (blue), which we use to engineer a field gradient with slope g. b,
The parameter ⟨r⟩, a measure of the level statistics of the experimental Hamiltonian (N = 15), shows a progression from
statistics near the Wigner-Dyson limit (⟨r⟩WD, red dotted line) at low g/J0, characteristic of a generic ergodic system, to
Poisson statistics (⟨r⟩P , blue dotted line) at high g/J0, characteristic of a localized system. c, We probe the system using a
quench from a non-equilibrium initial state, such as the Néel state shown here. At low g/J0 an initial spin pattern will quickly
relax to a uniform average magnetization, while at high g/J0 the initial pattern persists. The former is consistent with a
thermal state, in which uniformity is combined with correlations reaching across the entire chain, while the latter is consistent
with many-body localization, in which the magnetization remains non-uniform and correlations spread slowly.

Here we have the long-range spin-spin interactions Jjj′ ,66

which approximately follow a power-law: Jjj′ ≈ J0/|j −67

j′|α with J0 the nearest-neighbor coupling and α = 1.3.68

Bz0 is an overall bias field, and g the gradient strength,69

with {J0, Bz0, g} > 0. In practice we apply the terms in70

this Hamiltonian sequentially in time, using a Trotteriza-71

tion scheme that reduces decoherence while still resulting72

to a very good approximation in evolution according to73

the Hamiltonian Eq. 1 (see Methods). The bias field Bz074

is set to be large (Bz0/J0 > 5), so that the total magne-75

tization
∑

j⟨σz
j ⟩ is approximately conserved. With this76

constraint, and neglecting edge effects, Jjj′ = J|j−j′| and77

this Hamiltonian is translationally invariant: the opera-78

tion j → j + n for integer n is equivalent to a shift in79

Bz0, which has no effect in the bulk. For an initial state80

of definite total magnetization, this model can then be81

mapped to a chain of hard-core bosons with long-range82

hopping in a tilted lattice (see Methods), indicating that83

it has similar ingredients to models previously shown to84

realize Stark MBL [4, 5].85

A useful numeric diagnostic of whether a model ex-86

hibits an MBL regime can be found in the level statistics,87

which feature similar behavior in regular MBL [31] and88

Stark MBL [4, 5]. A generic ergodic system has energy89

levels following the Wigner-Dyson distribution that char-90

acterizes random matrices, while a generic many-body91

localized system has a Poissonian level distribution [31].92

This difference can be quantified by the average ratio of93

adjacent energy level gaps, defined as94

⟨r⟩ = 1

n

∑
n

min(En+1 − En, En − En−1)

max(En+1 − En, En − En−1)
. (2)

⟨r⟩ varies from 0.53 for the Wigner-Dyson case to 0.39 for95

the Poissonian case [4, 5, 31]. Diagonalizing the Hamil-96

tonian (Eq. 1) for N = 15, we find that ⟨r⟩ changes97

from being near the Wigner-Dyson limit to the Poisso-98

nian limit as the gradient g/J0 is increased (Fig. 1b).99

While Fig. 1 shows the exact experimental Hamiltonian,100

including deviations from power-law interactions near the101

edges of the chain, this behavior persists for the corre-102

sponding power-law Hamiltonian (see Methods). Unlike103

the first studies of Stark MBL, which required a small104

amount of disorder or curvature to create an MBL-like105

state with generic Poissonian level statistics [4, 5], Eq. 1106

exhibits these properties without any terms perturbing107

the translational symmetry.108

We probe the localization using a quench procedure,109

shown schematically in Fig. 1c. The initial state, such110

as a Néel state of staggered up and down spins, is highly111

excited and far-from-equilibrium. If it thermalizes, it will112

result in a high-temperature equilibrium in which each113

spin has nearly equal probabilities of being up or down.114

Many-body localization will instead result in persisting115

memory of the initial order, breaking ergodicity.116

ERGODICITY BREAKING IN STARK MBL117

Performing the quench experiment, we see the ex-118

pected signature of localization: a low gradient results119

in quick equilibration of the spins (Fig. 2a), while in a120

strong gradient they are nearly unchanged from their ini-121

tial values (Fig. 2b). The experimental data correspond122

closely to exact numerics for the system evolution.123

To quantify the amount of initial state memory as the124

gradient is increased, it is useful to define a measure that125

can serve as an effective order parameter. We choose a126

generalized imbalance, I(t), which reflects the preserva-127

tion of the local magnetizations of the initial state. This128

observable is similar to other previously used measures129

of initial state memory, such as the imbalance [32] or the130

Hamming distance [25], but is advantageous for compar-131
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FIG. 2. Ergodicity breaking in Stark MBL. a, Ion-resolved dynamics for an initial Néel state (N = 15) at g/J0 = 0.24, and
b, at g/J0 = 2.4. While the state quickly relaxes to a uniform magnetization in the low gradient, the large gradient results
in a persisting memory of the initial state. The top row are experimental data, and the bottom row are exact numerics. c,
Memory of the initial state, here a Néel state (N = 15), can be quantified by the generalized imbalance I. For a state of
frozen up and down spins, I = 2, and for complete relaxation to a uniform state, I = 0. As the gradient is increased (light to
dark), the imbalance crosses from quick relaxation towards zero to a persistent finite value. Points are experimental data at
g/J0 = {0.24, 1.2, 1.8}, with statistical error bars smaller than the symbol size, and lines are exact numerics for the lowest and
highest gradient. d, For various initial states, shown at top, we see a similar value of the late-time imbalance at large gradient,
suggesting complete localization. e, Dependence of the late-time imbalance on system size is shown, using an initial Néel state
with N = 15 (a subset of the data in panel b) and N = 25. The overall increase of late-time imbalance with gradient is robust
to the system size increase. The pronounced dip in I near g/J0 = 1.0 may be partly due to a resonant feature that appears
near this value (see Methods and Extended Data Fig. 5). Error bars throughout represent statistical uncertainty of the mean
value.

ing different initial states (see Methods). For an initial132

state with M spins that are up, and N −M down, I is133

equal to the subsequent difference between the average134

magnetizations of the two groups:135

I(t) =
∑M

j ⟨σz
j (t)⟩

M
−
∑N−M

j′ ⟨σz
j′(t)⟩

N −M
(3)

where the sums are respectively over the spins initially up136

and initially down. In general, |I(t)| reaches a maximum137

value of 2 for perfect memory of an initial state with138

up and down spins, and is zero for a uniform state as139

expected at thermal equilibrium.140

The imbalance shows a clear trend as we increase the141

gradient (Fig. 2c). At lower gradients, it quickly relaxes142

to a decaying oscillation about zero, indicating quick143

thermalization. However, as the gradient is increased,144

the imbalance instead settles to a progressively higher145

value. Compared to exact numerics, we observe a damp-146

ing of the imbalance oscillations, resulting in a lower147

steady-state imbalance. Furthermore, at the highest gra-148

dient values decoherence causes a slow decay of I over149

time. These are both attributed primarily to intensity150

fluctuations in the tightly-focused beam, as well as to151

residual coupling to ion-chain motion from the Mølmer-152

Sørensen beams. However, the separation between this153

decoherence time and the fast relaxation dynamics allows154

us to characterize the late-time imbalance.155

To study initial-state memory for different gradients,156

we average I(t) over a time window tJ0 from 5 to 7.157

This window is chosen to be late enough that transient158

oscillations have largely decayed, while early enough that159

decoherence is limited. This late-time imbalance, Ī, cap-160

tures the amount of initial-state memory after fast relax-161

ation has subsided, and thus the approximate degree of162

localization (Fig. 2d). Ī is consistent with zero at the163

lowest gradient: averaging over the initial states shown164
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in Fig. 2d we have Ī = 0.017 ± 0.027, with the uncer-165

tainty as the standard deviation. With a larger gradi-166

ent, Ī becomes clearly distinct from zero and progres-167

sively increases, reflecting an increasing memory of the168

initial state. Crucially, this memory is not strongly de-169

pendent on the specific initial state chosen: for states170

with different numbers of initial spin flips and different171

symmetry properties, similar behavior is observed. In172

the limit of short-range interactions, states such as the173

Néel state may feature localization that does not occur174

for other initial states, due to approximate Hilbert space175

fragmentation arising from dipole moment conservation176

[4, 23]. The initial state insensitivity observed here is in-177

stead consistent with many-body localization, which can178

have some energy dependence [19] but is a robust mech-179

anism for breaking ergodicity that can span the entire180

spectrum. This insensitivity also distinguishes our ob-181

servations from other effects in which thermalization has182

a strong dependence on the initial state, such as quan-183

tum many-body scars [33] and domain wall confinement184

[34].185

A key further test of the stability of Stark MBL is186

to characterize the dependence of the observed behav-187

ior on increasing system size. This is especially relevant188

to localization in systems with long-range interactions,189

for which finite-size effects may be particularly impor-190

tant [25, 35]. Increasing the length to N = 25, we see a191

rise in the imbalance at low g/J0 that is similar to the192

N = 15 case (Fig. 2e). This length reaches a regime that193

is challenging for numerical simulation, and beyond our194

ability to compute exact dynamics. While we are unable195

to reach the deeply localized regime for N = 25, due to196

the scaling of the experimentally achievable maximum197

gradient with N (see Methods), the small nonzero value198

of I that we observe suggests the persistence of a Stark199

MBL regime.200

REVEALING THE CORRELATED STARK MBL201

STATE202

Probes of the local magnetization, as in Fig. 2, can203

establish non-ergodicity, but they do not reveal the cor-204

relations that characterize a localized phase. The struc-205

ture of the MBL phase, for Stark and regular MBL alike,206

is understood as being defined by emergent local con-207

served quantities [9, 10, 17]. These conservation laws208

result in localization, but the localized regions still have209

interactions with one another, resulting in slow spread-210

ing of correlations via entanglement after a quench from211

a product state (typically logarithmic spreading in time,212

but potentially faster for long-range interactions [36]).213

Some observables have been established to directly214

probe this correlation spreading, such as quantum Fisher215

information [24, 25] (see Methods and Extended Data216

Fig. 6) or techniques to measure subsystem entangle-217

ment entropy [27, 28]. Here we instead adapt a local218

interferometric scheme, the double electron-electron res-219

FIG. 3. DEER Protocol. a, In the spin-echo procedure (dark
green), a single probe spin undergoes a spin-echo sequence,
while the rest of the spins experience normal evolution under
H for total time t. In the DEER procedure (dark and light
green), there are additional perturbing π/2 pulses on a region,
here fixed at a size of three spins, that is R spins away. The
difference in the probe magnetization following these proce-
dures reflects the ability of the DEER region to influence the
dynamics at the probe spin. We study this protocol using an
initial Néel state (N = 15). b, At intermediate times, before
the spin-echo signal approaches zero due to decoherence, a
difference develops between the spin-echo (dark green) and
DEER (light green) signals. We quantify this by taking the
average difference (DEER-spin echo) between tJ0 = 2 and
4 (shaded region), after imbalance dynamics have stabilized.
These data are for R = 1 and g/J0 = 0.71. c, As R is in-
creased (at g/J0 = 0.71), the difference signal drops to zero,
which reflects the incomplete spread of correlations through
the system at finite time. d, As g is increased (at R = 2), the
difference signal also decreases with increasing gradient, con-
sistent with the expectation that within the Stark MBL phase,
increasing localization leads to progressively slower develop-
ment of correlations. Points in c. and d. are the experimental
data, and solid lines are exact numerics.

onance (DEER) protocol, to reveal the spread of corre-220

lations controlled by the structure of the localized state221

[17, 26, 37]. This protocol, shown in Fig. 3a, compares222

two experimental sequences: one that is a standard spin-223

echo sequence on a probe spin within a system of in-224

terest, and one that combines this with a set of π/2-225

pulse perturbations on a separate subregion, the ‘DEER226

region’. The spin-echo sequence cancels out static influ-227

ences on the probe spin, either from global external fields228

or from fixed configurations of the surrounding spins. If229

this cancellation is perfect, the probe spin will return230

to its initial magnetization. The DEER sequence, by231

contrast, removes this cancellation for the DEER spins232

acting on the probe spin. As a result, a difference in233

the return to the initial probe magnetization between234

the two sequences reflects correlations between the probe235

and DEER region. At sufficiently long times, a difference236
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between these signals will develop in an MBL phase, but237

not in a non-interacting localized phase. In addition, this238

differential measurement setup naturally makes the sig-239

nal robust against common-mode non-idealities, includ-240

ing experimental noise.241

In Fig. 3b-d we demonstrate the DEER protocol and242

show its use in characterizing the Stark MBL regime.243

As time evolves, a difference accumulates between the244

probe magnetization in the two procedures, reflecting the245

spread of correlations (Fig. 3b). These correlations con-246

tinue to move through the system after imbalance dy-247

namics have stabilized (see Methods and Extended Data248

Fig. 7), indicating that they are not solely due to the249

transient imbalance evolution. Picking a time range af-250

ter these transient dynamics, tJ0 =2–4, we character-251

ize the structure of these spreading correlations by tak-252

ing the average difference between the signals over this253

time, ∆⟨σz
1⟩. This time window is slightly earlier than254

the window used for the steady-state imbalance, as the255

DEER signal is more sensitive to experimental decoher-256

ence. Varying the DEER spin distance, R, we see that257

this difference signal drops as the DEER spins move pro-258

gressively farther from the probe, reflecting the local na-259

ture of correlation propagation (Fig. 3c). Similarly, by260

sitting at a fixed separation and increasing the gradient,261

we observe the reduction of the difference signal at a262

given time, confirming that the correlation spread is con-263

trolled by the degree of localization (Fig. 3d). The depen-264

dence of the difference signal on both R and g/J0 track265

exact numerics, with an overall scaling difference due to266

decoherence reducing the experimental signal. Taken to-267

gether, these probes identify the Stark MBL regime as268

one in which correlations spread slowly through the sys-269

tem despite persisting memory of the initial state. These270

correlations capture the role that interactions play in de-271

termining the properties of the MBL state, distinguishing272

it from non-interacting localization.273

DISORDER-FREE MBL BEYOND A LINEAR274

FIELD275

If many-body localized effects are possible in the sim-276

ple setting of a linearly increasing field, might they also277

appear in a more general class of curved fields? Utilizing278

the high degree of tunability of this simulator, we inves-279

tigate a natural generalization: a quadratic, rather than280

linear, potential. We parameterize the Hamiltonian as:281

H =
∑
j<j′

Jjj′σ
x
j σ

x
j′ +

N∑
j=1

(
Bz0 +

γJ0(j − N+1
2 )2

N − 1

)
σz
j .

(4)
Eq. 4 describes a quadratic field with a minimum in the282

center of the system and a maximum slope of ±γ at the283

edges. Similar models have been predicted to exhibit a284

persistent spatial separation into an ergodic core near the285

center and many-body localized edges [20].286

We summarize the results in Fig. 4. Taking an initial287

Néel state (N = 15), we observe a separation of the spins288

into thermalizing and localized regions, which appear to289

evolve largely independently. We determine an approx-290

imate dividing line between these regions by the inner-291

most spins that are clearly distinct from the thermalizing292

region. For a range of slowly-varying gradients γ < 3.6,293

this occurs at a local slope of approximately g/J0 ∼ 0.5294

(see Methods and Extended Data Fig. 8), comparable295

to observations in Fig. 2. The strongest curvature of296

γ = 3.6 deviates from this trend, which may indicate a297

breakdown of the local-gradient approximation.298

The quadratic field is an intriguing venue to explore the299

stability of disorder-free many-body localization in prox-300

imity to an ergodic region. In regular MBL, it is believed301

that such a coupling can induce many-body avalanches302

that destabilize the MBL region over long times [38, 39].303

The extension of this effect to disorder-free MBL, which304

does not feature any resonances between sites, is unclear,305

although there are some indications that it may be more306

resilient than regular MBL in general [21]. The observa-307

tion of a localized region in a quadratic field is also di-308

rectly relevant to longstanding questions about the state309

of correlated ultracold atoms in an optical lattice with310

harmonic confinement [40].311

DISCUSSION312

Disordered MBL Stark MBL
Ergodicity breaking Yes [2] Yes [4, 5]

Slow entanglement growth Yes [2] Yes [5]
Max. potential O(J0) O(NJ0)

Requires site-resolved field Yes No
Rare-region effects Yes [38, 41] No [4]

TABLE I. Comparison of disordered MBL and Stark MBL
requirements, focusing on applications with near-term quan-
tum devices. Quasi-periodic MBL occupies an intermediate
position from this perspective, with some of the advantages of
both disordered and disorder-free localization. For all types of
MBL, questions about the conditions for asymptotic stability
of localization remain, particularly in long-range interactions
or more than one dimension [4, 38, 41].

We have seen the signatures of many-body localiza-313

tion in a system without disorder, suggesting that the314

concept of MBL may be relevant in settings well beyond315

the original considerations [8]. Our realization of Stark316

MBL would not appear to naturally extend to the ther-317

modynamic limit, as this results in infinite energy differ-318

ences between different parts of the system. However,319

the Stark MBL Hamiltonian (Eq. 1) is equivalent via a320

gauge transformation to a Hamiltonian without a linear321

potential that is periodically varying in time, which has322

a well-defined thermodynamic limit [4].323

Beyond these conceptual questions, from the perspec-324

tive of near-term quantum devices our results suggest325
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FIG. 4. Relaxation in a quadratic field. a, We reconfigure the site-resolved field from a linear gradient to a quadratic,
characterized by the maximum slope γ. b, Dynamics are split into a thermalizing region near the center of the system and
localized regions near the edges, with the approximate boundaries indicated by the dashed lines. As the maximum gradient
is increased, the fraction of the system in the thermalizing regime shrinks. c, Ion-resolved traces of the dynamics for max
g/J0 = 1.8, showing separation of the spins into localizing regions (bright hues) and thermalizing regions (faded hues).

that Stark MBL retains key aspects of the disordered326

MBL phase while offering certain advantages, such as327

not requiring a fine-grained field and being free of rare-328

region effects or the need for disorder averaging of observ-329

ables. We summarize some aspects of the comparison in330

Table I. Stark MBL may be a useful resource for such de-331

vices, serving as a tool to stabilize driven non-equilibrium332

phases [18, 42], or as a means of making a quantum mem-333

ory [3] with each site spectroscopically resolved.334

METHODS335

EXPERIMENTAL APPARATUS336

State preparation and readout337

Our apparatus has been previously described in [43–338

46]. We employ a three-layer Paul trap to confine 171Yb+339

ions in a harmonic pseudopotential with trapping fre-340

quencies fx,y = 4.64 MHz and either fz = 0.51 MHz341

(N = 15) or 0.35 MHz (N = 25). There is a 1-2% day-342

to-day variation in these frequencies. Pseudospins are343

encoded in the two clock ground hyperfine states, with344

|F = 0,mF = 0⟩ = |↓z⟩ and |F = 1,mF = 0⟩ = |↑z⟩. We345

drive coherent rotations between these spin states using346

stimulated Raman transitions. Long-range spin-spin in-347

teractions are generated via a bichromatic beatnote that348

couples these states via motional modes along the x̂ di-349

rection. This is generated by two pairs of Raman beams350

from a pulsed 355 nm laser, with average detunings of351

µ/2π = 200 kHz from the red and blue sideband transi-352

tions of the highest frequency (center-of-mass) transverse353

motional mode along x̂. The resulting distribution of Jjj′354

couplings has a best-fit power law of α = 1.28 for N = 15355

and α = 1.31 for N = 25, and a best-fit J0/2π between356

0.25 and 0.33 kHz, depending on day-to-day variations357

in laser power. This value of J0, calibrated for a given358

day, is used to scale energies and times in the main text.359

Each experimental cycle begins with state initializa-360

tion via optical pumping and Doppler and resolved-361

sideband cooling, which prepares the spin state |↓z⟩ with362

fidelity > 0.99 and the ground motional state with fi-363

delity > 0.9. Arbitrary product states are initialized us-364

ing the site-dependent AC Stark shift from the individual365

addressing beam (from the same 355 nm light generat-366

ing the Ising interactions), combined with overall rota-367

tions, with typical preparation fidelities of > 0.9 per spin.368

Readout is performed via state-dependent fluorescence369

using the 369.5 nm |↑z⟩ → 2P1/2 transition collected on370

a CCD camera, with typical detection errors of 3%. All371

measurements presented in the main text, except for the372
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DEER measurements, are repeated at each setting 200373

times for statistics. For the DEER measurements, we374

instead average over 2000 repetitions, which are taken375

alternating between DEER and spin-echo sequences ev-376

ery 100 measurements so that to a very good approxi-377

mation both sample any noise profile equally. The data378

presented have not been corrected for state preparation379

and measurement (SPAM) errors.380

Calibration of Hamiltonian parameters381

The experimental Jjj′ matrix is determined by mea-382

surements of transition Rabi frequencies and trap param-383

eters. Past work has validated this model against direct384

measurements of the matrix elements [25].385

We directly measure and calibrate the linear field for386

each spin individually. As this calibration process is im-387

perfect, each spin has a finite amount of deviation from388

the ideal linear gradient and thus there is a finite amount389

of effective site-by-site disorder in the experimental real-390

ization, with δ
Bz

j

gj ≈ 0.02. While a small amount of dis-391

order can be crucial in simulations of Stark MBL with392

short-ranged interactions, because it breaks the exact de-393

generacies of that problem [4], in the context of long-394

range interactions the level statistics are already generic395

(see section ‘Numerical studies of the ideal power-law396

Hamiltonian’), and this disorder does not have a substan-397

tial effect on the system in numerics. As such, we call398

our system ‘disorder-free’ in the sense that we only have399

small, technical and well-understood imperfections limit-400

ing our realization of the ideal disorder-free Hamiltonian.401

Any real quantum simulator can only hope to asymptot-402

ically approach a perfectly uniform environment, just as403

any quantum simulator can only hope to approximately404

realize MBL because there will always be some residual405

coupling to the environment that restores ergodicity at406

sufficiently long times.407

NUMERICS408

Studies of Hamiltonian level statistics with ⟨r⟩ use ex-409

act diagonalization of the Hamiltonian. For simulations410

of dynamics we solve the Schroedinger equation using the411

Krylov space technique [47, 48].412

For all numerics, except those shown in the subse-413

quent Methods sections ‘Numerical studies of the ideal414

power-law Hamiltonian’ and ’Scaling of I with system415

size,’ we use the experimentally determined Jjj′ ma-416

trix. These couplings show some inhomogeneity across417

the chain, with the nearest-neighbor hopping varying 7%418

for N = 15. At large ion-ion separation they also show419

deviations from power-law behavior, with the couplings420

falling off faster than the best-fit power law [46]. The421

comparison to power-law numerics shows that each of422

these effects does not strongly alter the dynamics.423

TROTTERIZED M-S HAMILTONIAN424

We generate two types of Hamiltonian terms in this
work. The first is the Mølmer-Sørensen Hamiltonian in
the resolved sideband and Lamb-Dicke limits [46], created
with a pair of detuned bichromatic beatnotes:

H1(t) =
∑
j,ν

σ+
j

[−iΩηνb
ν
j

2
(aνe

−iωνt + a†νe
iωνt)

(e−iδBt − e−iδRt)
]
+ h.c. (5)

Here j is the ion index and µ is the normal mode index,425

aµ is the destruction operator of a phonon of motion for a426

given normal mode of the ion chain, Ω is the carrier Rabi427

rate, ην is the Lamb-Dicke parameter, bνj is the mode am-428

plitude for ion j, ων is the mode frequency, and δB(R) is429

the red(blue) detuning. This term generates spin-motion430

entanglement, and in the limit ηνΩ ≪ |δR,B − ων | the431

motion can be adiabatically eliminated for an effective432

spin-spin interaction.433

The second Hamiltonian term is the local field gener-434

ated by the individual addressing beam. This beam only435

addresses one ion at a time, and is rastered across the436

chain to create an overall field landscape. A single cycle437

of this term can be written as:438

H2(t) =

N∑
j

Bz
j σ

z
jΘ(t− (j − 1)tpulse)Θ(jtpulse − t), (6)

with Θ(t) as the Heaviside Theta and tpulse the time for439

a pulse of the beam on one ion, which we experimentally440

fix at tpulse = 0.5 µs.441

When these terms are applied simultaneously, in the442

limit |δR,B − ων | ≫ ηνΩ ≫ Bz
j , the transverse Ising443

Hamiltonian is approximately realized:444

HTFIM =
∑
j,j′

Jjj′σ
x
j σ

x
j′ +

∑
j

Bz
j

N
σz
j . (7)

However, the validity of this Hamiltonian is limited to445

small Bz
j . Therefore, when realizing a linear field gra-446

dient, Bz
j = gj, this results in the constraint gN2 ≪447

ηνΩ, which prevents the simultaneous attainment of long448

chains and large linear fields. For example, for typical ex-449

perimental parameters of N = 15, ηΩ = 2π · 30 kHz, and450

J0 = 2π· 250 Hz, this would require that g/J0 ≪ 0.5.451

When this is not satisfied, additional phonon terms are452

present in the Hamiltonian which result in undesired453

spin-motion entanglement, or effective decoherence of the454

dynamics when measuring only spin.455

We can reduce these constraints by applying a Trot-456

terized Hamiltonian [49]. The evolution under this time-457

varying Hamiltonian can be analyzed using the Mag-458

nus expansion, to find the dominant contributions to459

time-averaged dynamics [46]. Within this framework,460

the undesired cross terms arise from the commutator461

[H1(t),H2(t)]. Intuitively, when these terms are no462
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longer applied simultaneously the effect of this commu-463

tator is reduced.464

Consider unitary evolution of a single Trotter cycle,465

using the lowest-order symmetrized sequence:466

U = e−i∆t2H2/2e−i
∫ ∆t1
0 H1(t)dte−i∆t2H2/2. (8)

The Hamiltonians governing each part of the unitary
evolution may be approximately replaced by their time-
averaged values, which simplifies both. For H2 we have

∆t2H2(t) = ∆t2
∑
j

Bz
j σ

z
jΘ(t− (j − 1)tpulse)Θ(jtpulse − t)

=
∆t2
N

∑
j

Bz
j σ

z
j , (9)

an exact identity since each of the terms in H2(t) com-
mute with one another. For H1(t) we have∫ ∆t1

0

dt
∑
j,ν

σ+
j

[−iΩηνb
ν
j

2
(aνe

−iωνt + a†νe
iωνt)

(e−iδBt − e−iδRt)
]
+ h.c. (10)

However, this is just the usual M − S Hamiltonian, and467

in the limit that |δR,B−ων |t ≫ 1 the only significant con-468

tributing terms are the stationary ones. When δR = −δB469

this results in the pure σxσx interaction, when instead a470

small rotating frame transformation is applied we gener-471

ate the Ising Hamiltonian with a small overall transverse472

field [46]:473

∫ ∆t1

0

dtH1(t) ≈ ∆t1

∑
j,j′

Jjj′σ
x
j σ

x
j′ +Bz0

∑
j

σz
j

 .

(11)
The combined evolution of the full Trotter cycle is

then, to lowest order, described by the Hamiltonian

H =
∆t1

∆t1 +∆t2

∑
j,j′

Jjj′σ
x
j σ

x
j′

+
∑
j

σz
j

(
Bz0 +

∆t2
∆t1 +∆t2

Bz
j

N

)
. (12)

We program Bz
j to the desired functional form and ab-474

sorb the factors with ∆t1 and ∆t2 into re-definitions of475

J0 and Bz
j , leading to Eqs. 1 and 4 of the main text. The476

constant term Bz0 does not depend on the cycle times,477

because it is created by moving into a rotating frame478

which is applied to the entire time evolution. This ap-479

proximation requires that |δR,B − ων |∆t1 ≫ 1, which is480

satisfied in the experiment: |δR,B−ων |min = µ = 2π ·200481

kHz and ∆t1 ≥ 18 µs, whose product is 22.6. Addition-482

ally, ∆t1 and ∆t2 must not be so long that the Trotter483

approximation breaks down. However, the low energy484

scale of J0 and the use of the symmetrized Trotter form485

make this limit less constraining than the limit for con-486

tinuous evolution, allowing us to reach g/J0 = 2.5 (1.5)487

for 15 (25) spins. Because the Trotter error consists of488

undesired spin terms, rather than spin-phonon terms, it489

can also be easily simulated numerically. Extended Data490

Fig. 1 shows comparisons of the Trotterized and ideal491

evolution in the case of the strongest gradient, showing492

that the Trotter error is negligible over the experimental493

timescale and that the Trotterization results in a signifi-494

cant improvement in the simulation fidelity.495

In addition to reducing phonon errors, this scheme has496

the advantage of allowing us to tune the average Hamil-497

tonian (Eq. 12) simply by varying ∆t1 and ∆t2, because498

[g/J0]avg = (∆t2/∆t1)g/J0. This capability allows us to499

scan over a range of gradient values with a single calibra-500

tion, and it makes any errors on the gradient calibration501

common to all these scans. In the data presented here,502

we fix the instantaneous values of g and J0 and vary ∆t1503

(see Experimental Procedures). In addition, we ramp the504

interactions up and down over 9 µs with a shaped Tukey505

profile to reduce adiabatic creation of phonons [44].506

This implementation of Trotterized Stark MBL dy-507

namics would be difficult to extend to more than tens of508

spins, as the maximum instantaneous shift required on509

the edge ion scales as N2, leading to the requirement of510

an increasingly fast drive. However, given the unbounded511

nature of a linear gradient, any large- scale simulation of512

Stark MBL is likely to be challenged by the required field513

difference between the two ends.514

Throughout this discussion, we have taken the per-515

spective of a Trotterized quantum simulation of a desired516

Hamiltonian. We could also understand this experiment517

in terms of Floquet theory. From this perspective, this518

driven system is described stroboscopically by a Floquet519

Hamiltonian, which to lowest order is the Hamiltonian520

(12), and the steady-state equilibration that we see rep-521

resents prethermalization to this effective Hamiltonian522

which would be altered at long times by Floquet heating523

arising from the higher-order terms. While this picture524

offers a complementary way to understand these results,525

and interesting connections to studies of driven localiza-526

tion [50], for simplicity we focus on the Trotterized per-527

spective.528

Trotterized Hamiltonian parameters529

For imbalance measurements at N = 15, we calibrate530

to g/J0 of 2.5 for ∆t1 = ∆t2. To scan the gradient531

strength, ∆t2 is fixed at 18 µs and ∆t1 is varied from532

from 18-180 µs. In addition, there is an extra 9 µs of533

effective dead time per Trotter step associated with the534

Tukey pulse shaping. We fix Bz0 at 2π· 1.25 kHz. For535

data in a quadratic field, we set γ = 2.0 for ∆t1 = ∆t2,536

and vary ∆t2 from 10-180 µs, with all other settings kept537

the same as in the linear gradient.538

For N = 25, we instead set g/J0 to 1.25 for ∆t1 = ∆t2.539

∆t1 is fixed at 30 µs, and ∆t2 is varied between 25 and540

190 µs, again with an extra 9 µs of effective dead time541

per cycle due to pulse shaping. Bz0 is again fixed at 2π·542
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Extended Data Figure 1. Trotterization scheme. Left top: Comparison of the imbalance dynamics for the averaged Hamiltonian
of Eq. 12 (solid blue line) with the full Trotter evolution (dashed orange), for the case of an initial Néel state (N = 15) and
parameters corresponding to the strongest experimental field gradient. Left bottom: difference (averaged - Trotter), showing
the the error over experimental timescales is on the order of one percent. Right: experimental examples (top row) of continuous
and Trotterized evolution, both at g/J0 = 1.5, compared to simulations (bottom row) using the (slightly different) parameters of
the individual experimental realizations. Although the Trotterized evolution lasts nearly twice as much time in absolute units,
since the averaged J0 is roughly half as large, it nonetheless shows a substantial reduction in decoherence and improvement in
fidelity to the desired Hamiltonian. An initial state with one spin flip is chosen for this comparison, as it makes the effect of
decoherence due to phonons more pronounced compared with a state near zero net magnetization.

1.25 kHz.543

For DEER measurements, we calibrate to g/J0 of 2.0.544

∆t2 is fixed at 18 µs and ∆t1 is varied from 18-180 µs,545

plus an extra 9 µs of dead time associated with Tukey546

pulse shaping. We fix Bz0 at values varying for different547

datasets between 2π· 0.9 and 1.25 kHz.548

MAPPING TO BOSON MODEL549

Our experimental Hamiltonian, from Eq. 1 of the main550

text, is:551

H =
∑
j<j′

Jjj′σ
x
j σ

x
j′ +

N∑
j=1

(Bz0 + (j − 1)g)σz
j . (13)

In the limit of Bz0 ≫ J0, and assuming that Bz0 and g552

have the same sign, the total magnetization
∑

j

⟨
σz
j

⟩
is553

conserved. For an initial state of definite total magneti-554

zation, the system then reduces to the long-range tilted555

XY Hamiltonian [51]:556

HXY =
∑
j<j′

Jjj′

2

(
σ+
j σ

−
j′ + σ−

j σ
+
j′

)
+

N∑
j=1

(Bz0+(j−1)g)σz
j .

(14)
This can be mapped to a system of hard-core bosons tak-
ing σ

−(+)
j → a

(†)
j and nj = a†jaj = (σz

j + 1)/2, resulting
in the Hamiltonian:

HHC =
∑
j<j′

Jjj′

2

(
a†jaj′ + aja

†
j′

)

+ U

N∑
j=1

nj(nj − 1) +

N∑
j=1

(µ+ 2(j − 1)g)nj , (15)

with µ = 2Bz0, taking the limit U → ∞, and dropping a557

constant energy contribution.558

This model clarifies the connection between our system559

and work studying Stark MBL in the context of hopping560

particles with interactions [4, 5]. It also illustrates the561
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Extended Data Figure 2. Probability density distributions
of r, the ratio of adjacent energy level spacings, for the ex-
perimental Hamiltonian (Eq. 1 of the main text) at various
values of g/J0 and and N = 15. Numerics are compared with
the distribution expected for either a Poisson level distribu-
tion (blue lines) or a Wigner-Dyson distribution (red lines).
The level statistics in the absence of a field gradient are near
the Poissonian limit, which may reflect the proximity to an
integrable limit for the low-energy sector [52]. A small gra-
dient results in statistics near the Wigner-Dyson limit, which
transitions to Poisson statistics as the gradient is increased.

translational symmetry in our system. If j is shifted by562

an integer, this is equivalent to changing the chemical563

potential term
∑

j µnj , which has no effect in a closed564

system with particle conservation.565

FULL LEVEL STATISTICS OF EXPERIMENTAL566

HAMILTONIAN567

A typical ergodic system has a single-particle density
matrix with support throughout the bulk, and thus have
a high degree of overlap between particles. This results
in level repulsion in the many-body spectrum, leading
to a Wigner-Dyson energy level distribution characteris-
tic of random matrices [31]. A typical localized system,
on the other hand, has single particles that are spatially
confined, and thus have little overlap, resulting in a Pois-
sonian distribution of the many-body spectrum. In Ex-
tended Data Fig. 2 we show the full distribution of r, the
ratio of adjacent energy level spacings, for the experimen-
tal Hamiltonian at selected values of g/J0. We compare
it to the probability density distributions resulting from

Poisson and Wigner-Dyson statistics [5]:

Pp(r) =
2

(1 + r)2
(Poisson), (16)

PWD(r) =
27(r + r2)

4(1 + r + r2)5/2
(Wigner-Dyson), (17)

where Eq. 17 is an analytic approximation to the Gaus-568

sian Orthogonal Ensemble based on the Wigner Surmise569

[53].570

While a small field gradient is needed to break the571

approximate integrability of the Hamiltonian [52] in the572

limits of g = 0 and Bz0 ≫ J0, over the range of tilts573

studied experimentally the level statistics cross from be-574

ing close to the Wigner-Dyson limit, with an evident575

dip at low r due to the proliferation of avoided cross-576

ings, to very close to a Poisson distribution at high577

gradients. This should be contrasted with the case of578

short-range hopping, in which the level statistics may579

be highly non-generic due to exact degeneracies associ-580

ated with dipole moment conservation, and the dynamics581

may be described in terms of Hilbert space fragmentation582

[4, 5, 23]. Although the level statistics shown here are583

for an experimentally measured Hamiltonian, featuring584

small deviations from a perfectly linear gradient, these585

deviations do not substantially affect the level statistics,586

as the long-range interactions already lift the degenera-587

cies. In the next section we show this explicitly, using588

the ideal power-law Hamiltonian to study more general589

features of Stark MBL with long-range interactions such590

as the scaling behavior.591

NUMERICAL STUDIES OF THE IDEAL592

POWER-LAW HAMILTONIAN593

The experimental system is approximately described594

by a Hamiltonian with a power-law hopping. However, as595

the exact experimental couplings feature inhomogeneity596

across the chain and deviations from power-law scaling597

for large ion separations, all numerics shown in the main598

text (as well as the previous section) use the exact Hamil-599

tonian as determined by experimental measurements of600

mode structure, detuning, and site-by-site field calibra-601

tion. Nonetheless, to study the general behavior of the602

system it is useful to also look at the power-law Hamilto-603

nian, which captures the dominant behavior while being604

translation-invariant and therefore having a more natural605

scaling with size. We study this numerically to charac-606

terize the behavior of ⟨r⟩ with respect to α and g/J0, and607

to study the finite-size dependence.608

Dependence of ⟨r⟩ on α and g/J0609

Extended Data Fig. 3 shows the dependence of the610

level statistics ⟨r⟩ on the Hamiltonian parameters α and611
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Extended Data Figure 3. Dependence of ⟨r⟩ on power-law
range α and g/J0 (N=13, Bz0/J0 = 5). In the experiments
presented in the main text α ≈ 1.3.

g/J0. The primary features of the experimental Hamil-612

tonian statistics are retained, such as non-generic statis-613

tics for very low gradient values and a crossover from614

⟨r⟩ ≈ 0.53 to 0.39 for g/J0 between 0.1 and 2.0. For615

α < 1, the ergodic regime progressively increases, as the616

interaction energy is superextensive in this regime and617

thus delocalization is always expected for a sufficiently618

large system. For large α, ⟨r⟩ generally decreases, which619

may reflect an approach to the exact degeneracies that620

are present in the short-range limit. The general features621

observed are consistent with a recent study of long-range622

hopping in a tilt [21], which also found persistence of a623

crossover in ⟨r⟩ up to N = 18 and for α > 1.624

Dependence of ⟨r⟩ on system size625

Using the power-law Hamiltonian, we can study the626

dependence of the level statistics on system size. Ex-627

tended Data Fig. 4 shows this for N ranging from 9 to628

15. In general, the curves do not exhibit a simple finite-629

size scaling. This may be due to the long-range interac-630

tions, which also cause a system size-dependent shift in631

the transition in numerics for the disordered MBL case632

[35]. We see that the transition persists up to the largest633

systems we can diagonalize, coinciding with the size used634

for most of the data presented in the main text, with a635

full study of the scaling left as an interesting subject for636

future work.637

GENERALIZED IMBALANCE638

The generalized imbalance used in the main text is639

defined as:640

Extended Data Figure 4. Dependence of level statistics on
system size. Level statistics for N = {9,11,13,15} (light to
dark), for α = 1.3 and Bz0/J0 = 5.

I(t) =
∑

j⟨σz
j (t)⟩(1 + ⟨σz

j (0)⟩)∑
j(1 + ⟨σz

j (0)⟩)

−
∑

j⟨σz
j (t)⟩(1− ⟨σz

j (0)⟩)∑
j(1− ⟨σz

j (0)⟩)
(18)

For an initial state that is a product of up and down641

spins along z, this reduces to a simple form: the average642

magnetization of the spins initialized up minus the aver-643

age magnetization of the spins initialized down. For an644

initial state that is fully polarized this imbalance is un-645

defined, which may be considered as a drawback to this646

measure, but such a state is already near equilibrium and647

thus is not useful for quantifying equilibration.648

This definition is similar to many other variations of649

the imbalance. For an initial Néel state with an even650

number of spins it is identical up to scaling factors to both651

the imbalance and the Hamming distance. However, in652

general this definition offers a few advantages.653

• Unlike the imbalance, it is exactly zero for a ther-654

malized system with an odd number of spins.655

• It does not require any knowledge of the initial state656

to be added in by hand, unlike alternative observ-657

ables in which the initially flipped spins are tracked.658

• Unlike the Hamming distance, this generalized im-659

balance is zero for a thermalized system, and has660

units of magnetization difference (therefore ranging661

from -2 to 2).662

• Finally, this generalized imbalance is less sensitive663

to noise than the Hamming distance. An example664

is useful: consider an initial state of one flipped spin665

(⟨σz⟩ = 1), with N = 10, and a background of spin-666

down (⟨σz⟩ = −1). Then, suppose that after some667
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Extended Data Figure 5. Scaling of I with system size. Top
left: As the system increases from N = 9 to N = 15, the
largest change is in a sharpening feature near g/J0 = 1,
which shifts downward and towards higher gradient. Top
right: while we cannot solve for I for N = 25, experimen-
tally we see a similar dip (reproduced from Fig. 2c of the
main text). Bottom left: expanded view of I for N = 9 and
N = 15, showing similar localization beyond g/J0 = 1.

time this system has either evolved to a completely668

uniform system with an average magnetization of669

-1, or a state in which the initially flipped spin re-670

laxes to a magnetization of +0.8 and the remaining671

spins relax to -0.8. Both of these final spins have672

the same Hamming distance from the initial state,673

because they both represent a system that is an674

average of one spin flip from the initial state. How-675

ever, the first final state is completely equilibrated,676

while the second has a strong memory of the initial677

state. The Hamming distance, therefore, is not an678

optimal measure of initial state memory in a sit-679

uation in which a few flipped spins give you more680

information about the initial state than the back-681

ground spins.682

While the Hamming distance is always 1 at time zero,683

this generalized imbalance only starts at 2 for an initial684

state in which each spin is in a definite state of σz. In685

Fig. 2 the experimental imbalances do not start exactly686

at 2, reflecting SPAM errors.687

SCALING OF I WITH SYSTEM SIZE688

Extended Data Fig. 5 shows a comparison of our data689

for I with numerics. We cannot present an exact compar-690

ison, due to the computational resources needed to solve691

Extended Data Figure 6. Quantum Fisher information. Nor-
malized quantum Fisher information for a Néel state (N = 15)
with g/J0 = 0.24 (white) and g/J0 = 2.4 (blue), correspond-
ing to the lowest and highest-gradient data in Fig. 2a. Points
are experimental observations, with lines as guides to the eye.
A value greater than one (dashed line) is an entanglement wit-
ness. After the initial fast dynamics up to tJ0 ≈ 1, the QFI
is consistent with saturation for the low gradient, and with
slow entanglement growth for the high gradient, with behav-
ior very similar to that previously observed in disordered MBL
[25].

the Schroedinger equation for a 25-spin system. However,692

we instead present data for N = 9 and N = 15, which693

corresponds to the same scaling factor and the lower of694

the two experimental system sizes. To facilitate system695

size comparison, we use the ideal power-law Hamiltonian696

for these numerics.697

For the most part, I only shows a slight shift with698

increasing N . However, there is a sharp feature near699

g/J0 = 1.0 that grows more prominent with increas-700

ing size, and appears similar to the experimental dip701

observed for N = 25. Interpretation of this feature in702

experimental data is complicated by decoherence that703

increases both with g/J0 and with N .704

The dip feature seen here is initial-state dependent,705

and may reflect a delocalization process that is especially706

favorable for the Néel state. This illustrates the chal-707

lenge of determining the onset of localization in finite size708

systems, and in quenches from a particular initial state.709

However, any such process would only affect the determi-710

nation of the transition for g/J0 < 1, the regime in which711

such resonances are possible, and we expect (consistent712

with the bottom panel of Fig. 5) that for g/J0 > 1 the713

localization that we observe is not strongly affected by714

this consideration.715

QUANTUM FISHER INFORMATION716

Quantum Fisher information (QFI) has gained atten-717

tion as a scalable entanglement witness [25, 54]. For a718

pure state, it is nothing more than the variance of the wit-719

ness operator O: fQ = 4(⟨O2⟩ − ⟨O⟩2)/N . For fQ > 1,720

entanglement is guaranteed to be present within the sys-721



13

tem [54]. As a two-point correlator that carries some722

information about entanglement, QFI is also similar in723

spirit to measures such as the Quantum Mutual Infor-724

mation [17] and the configurational correlator [27].725

In the context of the Néel state we measure the QFI for726

a staggered magnetization operator, which reduces to:727

fQ =
1

N

∑
jj′

(−1)j+j′⟨σz
jσ

z
j′⟩ − (

∑
j

(−1)j⟨σz
j ⟩)2

 .

(19)
The results are shown in Extended Data Fig. 6. We see728

a significant difference between fQ with weak and strong729

field gradients. In a weak gradient, entanglement builds730

up rapidly before slowly tapering off. In a strong gradient731

fQ instead grows slowly, exhibiting similar behavior as732

expected for entanglement in an MBL phase.733

A few shortcomings limit the value of the QFI. First,734

it is only easily calculated when assuming a pure state.735

Second, it can only be interpreted as an entanglement736

witness when it exceeds one, which is challenging in a737

strongly localized phase. Finally, unlike the DEER pro-738

tocol it does not give spatially resolved information. Still,739

within its limits the QFI behavior is consistent with the740

expectations for an MBL phase. The QFI dynamics741

also closely resemble previous observations for disordered742

MBL [25], consistent with expectations that disorder or743

strong gradients result in similar entanglement spread-744

ing.745

ADDITIONAL DEER DATA746

Additional data for the DEER protocol difference sig-747

nal (∆⟨σz
1⟩) is shown in Extended Data Fig. 7. Looking748

at the DEER difference signal, we see that correlations749

develop more slowly as the DEER region R is moved pro-750

gressively away from the source. For R = 2, these cor-751

relations are only visible after the imbalance dynamics752

have reached a steady state. This rules out attribution753

of the correlations to the transient population dynamics,754

rather than the slow correlation dynamics that occur in755

an MBL system after populations have reached a steady756

state [9, 10, 27].757

CRITICAL SLOPE IN QUADRATIC FIELD758

Extended Data Fig. 8 presents the dependence of the759

critical value of g/J0 for a quadratic field with different760

values of the curvature γ. The critical value is determined761

by the innermost pair of spins that are both separated762

from the center spin by more than their error bars, judged763

by taking the mean and standard deviation of the average764

magnetizations for the last five time points.765

The data are largely consistent in suggesting a critical766

gradient value on the order of g/J0 = 0.5. However,767

the strongest curvature is notably different, which may768

reflect a breakdown of the local gradient approximation769

for this case. For curvatures less than this, we conclude770

that the system seems roughly consistent with a picture771

of localization that is determined by the local Stark MBL772

field slope at any given spin.773
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