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Abstract

We measured air broadening in the (30012) ← (00001) carbon dioxide (CO₂) band up to J* = 50 using frequency-agile rapid scanning cavity ring-down spectroscopy. By using synthetic air samples with varying levels of nitrogen, oxygen, and argon, multi-spectrum fitting allowed for the collisional broadening terms of each major air component to be simultaneously determined in addition to advanced line shape parameters at atmospherically relevant CO₂ mixing ratios. These values were compared to broadener-specific line shape parameters from the literature. Fits to measured spectra were also constrained with results from requantized classical molecular dynamic simulations. We show that this approach enables differentiation between narrowing mechanisms in advanced line shape parameters retrieved from experimental spectra of limited signal-to-noise ratio.

1. Introduction

The estimated global warming of 1°C above pre-industrial levels [1] has been primarily caused by anthropogenic emissions of carbon dioxide (CO₂) [2]. Climate models rely on accurate knowledge of the global carbon cycle to understand and forecast this trend. Satellite measurements can constrain the temporal and spatial variability in the CO₂ fluxes needed for climate models if the retrieved atmospheric-column-integrated CO₂ mole fraction has a relative uncertainty less than 0.3% [3]. High-accuracy spectroscopic reference measurements across atmospherically relevant pressures and temperatures are necessary to meet these demanding sensing goals. Additionally, an understanding of the uncertainties and biases in the reference spectroscopy is critical for constructing error budgets in remote sensing applications [4].

HITRAN [5] and other spectroscopic databases store extensive lists of line-by-line parameters for use in high resolution molecular spectroscopy applications and remote sensing. HITRAN 2016 included 173,024 resonant lines spanning the visible to microwave spectral regions for the most abundant CO₂ isotopologue (12C16O₂) [5]. The sheer number of CO₂ transitions included in this database makes it intractable to provide high accuracy spectroscopic measurements for each entry. Recent work by Hashemi et al. estimated air- and self- line shape parameters for the HITRAN 2020 CO₂ transitions based upon the available literature data [6]. That work highlighted the importance of modeling the rotational and vibrational quantum number dependence of spectroscopic line shape parameters in the construction of comprehensive line lists. However, experimental high-resolution spectroscopic reference data are also required to validate the theory and to ensure the accuracy of line lists [7].

Theoretical models for predicting the CO₂ line shapes in the atmosphere require line shape parameters of each major air component. Subtle effects such as the impact of the broadener on the spectroscopic parameters are important not only for the high precision needs of measurements taken in the Earth’s atmosphere, but also for expanding the applicability of line-by-line databases to other atmospheres such as Venus and Mars [8]. A number of calculations and simulations of CO₂ broadening by atmospherically relevant species have previously been reported [7,9,10]. Laboratory reference data that is sensitive to the broadener effects on the CO₂ line shape parameters are needed to validate these theoretical studies.

The effects of foreign broadeners on CO₂ in the near-infrared have been well documented, however, most experimental spectra have been analyzed with single-spectrum fitting and the Voigt profile (VP) [11–14]. The VP has been found to be too simplistic to model high resolution spectra at intermediate pressures, leading to collisional broadening parameters that are 2% to 6% too small [15,16]. As more sophisticated line shapes are employed, it is critical to use multi-spectrum techniques to constrain the pressure and temperature relationships of fitted line parameters in or-
der to prevent their numerical correlation. A series of papers by Devi et al. studied the effects of various atmospheric broadeners on CO₂ using Fourier-transform spectroscopy (FTS) with advanced line shapes and multi-spectrum fitting [16–18]. The multi-spectrum fitting software used in those studies could retrieve two pressure-broadened half-widths for each transition, one of which was the self-broadening width. As a result, a common set of pure CO₂ spectra were used in three separate multi-spectrum fits with samples containing roughly 1 % to 10 % CO₂ in bath gases of O₂, Ar, or air [16–18].

Gamache et al. calculated the collisional broadening of CO₂ by O₂ and N₂ along with the temperature dependence and the pressure shifting terms using the semiclassical complex Robert-Bonamy theory [7,8]. In this methodology, the intermolecular potential was adjusted to optimize the agreement between experiment and theory. The Devi et al. measurements [17] were used as part of this refinement. The HITRAN 2016 air- and self-broadening values [5] are equal to those reported in the air and self-broadening CO₂ study up to J = 40 [18], whereas for J > 40 the HITRAN 2016 values are the half-widths calculated by Gamache et al. [8].

Nguyen et al. modeled CO₂ line shapes using requantized classical molecular dynamic simulations (rCMDs) evaluated at several temperatures for 50 % CO₂ in O₂ and N₂ [9,10], respectively. The Fourier-Laplace transform of the autocorrelation function of the dipole moment calculated by the rCMDs provides a simulated CO₂ absorption spectrum with the specified broadener. Multi-spectrum fitting of the speed-dependent Nelkin-Ghatak profile (SDGP) with first-order line mixing to simulated spectra yielded advanced line shape parameters analogous to the analysis of experimental spectra. In this analysis, the simulations covered a range of Doppler widths and temperatures, and the shift terms were neglected because the theoretical spectra did not exhibit pressure shifts [9,10].

Hashemi et al. estimated speed-dependent Voigt profile (SDVP) air-broadened line shape parameters [6] from the SDGP line lists provided by Nguyen et al. [9] to support atmospheric retrieval codes.

Here we report frequency-agile, rapid scanning cavity ring-down spectroscopy (FARS-CRDS) measurements of the (30012) ← (00001) ¹²C¹⁶O₂ band up to J = 50. This band includes a proposed transition for the NASA Active Sensing of CO₂ Emissions over Nights, Days, and Seasons (ASCENDS) mission [19–21]. The present work leverages the fast data acquisition and high sensitivity of the FARS-CRDS technique [22–25] with a flexible multi-spectrum analysis fitting software program that we have recently developed [26]. This approach has allowed us to simultaneously determine the N₂-, O₂-, and Ar-broadened half-widths of CO₂ in addition to advanced line shape parameters at atmospherically relevant CO₂ mixing ratios. These values are compared to the semiclassical half-widths predicted using the model of Gamache and Hartmann [7,8] as well as the line shape parameters determined through rCMDs [6,9,10].

2. Methods

2.1. Instrument

Measurements were made with a FARS-CRDS spectrometer previously described in the literature [22,27,28]. Briefly, FARS-CRDS involves mode-to-mode scanning of a laser sideband between successive resonances of an optical cavity [29] using an electro-optic phase modulator. This technique enables rapid scanning as well as high sensitivity due to the use of a high finesse optical cavity. The spectrum frequency axis can then be referenced to an optical frequency comb which is referenced to an atomic frequency standard. For the present measurements a metrology-grade digitizer board, which had its response validated against synthetic exponential decay signals generated from an arbitrary waveform generator,
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The frequency axis for each spectrum was calculated by
\[ \nu_q = \nu_0 + \nu_{\text{FSR}} \Delta q, \]
where \( \nu_q \) is the frequency at a given longitudinal mode order \( q \), \( \nu_{\text{FSR}} \) is the average free spectral range determined over the range of modes corresponding to each laser grating tuning, and \( \Delta q \) is the relative longitudinal mode order. A heterodyne beat note with a self-referenced optical frequency comb (which was referenced to a Cs clock) was employed to give \( \nu_0 \). The absorption coefficient for each measured spectrum was modeled by
\[ \frac{1}{C_T(\nu_{\text{FSR}} \Delta q)} = \tilde{\alpha} (\nu_{\text{FSR}} \Delta q) + \alpha_{et}(\nu_{\text{FSR}} \Delta q) + \alpha_{\text{ab}}(\nu_q), \]
where \( \tilde{\alpha} \) defines the linear baseline term, \( \alpha_{et} \) represents the contribution of etalons to the base losses, and \( \alpha_{\text{ab}} \) is the resonant molecular absorption. The approximate amplitude and frequency of the etalons are determined through Fourier analysis of an empty cavity spectrum. The amplitude and phase of the etalons as well as the linear baseline term are floated during fitting in order to minimize residuals.

The choice of theoretical line profile for modeling the observed line shapes of high resolution molecular spectra has been an active research topic for several decades [34,35]. An IUPAC task group has recommended a line profile that captures physical contributions beyond the VP, while still simplifying to other commonly used line profiles including the VP [35]. The recommended Hartmann-Tran profile (HTP) includes two additional narrowing mechanisms: the rate of collision-induced velocity changes (Dicke narrowing, \( \nu_{\text{VC}} \)) and speed-dependence effects (quantified by the dimensionless speed-dependent broadening ratio, \( \alpha_{\mu} = \frac{\gamma_2}{\gamma_0} \), where \( \gamma_0 \) is the pressure broadening coefficient and \( \gamma_2 \) is the speed dependent broadening coefficient), along with correlations between velocity- and phase-changing collisions.

The line centers [36] and line intensities [28] were constrained to recent high accuracy measurements. The CO\(_2\) mole fraction for each gas sample was floated because static charges were employed (which can lead to subtle changes in the CO\(_2\) mole fraction based on CO\(_2\) adsorption and desorption from the cavity walls) [28]. Initial parameters for the broadening and shift terms for each diluent were set equal to the HITRAN 2016 values, while the CO\(_2\) self-broadening contribution was assumed to be negligible [5].

A variety of HTP-derived line shapes were employed in the present study including the Nelkin-Ghatak profile (NGP, where \( \nu_{\text{VC}} \) is included), the SDVP (where \( \alpha_{\mu} \) is included), and the SD-NGP (where both narrowing mechanisms are included). The full HTP profile (both narrowing mechanisms and correlation between velocity- and phase-changing collisions are included) was not included in the fits because of the limited SNR of the experimental data. The IUPAC task group that recommended the HTP also noted the need for sufficiently high experimental SNR in order to determine higher-order parameters of the HTP [35]. To maintain the extracted parameter fidelity in experimental data with limited SNR, additional constraints can be employed during the spectral fitting. In order to explore this approach, we performed additional fits to the measured spectra with the SDVP line shape where \( \alpha_{\mu} \) was constrained to the smoothed Hashemi et al. rCMDS air-broadened values [6]. Additionally, we performed SDNGP fits where \( \nu_{\text{VC}} \) was constrained by the \( \nu_{\text{VC}}/\gamma_2 \) smoothed ratio from the Nguyen et al. rCMDS O\(_2\) and N\(_2\) values, respectively [9,10]. By constraining the ratio of the two narrowing mechanisms, opposed to fixing one narrowing mechanism to the rCMDS values, both \( \nu_{\text{VC}} \) and \( \alpha_{\mu} \) are adjusted to minimize residuals. This imposes a physically meaningful

Table 1

<table>
<thead>
<tr>
<th>Sample name</th>
<th>CO(_2) mole fraction (μmol/mol)</th>
<th>N(_2) diluent contribution (%)</th>
<th>O(_2) diluent contribution (%)</th>
<th>Ar diluent contribution (%)</th>
<th>Nominal pressure (kPa)</th>
<th>Temperature range (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Air</td>
<td>387.98(5)</td>
<td>78.1327(180)</td>
<td>20.93234(118)</td>
<td>0.93493(136)</td>
<td>10, 20, 33</td>
<td>296.67 – 296.77</td>
</tr>
<tr>
<td>N(_2)</td>
<td>397.83(413)</td>
<td>100</td>
<td></td>
<td>0</td>
<td>5, 11, 16, 22, 27, 32</td>
<td>296.61 – 296.75</td>
</tr>
<tr>
<td>5 % Argon</td>
<td>409.8(10)</td>
<td>75.029(43)</td>
<td>19.8840(77)</td>
<td>5.087(42)</td>
<td>8, 16, 24, 32</td>
<td>296.63 – 296.75</td>
</tr>
<tr>
<td>15 % Argon</td>
<td>366.3(11)</td>
<td>67.0239(1200)</td>
<td>17.9961(69)</td>
<td>14.98(12)</td>
<td>8, 22, 27, 33</td>
<td>296.63 – 296.73</td>
</tr>
</tbody>
</table>

Fig. 2. Typical experimental absorption spectra (top row, dots) and fitted profiles (top row, red lines) and corresponding fit residuals (lower rows) for each specified line profile and pressure. Each column depicts a sample used in the multi-spectrum analysis for the R20e line in the (30012) ← (00001) CO\(_2\) band. All y-axes are in units of 10\(^{-6}\) cm\(^{-1}\). Note the change of scale along y-axes for the VP case. The average and standard deviation for each QF value across the 17 spectra comprising the multi-spectrum fit are given under the y-axis label for each line profile.
ratio between the two narrowing mechanisms that can be difficult to differentiate between in experimental spectra with finite SNR. The two constrained fit cases will subsequently be referred to as SDVP – Hashemi and SDNGP – Nguyen, respectively.

Fig. 2 shows typical experimental spectra and the corresponding residuals for various HTP-derived line profiles. We observe significant increases in the quality-of-fit (QF) metric, (defined as the ratio of the peak-to-baseline height to the standard deviation in the model residuals) when higher-order line profiles are employed beyond the VP. This improvement is in agreement with previous work in this band by Long et al. [15] which concluded that both collisional narrowing and speed-dependence of collisional broadening are important mechanisms in this pressure region. However, at the signal-to-noise ratio (SNR) of the experimental measurements, differences in the shape or magnitude of the residuals and QF are subtle for the line shapes beyond the VP. The qualitative assessment is that the SDVP tends to result in larger QF than the NGP, indicating that in this pressure interval the observed line shape is more sensitive to speed-dependent effects than to Dicke narrowing effects. Differences between the QFs in the SDVP and SDNGP with and without the rCMDS constraints are very similar. This indicates that the imposed theoretical constraints are not impeding the ability to model spectra at the experimental noise levels.

For the experimental SNR achieved in this study, it was not possible to extract statistically significant values of $a_w$ or $v_{vc}$ for each individual broadener. Therefore, these terms were constrained to be independent of broadener. The temperature dependences for the collisional and speed-dependent broadening terms were fixed to the HITRAN 2016 air broadening values [5]. In addition, the Dicke narrowing power-law temperature dependence was fixed to the theoretical value of unity based on mass diffusion. The SDVP – Hashemi and SDNGP – Nguyen fitting cases used the temperature dependences reported in the Hashemi et al. and Nguyen et al. studies for $\gamma_0$, $\gamma_2$, and $v_{vc}$ [6,9,10]. Additionally, the rCMDS line shape parameters and temperature dependences were smoothed based on their $[m]$ dependence ($m$ is $J^0$ for P-branch and $J^0+1$ for R-branch) before being used as constraints in the current analysis (see the Supplemental Material for additional discussion) [6,9,10]. The HITRAN total internal partition sums algorithm (TIPS 2017) [5] was employed. For line intensities less than $10^{-24}$ cm molec. $^{-1}$, all advanced line profile parameters were constrained to zero.

---

**Table 2**

Uncertainty analysis for the line shape parameters reported in current study. All uncertainties are treated as 1 $\sigma$ values.

<table>
<thead>
<tr>
<th>Line shape parameter</th>
<th>Type B relative uncertainties (%)</th>
<th>Median Type A relative uncertainties (%)</th>
<th>Median relative combined uncertainties (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma_0$</td>
<td>$a_w$</td>
<td>$v_{wc}$</td>
<td>SDVP</td>
</tr>
<tr>
<td></td>
<td>$P$</td>
<td>$T$</td>
<td>$X$</td>
</tr>
<tr>
<td></td>
<td>0.01</td>
<td>0.02</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>0.01</td>
<td>0.07</td>
<td>2.11</td>
</tr>
<tr>
<td></td>
<td>0.01</td>
<td>0.29</td>
<td>0.63</td>
</tr>
</tbody>
</table>

**Fig. 3.** Relative deviation between literature $N_2$ (top panel), $O_2$ (middle panel), and $Ar$ (bottom panel) broadened half-widths with respect to the SDVP half-widths measured in this work. Also shown is the relative deviation between the present SDNGP and SDVP results. The uncertainties shown for the NIST data are the relative combined standard uncertainties as summarized in Table 2. The uncertainties for the Devi et al. [16-18] and the Nguyen et al. [9,10] values are the reported standard fit uncertainties. No uncertainties are shown for the Gamache et al. values [8].
2.4. Uncertainty analysis

Table 2 summarizes the median standard Type-A-evaluation (statistical), Type-B-evaluation (systematic), and combined uncertainties for each of the reported parameters. The Type A uncertainties were generated from the standard errors reported by the multi-spectrum fits, which do not account for numerical correlation between parameters. The only exceptions to this are the $\alpha_{\text{w}}$ in the SDVP – Hashemi case and $\gamma_{\text{VC}}$ in the SDNPG – Nguyen case. In those cases the uncertainties were set equal to the standard deviation in the residuals after applying the smoothing function to the reported Hashemi et al. [6] and Nguyen et al. values [9,10]. We observed that for each line shape the $N_2$ collisional broadening term had the lowest Type A uncertainty. This result is expected because the CO$_2$-in-N$_2$ sample grounded this measurement and $N_2$ was a majority component in each of the other samples. In contrast, the Ar collisional broadening term tended to have the highest Type A uncertainty given that it had the lowest mole fraction in each of the samples.

In addition to the statistical uncertainties in the measured values, systematic uncertainties in the pressure, temperature, and sample composition were evaluated as part of the combined uncertainty for each quantity. The sample pressure was measured with a NIST-calibrated pressure gauge which had a relative combined standard uncertainty of 0.01 %. This pressure uncertainty maps directly onto the uncertainty in each of the fitted line shape parameters.

The temperature dependences of $\gamma_0$, $\gamma_2$, and $\gamma_{\text{VC}}$ are described by power law relationships, where $\alpha_{\text{w}}$ is the ratio of $\gamma_2$ and $\gamma_0$ at the reference temperature and has the uncertainty associated with its component values. The power law temperature correction for a generic parameter at the experimental temperature ($T_{\text{b}}$) as a function of the reference temperature parameter value ($\phi_{\text{b,ref}}$), experiment temperature ($T$), and the temperature exponent ($n$) is given

\begin{align*}
\phi(T_{\text{b}}) &= \phi_{\text{b,ref}} \left(\frac{T}{T_{\text{b}}}ight)^n \\
\text{where} \quad \alpha_{\text{w}} &= \frac{\gamma_2}{\gamma_0} \\
\gamma_0 &= \text{constant} \\
\gamma_2 &= \text{constant} \\
\gamma_{\text{VC}} &= \text{constant} \\
\phi_{\text{b,ref}} &= \text{reference value of the parameter} \\
T &= \text{temperature of the sample} \\
n &= \text{temperature exponent} \\
\alpha_{\text{w}} &= \text{ratio of $\gamma_2$ and $\gamma_0$} \\
\text{and} \quad \phi_{\text{b,ref}} &= \text{(appropriate value for the parameter)}. 
\end{align*}
by

\[ b_T = b_{296} \left( \frac{296}{T} \right)^n. \]  

(3)

The quadratic sum of derivatives with respect to each term in Eq. (3) multiplied by the uncertainty in that term provides a measure of the systematic uncertainty caused by uncertainty in temperature:

\[ \delta b_T = \sqrt{ \left( \frac{296}{T} \right)^n \delta b_{296}^2 + \left( nb_T \ln \left( \frac{296}{T} \right) \right)^2 + \left( b_T \ln \left( \frac{296}{T} \right) \right)^2 } . \]  

(4)

The first term in this sum can be neglected because it is captured in the Type A uncertainties. The second and third terms describe the respective impacts of the temperature uncertainty and the temperature exponent uncertainty on the reported line shape parameter. For the present measurements a NIST-calibrated thermistor was employed with a standard uncertainty of 20 mK. Additionally, the maximum temperature excursion across a spectral fitting window in all spectra was 42 mK. The quadratic sum of these values, 47 mK, was used as the temperature uncertainty in the evaluation of Eq. (4).

The uncertainty in the temperature exponent for \( \gamma_0 \) was taken to be the difference between the employed HITRAN 2016 values [5] which are based upon Gamache et al. [8] and the average temperature exponent reported for each line in the low-temperature FIS analysis of Wilzewski et al. [37] and the rCMDS experiments of Nguyen et al. [9,10]. The Nguyen et al. analysis provided measurements of the \( \gamma_2 \) temperature exponents for both \( N_2 \) and \( O_2 \) [5,10], however the impact of the broadeners on the temperature dependence was not considered in the uncertainty quantification. Similarly, for \( \gamma_T \) and \( \nu_T \) the difference between the temperature exponent used in the fits and the available literature data
was used as a measure of the uncertainty. In the fitting we assumed that $\gamma_2$ had the same temperature dependence as $\gamma_0$, resulting in a temperature-independent $a_w$. Further, we assumed $v_{VC}$ had a temperature exponent equal to unity. Relative temperature uncertainties for $\gamma_0$, $\gamma_2$, and $v_{VC}$ were evaluated for each line using Eq. (4) and subsequently averaged over all lines for each case. An additional uncertainty component given by the standard deviation of the ensemble of line-dependent uncertainties was added to yield the uncertainty for each of these three parameters reported in Table 2.

For a sample comprising multiple broadeners, the broadenerspecific line profile parameters, $b_i$, are weighted by the sample mole fraction, $\chi_i$, to represent the parameter for a given sample

$$b_{\text{sample}} = \chi_N b_N + \chi_0 b_0 + \chi_{Ar} b_{Ar} + \chi_{CO_2} b_{CO_2}. \quad (5)$$

The corresponding uncertainty caused by uncertainty in the sample composition is given by

$$\delta b_{\text{sample}} = \Bigg[ \left( \chi_N \delta b_N \right)^2 + \left( \chi_0 \delta b_0 \right)^2 + \left( \chi_{Ar} \delta b_{Ar} \right)^2 + \left( \chi_{CO_2} \delta b_{CO_2} \right)^2 \Bigg]^{\frac{1}{2}}. \quad (6)$$

The uncertainty in sample composition of a given parameter was then calculated using Eq. (6) for each sample weighted by the proportion of the total dataset in which that sample was used. The uncertainties in the mole fraction for each sample and broadener are given in Table 1.

Eq. (6) indicates that for each broadener, the Type B sample composition uncertainty of a parameter can be decomposed into the uncertainty in the parameter magnitude scaled by the relative amount of the broadener and the uncertainty in the relative amount of the broadener scaled by the parameter magnitude. For $N_2$, $O_2$, and Ar the uncertainty components of $\gamma_0$ that are proportional to $\delta b_i$ (first, third and fifth terms on the right-hand side of Eq. (6)) were neglected because they were estimated from the reported fit uncertainties. Because the $CO_2$ self-broadening contribution was assumed to be negligible during fitting, the difference between the self-broadening reported in HITRAN 2016 [5] and the sample $\gamma_0$ (neglecting the self-broadening component calculated by Eq. (5)) was used to quantify the uncertainty in $\gamma_{0,CO_2}$. The sample composition uncertainty and the assumption that self-broadening can be ignored leads to a 0.10% systematic uncertainty in the reported $\gamma_0$.

We assumed that $a_w$ and $v_{VC}$ were broadener independent given that SNR of the measured spectra was not high enough to distinguish such subtle differences in these quantities. This uncertainty can be estimated by the difference in the theoretical values of each broadener and the theoretical values of the sample, where the mass diffusion values [38,39] were used for $v_{VC}$ and theoretical values were employed for $a_w$ [40]. The assumption that $a_w$ is broadener independent leads to a 1.81% systematic uncertainty on $a_w$, where the analogous assumption for $v_{VC}$ introduces a 0.69% systematic uncertainty. The analysis of the sample composition systematic uncertainties for $\gamma_0$, $a_w$, and $v_{VC}$ indicates that this is the largest source of systematic uncertainty in our analysis.

3. Results and discussion

SDVP and SDNGP line lists for the (30012) ← (00001) $^{12}$C$^{16}$O$_2$ band broadened by $N_2$, $O_2$, and Ar can be found in Tables 3 and 4. Analogous line lists for the VP, NGP, SDVP – Hashemi, and SDNGP – Nguyen cases are located in the Supplemental Material.

![Fig. 4. Speed-dependent broadening, $a_w$, for the present SDVP fits (left panel) and SDNGP fits (right panel) in comparison with the values reported by Devi et al. [16–18] for the SDVP and Nguyen et al. [9,10] for the SDNGP. The plotted uncertainties for the Devi et al. and the Nguyen et al. values are the reported standard fit uncertainties.](image)

3.1. Line shape comparison and analysis

On average the $\gamma_{0,CO_2}$ values are 18% larger than those of $O_2$ and 32% larger than those of $Ar$, such that the average ratio $\gamma_{0,CO_2}/\gamma_{0,Ar}$ is 1.12. The general trends with $|m|$ are similar, but not identical across all broadeners leading to an $m$-dependence in the ratio of broadening coefficients that deviates more at higher $|m|$. The relative differences between our measured $N_2$, $O_2$, and Ar foreign broadening values for $CO_2$ based on the SDVP and those reported by Devi et al. [16–18], Nguyen et al. [9,10], and Gamache et al. [8] can be found in Fig. 3. In addition, Fig. 3 shows the relative difference between the present SDVP and SDNGP fits. The relative difference between the present SDVP and SDNGP fits is the smallest compared to the other data sets, however, the SDVP collisional broadening values are still roughly 0.4% larger than the SDNGP values, highlighting the importance of the choice of line profile.

For each broadener there is good agreement between the Devi et al. [16–18] results for the collisional widths and the SDVP results reported here. The $N_2$ broadened $\gamma_0$ values reported by Devi et al. are 0.56% larger than those reported here, the $O_2$ broadened values are 0.01% larger, and the Ar broadened values are 0.14% smaller. The differences between the Gamache et al. values [8] and the present measurements are on average similar to the differences between those with the Devi et al. values, but show significant deviations at low $|m|$. The Nguyen et al. rCMDs results [9,10] based upon SDNGP fits also show a large deviation from the measurements at low $|m|$, but with negative relative deviations. On average the Nguyen et al. $N_2$ broadened values were 0.23% smaller and the $O_2$ broadened values were 0.51% smaller than the SDNGP results reported in this study [9,10]. When comparing the Nguyen et al. simulations [9,10] and the Gamache et al. [8] calculations to the data reported here and the Devi et al. measurements [16–18], there are noticeable $|m|$ deviations in the reported collisional broadening terms for both $N_2$ and $O_2$. These trends highlight the importance of multiple broadener experimental studies to provide insights for theoretical modeling and simulations.

We have also reported $a_w$ values for the SDVP and $a_w$ and $v_{VC}$ for the SDNGP. Fig. 4 compares the present SDVP and SDNGP $a_w$ values to those in the literature. The $a_w$ values reported for all broadeners in the Devi et al. studies [16–18] are significantly larger than the present values and have much larger values at low $|m|$. For the SDNGP fits, we observe much better agreement with the Nguyen et al. rCMDs values [9,10] and observe similar $|m|$ dependence. Fig. 5 compares the present $v_{VC}$ SDNGP values to the Nguyen et al. rCMDs values [9,10].

The SDVP – Hashemi fits led to QFs that were nearly identical to those from the present SDVP fits. In addition, the $a_w$ values from the SDVP fits and the SDVP – Hashemi fits show similar magnitude and $|m|$ dependence (see Fig. 4). The $a_w$ terms deter-
mined with the SDNGP – Nguyen fits show significantly smoother $m$-dependence than the unconstrained SDNGP fits and resulted in similar QFs. Additionally, Fig. 5 shows that the constrained SDNGP led to a much smoother $\nu_\text{C}$ $m$-dependence. These results illustrate the ability to constrain advanced line profiles with theoretical values for high-order line parameters and greatly improve the precision of fitted parameters obtained from measured spectra with relatively low SNR.

4. Conclusions

In this work we report frequency-agile, rapid scanning cavity ring-down spectroscopy (FARS-CRDS) measurements of the (30012) $\rightarrow$ (00001) CO$_2$ band up to $J^\prime = 50$. Spectra were analysed using a flexible multi-spectrum fitting program [26] which offers the capability to impose pressure, temperature and broadening constraints. The high sensitivity of the FARS-CRDS technique enables the use of samples near atmospheric abundance of CO$_2$, where the flexibility of the MATS program enables simultaneous determination of major-air-component collisional broadening terms. These are key improvements over previous CO$_2$-in-air foreign broadening component studies. These values were compared to available broaderen-specific line shape parameters [8–10,16–18]. We find that the ability to constrain experimental data with theoretical results (e.g. rCMDs) can reduce scatter in the $|m|$-dependence of line shape parameters derived from multi-spectrum fits of advanced line profiles.
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