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Abstract—Cross-Site scripting (XSS) is a common class of vulnerabilities in the domain of web applications. As it remains prevalent despite continued efforts by practitioners and researchers, site operators often seek to protect their assets using web application firewalls (WAFs). These systems employ filtering mechanisms to intercept and reject requests that may be suitable to exploit XSS flaws and related vulnerabilities such as SQL injections. However, they generally do not offer complete protection and can often be bypassed using specifically crafted exploits. In this work, we evaluate the effectiveness of WAFs to detect XSS exploits. We develop an attack grammar and use a combinatorial testing approach to generate attack vectors. We compare our vectors with conventional counterparts and their ability to bypass different WAFs. Our results show that the vectors generated with combinatorial testing perform equal or better in almost all cases. They further confirm that most of the rule sets evaluated in this work can be bypassed by at least one of these crafted inputs.

Index Terms—combinatorial testing, security testing, web application, XSS, web application firewall

I. INTRODUCTION

Cross-Site Scripting (XSS) is a form of injection attack where an adversary supplies malicious input to a web application that is later transmitted to and executed in the context of the victim’s browser (commonly as JavaScript code). Typically, this type of attack is possible when an application requires user input, but does not validate or sanitize this data to make sure that only safe input is processed.

Despite sustained attention from both academic and industrial researchers and consistent visibility amongst developers through resources such as the Open Web Application Security Project’s (OWASP) list of Top 10 Web Application Security Risks [48], XSS flaws remain a widely prevalent and critical security issue for web applications.

SBA Research (SBA-K1) is a COMET Centre within the framework of COMET – Competence Centers for Excellent Technologies Programme and funded by BMK, BMDW, and the federal state of Vienna. The COMET Programme is managed by FFG.

Moreover, this work was performed partly under the following financial assistance award 70NANB18H207 from U.S. Department of Commerce, National Institute of Standards and Technology.

To protect sites against exploitation of these vulnerabilities, operators often rely on web application firewalls (WAFs) [20]. These security systems operate on HTTP traffic and filter malicious requests before they can reach the actual application. However, studies on the effectiveness of WAFs show that they do not provide perfect protection from SQL injection attacks [1]. It is not yet clear to what degree a WAF can prevent XSS flaws from being exploited.

A large body of research deals with different aspects of XSS attacks and defensive mechanisms [20]. A variety of software testing methods have been used in order to improve XSS vulnerability detection, including search-based testing [5], unit testing [26], mutation-based testing [24], [39] as well as evolutionary approaches [12], [13], [45].

Web vulnerability scanners provide an automated way to identify XSS flaws and other security issues. However, research has shown that these products have low detection capabilities and a high rate of false positives (in other words, they often classify unsuccessful attacks as successful). Moreover, these tools cannot guarantee a certain coverage of the input space, making it difficult to estimate the reliability of the results [17]. While many works in the literature were successful in exploiting XSS vulnerabilities in web applications, few consider the presence of additional security mechanisms such as WAFs.

In this paper, we propose an attack model for the combinatorial derivation of XSS attack vectors with the goal of bypassing or evading the filters imposed by WAFs. From a software testing perspective, we consider a WAF as the system under test (SUT). We do not develop specific exploits against the web applications protected by these systems. In a case study, we evaluate the performance of the XSS attack vectors generated using the method described in this work. We further compare them against three traditional state-of-the-art lists of XSS attack vectors. Our results show that our approach performs as well or better against almost all SUTs considered herein.

Combinatorially instantiated attack grammars have previously been used for the creation of XSS attack vectors targeting web applications [8], [9], [19], [41]. In contrast, the
method presented in this work evaluates the ability of WAFs to correctly classify malicious requests, thus exploring a novel application domain of combinatorial security testing [40].

Contribution. In particular, this paper makes the following contributions:

- An attack grammar modelling XSS attack vectors for bypassing WAFs,
- Evaluation of combinatorial test sets of different strengths based upon the proposed grammar in a case study against seven SUTs,
- Performance comparison between results achieved by combinatorial test sets of XSS attack vectors and traditional static state-of-the-art lists of attack vectors.

This paper is structured as follows. In Section II, we introduce basic concepts used throughout this work. Section III explains the process and components of our proposed testing approach as well as the developed attack model. In Section IV, we introduce the chosen SUTs, our experimental setup, as well as the selection of static lists of attack vectors for comparison. The following Section V presents and evaluates performance comparison between results achieved by seven SUTs, based upon the proposed grammar in a case study against WAFs, evaluation of combinatorial test sets of different strengths for XSS vulnerabilities in Section II-B.

II. PRELIMINARIES

This section gives an overview of the basic concepts used in this work. In Section II-A, we describe web application firewalls and how they are used to protect web applications from attacks. Finally, we outline penetration testing and combinatorial security testing for XSS vulnerabilities in Section II-B.

A. Web Application Firewalls

Web application firewalls are conceptually similar to traditional firewalls, offering capabilities to filter traffic based on user-defined rules. However, instead of inspecting network traffic on OSI layer 4 and below [11], they are primarily focused on application layer traffic, particularly HTTP requests. They are often implemented as web server modules or dedicated appliances that are logically placed in front of a web server. When a WAF detects malicious input, it blocks the request and will not forward it to the application. This provides an additional layer of protection by preventing the exploitation of both known and unknown issues in vulnerable software.

When verifying the correctness of filters, it is often important to consider the complexity of the rules employed to make a decision on whether to forward, drop or otherwise process some unit of traffic. Most rules used by traditional firewalls, particularly those operating on lower layers, inspect fields with bounded values: There is a finite number of IP addresses, network protocols, ports and so on. Generating test cases for these rules is relatively simple and could potentially even be performed exhaustively (i.e. by iterating over all possible values of all inspected fields). In contrast, WAFs operate on almost entirely unconstrained user input (i.e. strings), which yields a much larger search space that would have to be considered in order to identify all possible attacks. Furthermore, deciding whether a given user input is actually malicious or not may require additional information. The string `<script>alert(1);</script>` is a classic example for an XSS attack. However, in a message board about programming or security topics, this string might also in fact be a valid content for a comment that describes XSS. Without additional specifications, a WAF will have to make certain assumptions about the semantics of the software it is meant to protect. A stricter configuration generally leads to a greater amount of requests that will be blocked, at the risk of increasing the chances of legitimate requests being rejected. Therefore, a balance has to be found between maximum security and little to no false positives (i.e. benign requests that were blocked in error).

A request addressed to an application first reaches the WAF. If it is deemed benign, it is forwarded to the application and processed. The corresponding response is then returned and passed through to the user. This process can be seen in Figure 1. In contrast, Figure 2 visualizes the flow of network traffic that is deemed malicious. Instead of being forwarded to the application, the WAF immediately returns a response to the user, commonly indicating that the submitted request has been denied. In this case, the (possibly malicious) request never reaches the intended target and is thus incapable of achieving exploitation.

![Fig. 1: Request process with benign content or undetected attack.](image1)

![Fig. 2: Request process with detected malicious content.](image2)

B. Combinatorial Security Testing

a) Software security testing: Software security testing, an integral part of a properly implemented software development life cycle (SDLC) [10], [21], [25], [27], [47], [15], [33], seeks to find vulnerabilities in a given piece of software, which is usually referred to as the SUT.

b) Penetration testing: While security testing as part of an SDLC is often performed in a white-box setting, i.e. one where the tester has full access to the source code and internal
The elements of this test case may additionally undergo a then concatenated to form a single test case and given by the three non-terminal symbols can used to define an IPM with three parameters, which are a combinatorial sampling strategy. Specifically, this grammar strategies that this grammar generates, i.e. there are different testing purposes, there are many ways to sample strings in the basic and preliminary form of XSS attack vectors. Note that for <quote>

enumeration phases to the final reporting stage. It may include an array of other activities, from the initial reconnaissance and restricted to identifying vulnerabilities, but also encompasses the view of an attacker and is thus usually performed in a black-box setting. Additionally, penetration testing is not restricted to identifying vulnerabilities, but also encompasses an array of other activities, from the initial reconnaissance and enumeration phases to the final reporting stage. It may include a larger scope than pure software (security) testing, focusing on the overall risk to the business. [4], [34].

c) Combinatorial security testing: Combinatorial testing is a model-based approach: the SUT is described with finitely many parameters, each of which can take finitely many values. This abstract model of the SUT is termed an input parameter model (IPM), and parameter values for the model are commonly provided by application domain experts. When security domain knowledge is used to create an IPM modeling security properties of a system or attacks on a system to be used with CT, it is called combinatorial security testing (CST). This approach has been successfully applied to several different kinds of attacks in the general domain of information security [40]. The individual test cases in these generated t-way test sets constitute abstract attack vectors, which will subsequently be translated into a domain-specific representation to be executed against a SUT. Note that we follow the terminology used in [8] when referring to test cases as attack vectors.

To make the overall process more tangible, we illustrate the CST approach used in this work in the domain of testing for XSS vulnerabilities with an example. Figure 3 depicts the individual phases involved.

We start with a context free grammar for a test case <test> in BNF:

<test> ::= <tag> <space> <quote>
<tag> ::= script | img | a
<space> ::= | | n | r \ | \0 | <empty>
<quote> ::= ' | " | ' | <empty>

Strings derived from this grammar are to be interpreted as a basic and preliminary form of XSS attack vectors. Note that for testing purposes, there are many ways to sample strings in the language that this grammar generates, i.e. there are different strategies on how to select test cases. In this work, we employ a combinatorial sampling strategy. Specifically, this grammar can used to define an IPM with three parameters, which are given by the three non-terminal symbols <tag>, <space> and quote. The selected values of these parameters are then concatenated to form a single test case <test>. The elements of this test case may additionally undergo a translation step in order to transform it from an abstract test case (i.e. row in a t-way test set) to a translated (i.e. ready-to-be executed) test case. We call a function that performs this kind of concatenation and transformation, as well as optional mutations such as changing the case or encoding of strings, a PAYLOAD GENERATOR. In effect, the generation of XSS attack vectors consists of two steps: The first is the generation of a t-way test set based on the IPM, while the second is the construction of translated test cases by the PAYLOAD GENERATOR function. An example for a translated test case (and thus a XSS attack vector) derived from this IPM would be 'script\r'.

Note that based on the IPM specified by the grammar above, we could generate 3 × 5 × 4 = 60 different test cases in total, which would correspond to an exhaustive test set. A pairwise test set, however, exists with only 20 test cases. This pairwise test set achieved a reduction of about 60% in terms of test set size compared to the full input space defined by this IPM.

III. METHODOLOGY AND ATTACK MODEL

This section describes the core of our approach for testing for XSS attack vectors capable of bypassing WAFs. We present an overview of our methodology in Section III-A and discuss our developed attack model in detail in Section III-B. The description of the used testing oracle in this work in given in Section III-C, where we also explain the advantages and drawbacks of choosing the WAFs themselves as test oracles.

A. Testing process overview

Figure 3 shows an overview of the security testing methodology followed in this work, the phases of which are discussed below. Note the WAFs themselves appear twice in our testing methodology. First, they appear as SUTs, when we speak of whether a request was actually able to bypass them. In order to facilitate the automated execution of our approach, we implemented a prototype Python tool that performs the test set generation and translation, execution of test cases (i.e. the submission of XSS attack vectors), and logging of results to a PostgreSQL relational database.

a) Testing environment: We use Docker1 and Docker-compose2 to run each SUT in an isolated container with its respective configuration. Figure 4 shows the logical network layout of the virtualized test environment. All SUTs run in their own container and are isolated from the attacking client (i.e. our prototype tool). This not only ensures that no unwanted interactions between the client and the SUTs take place, but also makes adding new SUTs very easy, since they are not tasked with additional steps such as saving evaluation results and can thus remain unmodified.

1https://www.docker.com
2https://docs.docker.com/compose/
b) Attack vector generation phase: In the attack vector generation phase, the test sets consisting of XSS attack vectors are generated. For the CST approach to XSS attack vector generation presented in this work we employ several t-way test sets of varying strength. The underlying attack grammar (i.e., IPM) will be described in Section III-B, while the created test sets are described in Section IV-C.

For the purpose of comparing the results achieved by our attack vectors with existing approaches, we also include three lists of XSS attack vectors. Details of these lists are given in Section IV-B.

c) Attack phase: Before this phase begins, the container-ized SUTs that were specified in the preparation phase are launched. For one or more specified SUTs, our tool first loads the respective set of XSS attack vectors from the database and then submits them using the requests library for Python3 [35]. In most cases, the payload is transmitted as the value of a HTTP GET parameter, since these parameters are scanned in all rules by every tested WAF in this work. This behavior had to be adjusted in some cases; see Table II and Section IV for details. The information on whether the SUT blocks the request or passes it on is saved in our database. We provide more details on the oracle in Section III-C. Note that we ignore what happens to the request after it passes the WAF, since the decision of the oracle is already known at this point.

d) Evaluation phase: After all experiments have been performed, the results of the attack phase can be analyzed and evaluated. Details on this step are presented in Section V.

B. Attack Model

The attack grammar in the form of an IPM devised for testing WAFs for XSS vulnerabilities contains 12 parameters and is given below. The number of distinct values of the respective parameter is enclosed in parentheses.

Fig. 4: Network topology.

PAYLOAD (8): '''confirm(1)''', '''javascript:alert(1)''', '''alert'1'''', ...

LOBRACKET (1): '</
LCBRACKET (1): '>'
IS_DOUBLE_ENCODED (2): "True", "False"

Note that this IPM contains so-called meta-parameters for XSS attack vector generation which, in contrast to the parameters given in the example IPM in Section II, encode specific translation options for the PAYLOAD GENERATOR function and do not appear in the final XSS attack vectors.

In particular, the meta-parameters in the IPM above describe and control mutations that are commonly applied to attack vectors in security testing with the goal of evading or bypassing filters employed by security software like WAFs. The meta-parameters "TAG CASE" and "EVENT CASE" control the casing for the values of the "TAG" and "EVENT" parameters, respectively, which can take the values of "lower", "UPPER" or "mIxEd". Another meta-parameter, "IS_DOUBLE_ENCODED", determines whether to apply URL encoding during generation. As every XSS attack vector is automatically encoded at request time by the Python3 requests library, setting this meta-parameter to "True" will result in the vector being URL encoded twice in total.

A simplified version of the PAYLOAD GENERATOR function used in this work is given in Algorithm 1.

Algorithm 1: A PAYLOAD GENERATOR with its execution flow controlled by a meta-parameter.

```
1 Function payload_generator(tag, payload, double_encoding) : string is
2    item ← "<" + tag + ">" + payload + ">" + tag + ">";
3    if double_encoding then
4      item ← urlencode(item);
5    end
6    return item;
7 end
```

C. Oracle

The oracle is the component that decides if a test case constitutes a successful attack. Depending on whether this decision was correct, four different outcomes are possible:

<table>
<thead>
<tr>
<th>Actual</th>
<th>Oracle True</th>
<th>Oracle False</th>
</tr>
</thead>
<tbody>
<tr>
<td>True</td>
<td>True Positive</td>
<td>False Negative</td>
</tr>
<tr>
<td>False</td>
<td>False Positive</td>
<td>True Negative</td>
</tr>
</tbody>
</table>

TABLE I: Classification outcomes for attack vectors.

Ideally, a WAF would produce no false negatives or false positives. In our study this means that a WAF should block all attacks (a situation that corresponds to a true positive), but pass all benign requests (thus exhibiting a true negative). Compared to similar case studies on SQL injections [1], [2],
it is more difficult to determine if an XSS payload actually exploits a vulnerability, because the injected code is executed in the user’s browser and not the web application itself. In some situations, this might lead to unintentional exploitation by benign vectors [44] or prevent malicious payloads from executing, e.g., due to client-side XSS protection.

To address this problem, only intentionally malicious payloads are created, effectively eliminating true negatives. Every request that is able to bypass the WAF is considered a successful attack, while a blocked request is treated as a failed attack. We selected this approach because a browser oracle – where the payload actually has to be executed in the browser – depends on browser-specific behavior and might thus lead to incorrect results. These behaviors are relevant in a real-world scenario when trying to exploit a vulnerability, but negligible for our evaluation of XSS detection capabilities of WAFs. Ideally, the WAF blocks every payload that could lead to an exploit in any browser and in any context.

Treating the WAF’s decision as an absolute also has drawbacks. Since we only create intentionally malicious payloads, we know that when the oracle does not detect an attack, it must be a false negative. However, false positives become a bigger challenge. When configuring a WAF, it is desirable to minimize false positives, which might lead to legitimate requests being blocked. Given the decision mode of our oracle (which treats every blocked request as a failed attack), simply blocking every request would give a perfect score in our evaluation method favors restrictive WAFs. In practice, this should not be a huge concern, because false positives are a common challenge for WAFs and default rules tend to be rather lenient as a result. In Section IV-A, we explain how different WAFs decide what constitutes an attack.

### IV. Case Study

In this section, we provide the remaining details of our case study, including the tested SUTs, selected static attack lists (extracted from vulnerability scanners) for comparison and computing infrastructure that was used to execute the experiments. In Section IV-A, we describe the tested WAFs and briefly comment on differences between them. Section IV-B contains static lists of attack vectors used for comparison in this work. The computing infrastructure environment used to execute experiments is described in Section IV-C.

#### A. Web Application Firewalls

Three open source WAFs (ModSecurity [46], NAXSI [28] and lua-resty-waf [31]) were selected as targets, some of them in multiple configurations, resulting in a total of 7 SUTs in this case study. These applications were selected due to the availability of their source code and because they implement different request classification approaches, thus ensuring diversity.

We did not consider any commercial tools, WAFs that work exclusively based on whitelisting, or candidates that employ learning-based approaches. Deploying and running tests against WAFs based on whitelisting (which block all requests by default and only allow those that have been explicitly permitted) would have required the creation of application-specific whitelists. Similarly, learning-based WAFs would have required training before performing the evaluation, a process that was considered out of scope for this work.

Table II lists the selected WAFs, together with the set of rules, request method and payload parameter used for evaluation purposes.

The mode of operation is different for each of the WAFs listed in Table II. For this reason, each WAF and its respective configuration(s) are explained below.

- **a) ModSecurity**: ModSecurity [46] is a WAF that can be enabled as a module in Apache [43] or nginx [14] and ships with a core rule set (CRS) [30]. The rules contained therein encode whether a request is classified as malicious or not (see Section III-C). The CRS is grouped into different attack categories (XSS, SQL injection, etc.). Only XSS rules were enabled in this case study. Each rule consists of a complex regular expression to detect malicious payloads in GET/POST HTTP parameters, cookies or other headers.

  The CRS has a parameter called **paranoia level (PL)** that assumes integer values ranging from 1 to 4, which allows the administrator to select how strict the evaluation performed by ModSecurity should be. The default level for PL is 1, while a level of 2, according to [29],

  [...] is advised for moderate to experienced users who desire more complete coverage, and for all installations with elevated security requirements. PL2 may cause some FPs [False Positives] which you need to handle.

  Levels 3 and 4 similarly result in an increasing number of false positives. In this work, only PL 1 was considered to avoid a high rate of false positives. This is in line with the expected deployment options in practice, as additional adjustments to rules may be necessary when using higher levels [42].

- **b) NAXSI**: NAXSI is a WAF that works as a module on nginx web_servers [28]. In contrast to ModSecurity, NAXSI does not have complex patterns to match malicious requests, instead opting to blacklist single characters, e.g., "<". While this results in easily comprehensible rules, it may also lead to more false positives.

- **c) lua-resty-waf**: This WAFs [31] works as a reverse proxy on top of the OpenResty stack [51], which is an application platform built on top of nginx. Similar to ModSecurity, rules consist of regular expressions.

<table>
<thead>
<tr>
<th>WAF</th>
<th>Web server</th>
<th>Rule set</th>
<th>method</th>
<th>Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>ModSecurity</td>
<td>Apache 2.4</td>
<td>CRS 3.0 XSS</td>
<td>GET</td>
<td>q</td>
</tr>
<tr>
<td>ModSecurity</td>
<td>Apache 2.4</td>
<td>CRS 3.1 XSS</td>
<td>GET</td>
<td>q</td>
</tr>
<tr>
<td>ModSecurity</td>
<td>Apache 2.4</td>
<td>CRS 3.2 XSS</td>
<td>GET</td>
<td>q</td>
</tr>
<tr>
<td>lua-resty-waf</td>
<td>nginx 1.17</td>
<td>default XSS</td>
<td>GET</td>
<td>q</td>
</tr>
<tr>
<td>NAXSI</td>
<td>nginx 1.17</td>
<td>default</td>
<td>GET</td>
<td>q</td>
</tr>
<tr>
<td>NAXSI</td>
<td>nginx 1.17</td>
<td>wordpress whitelist</td>
<td>POST</td>
<td>comment</td>
</tr>
<tr>
<td>NAXSI</td>
<td>nginx 1.17</td>
<td>drupal whitelist</td>
<td>POST</td>
<td>user_mail</td>
</tr>
</tbody>
</table>

**TABLE II: Target SUTs for evaluation.**
approximately cumulative elapsed time of about our combinatorial test sets for all strengths resulted in a 342, compared to an exhaustive test set (which would require the generated combinatorial test sets as well as their reduction to exploit every issue mentioned therein [23].

In contrast to the other two lists, the same name, commonly known as the developer of Burp Suite, was created by the cyber security company of the Arch Linux with an AMD Ryzen CPU and 16 GB memory.

C. Experimental setup

All experiments were performed on a PC system running Arch Linux with an AMD Ryzen CPU and 16 GB memory. The total test generation time for all $t \in \{2, 3, 4, 5, 6\}$ using Cagen [49] was only 30 seconds. Table III lists the sizes of the generated combinatorial test sets as well as their reduction compared to an exhaustive test set (which would require 342, 144 test cases). Considering that we achieved approximately 120 requests/second during our evaluation, executing our combinatorial test sets for all strengths resulted in a cumulative elapsed time of about 12 minutes for each SUT.

V. EVALUATION

This section presents the results of the evaluation of our case study. We introduce the evaluation metrics used to interpret and analyze the results in Section V-A. In Section V-B, we analyze the results achieved by the combinatorially generated XSS attack vectors. Finally, Section V-C contains a performance comparison between these vectors and their counterparts extracted from static lists.

<table>
<thead>
<tr>
<th>Strength</th>
<th># test cases</th>
<th>Reduction (in %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>99</td>
<td>99.97</td>
</tr>
<tr>
<td>3</td>
<td>794</td>
<td>99.76</td>
</tr>
<tr>
<td>4</td>
<td>4,766</td>
<td>98.80</td>
</tr>
<tr>
<td>5</td>
<td>17,311</td>
<td>94.30</td>
</tr>
<tr>
<td>6</td>
<td>58,251</td>
<td>82.97</td>
</tr>
</tbody>
</table>

TABLE III: Number of test cases in generated $t$-way test sets and reduction vs. exhaustive.

A. Evaluation metrics

We use a slightly modified definition of EXPLOITATION RATE (ER) to quantify the performance of XSS attack vectors, a metric that is well-established in the literature [8], [41]. Specifically, for a given SUT and test set $T$, the ER equals the ratio of all test cases (i.e., XSS attack vectors from the test set) that have received a test oracle verdict of true (i.e., successfully bypassing the WAF undetected). In other words, we obtain:

$$ER = \frac{\# \text{Attack vectors in } T \text{ that bypass the WAF}}{\# \text{Attack vectors in test set } T}$$

When comparing the ER of two different test sets against the same SUT, a higher value is better.

B. Evaluation of CST results

We are interested in evaluating the achieved ERs for the generated combinatorial test sets with varying strengths from 2 to 6 against the different SUTs in the case study. The complete evaluation results for all targets and interaction strengths are given in Table V.

An important aspect is the influence of the interaction strength on the ER. The graphs in Figure 5 show that for each SUT, the exploitation rate is nearly constant for increasing strength. Although this may seem unimpressive at first, a constant ER for test sets with an increasing number of individual XSS attack vectors (i.e., test cases) also means more successful bypasses in absolute numbers for higher-strength test sets.

![Fig. 5: Comparison of exploitation rates of combinatorial test sets for different strengths.](image)

Two SUTs, “NAXSI” and “NAXSI-drupal” (NAXSI with Drupal whitelist), were able to block all attack vectors. This phenomenon arises from the unusual form of rules used by these WAFs. As explained in Section IV-A, NAXSI blacklists single characters, while all the other WAFs employ complex patterns in their rules. This leads to a high level of protection, as some characters that are common to many attack vectors (such as parenthesis, quotes or characters that start an escape sequence) are blocked. In a real-world scenario, decisions based on a single character are hardly enough to successfully detect a malicious request and will therefore yield

3https://www.html5sec.org

4They symbol # denotes the cardinality of a set.
a high number of false positives. This issue becomes very visible with the target “NAXSI-wordpress”. The Wordpress whitelist allows several more characters in order to make sure benign requests are not blocked. However, this difference alone suffices to make this the SUT with the highest ER. In a real-world scenario, a WAF operating only on single character rules suffices to make this the SUT with the highest ER. In a real-world scenario, a WAF operating only on single character rules suffices to make this the SUT with the highest ER. In a real-world scenario, a WAF operating only on single character rules suffices to make this the SUT with the highest ER.

ModSecurity was the SUT with the second lowest ER for the pairwise test set of XSS attack vectors, but did not reject ≈ 17% of the generated attack vectors. There was no difference in the value of the achieved ER depending on which version of the CRS had been used. Note that Table V reports a slightly lower number of total requests per combinatorial test set than what would be expected according to Table III for the SUT modsec-crs-32 (ModSecurity with CRS 3.2). This is because certain generated XSS attack vectors caused the web server to abruptly terminate the connection, leaving us unable to evaluate their effects. Based on an investigation of this issue, we suspect that this is a software bug that arises from the combination between these specific versions of the Apache web server and ModSecurity or an issue in building the relevant Docker container. However, this issue affects at most ≈ 2% of test cases in each combinatorial test set. The observed behavior for this configuration of ModSecurity is otherwise similar to the results for other configurations.

C. Evaluation of static lists

Table VI shows the results for the static lists of attack vectors. Similar to our combinatorial approach, none of these vectors were able to bypass NAXSI or NAXSI-drupal, as all of them contained characters explicitly blocked by these two SUTs. As was the case for the combinatorial test sets, the number of successful injections is constant across all three ModSecurity SUTs.

Note that ERs of the portswigger list are either zero (in the case of lua-resty-waf, all three ModSecurity SUTs as well as NAXSI and NAXSI-drupal) or one (NAXSI-wordpress) in all cases. The reason for this rather unusual result is the minuscule amount of variation in this list of attack vectors.

D. Comparison between combinatorial and static test sets

Table IV lists the best ER achieved by a combinatorial test set in column Best CT and as well as the results achieved by the static lists. Note that the SUT modsec-crs-32 was excluded due to the observed irregularities explained above. As the results for all ModSecurity configurations are identical, they are listed as a single item.

In terms of ER, the combinatorial test sets outperform the static lists for the three SUTs lua-resty-waf, modsecurity-crc-30 and modsecurity-crc-31. For NAXSI-wordpress, the best CST result is weaker than static lists, but nevertheless still achieves a high ER of 87.9%.

\[
\begin{array}{|c|c|c|c|c|c|c|}
\hline
\text{Target} & \text{Best CT} & \text{rsnake} & \text{htmlSec} & \text{portswigger} \\
\hline
\text{lua-resty-waf} & 64.9 & 6.8 & 7.4 & 0.0 \\
\text{ModSecurity} & 17.2 & 6.8 & 2.2 & 0.0 \\
\text{NAXSI-wordpress} & 87.9 & 97.3 & 95.6 & 100.0 \\
\hline
\end{array}
\]

TABLE IV: Exploitation rates in percent for the most important targets comparing the best combinatorial result with static lists.

\[
\begin{array}{|c|c|c|c|c|c|c|}
\hline
\text{target} & \text{strength} & \text{success} & \text{fail} & \text{total} & \text{ER (in %)} \\
\hline
\text{lua-resty-waf} & 2 & 64 & 35 & 99 & 64.6 \\
\text{modsec-crs-30} & 2 & 17 & 82 & 99 & 17.2 \\
\text{modsec-crs-31} & 2 & 17 & 82 & 99 & 17.2 \\
\text{modsec-crs-32} & 2 & 17 & 80 & 97 & 17.5 \\
\text{NAXSI} & 2 & 0 & 99 & 99 & 0.0 \\
\text{NAXSI-drupal} & 2 & 0 & 99 & 99 & 0.0 \\
\text{NAXSI-wordpress} & 2 & 87 & 12 & 99 & 87.9 \\
\hline
\text{lua-resty-waf} & 3 & 514 & 280 & 794 & 64.7 \\
\text{modsec-crs-30} & 3 & 136 & 658 & 794 & 17.1 \\
\text{modsec-crs-31} & 3 & 136 & 658 & 794 & 17.1 \\
\text{modsec-crs-32} & 3 & 136 & 652 & 788 & 17.3 \\
\text{NAXSI} & 3 & 0 & 794 & 794 & 0.0 \\
\text{NAXSI-drupal} & 3 & 0 & 794 & 794 & 0.0 \\
\text{NAXSI-wordpress} & 3 & 662 & 132 & 794 & 83.4 \\
\hline
\text{lua-resty-waf} & 4 & 3,093 & 1,673 & 4,766 & 64.9 \\
\text{modsec-crs-30} & 4 & 819 & 3,947 & 4,766 & 17.2 \\
\text{modsec-crs-31} & 4 & 819 & 3,947 & 4,766 & 17.2 \\
\text{modsec-crs-32} & 4 & 819 & 3,882 & 4,701 & 17.4 \\
\text{NAXSI} & 4 & 0 & 4,766 & 4,766 & 0.0 \\
\text{NAXSI-drupal} & 4 & 0 & 4,766 & 4,766 & 0.0 \\
\text{NAXSI-wordpress} & 4 & 3,922 & 844 & 4,766 & 82.3 \\
\hline
\text{lua-resty-waf} & 5 & 12,493 & 6,818 & 19,311 & 64.7 \\
\text{modsec-crs-30} & 5 & 3,265 & 16,046 & 19,311 & 16.9 \\
\text{modsec-crs-31} & 5 & 3,265 & 16,046 & 19,311 & 16.9 \\
\text{modsec-crs-32} & 5 & 3,265 & 15,065 & 19,065 & 17.1 \\
\text{NAXSI} & 5 & 0 & 19,311 & 19,311 & 0.0 \\
\text{NAXSI-drupal} & 5 & 0 & 19,311 & 19,311 & 0.0 \\
\text{NAXSI-wordpress} & 5 & 15,961 & 3,350 & 19,311 & 82.7 \\
\hline
\text{lua-resty-waf} & 6 & 37,565 & 20,686 & 58,251 & 64.5 \\
\text{modsec-crs-30} & 6 & 9,819 & 48,432 & 58,251 & 16.9 \\
\text{modsec-crs-31} & 6 & 9,819 & 48,432 & 58,251 & 16.9 \\
\text{modsec-crs-32} & 6 & 9,819 & 47,705 & 57,524 & 17.1 \\
\text{NAXSI} & 6 & 0 & 58,251 & 58,251 & 0.0 \\
\text{NAXSI-drupal} & 6 & 0 & 58,251 & 58,251 & 0.0 \\
\text{NAXSI-wordpress} & 6 & 48,259 & 9,992 & 58,251 & 82.8 \\
\hline
\end{array}
\]

TABLE V: Full evaluation results for CT suites.

VI. RELATED WORK

Research has shown that applying XSS sanitization to input data is difficult and prone to errors [6], [38]. In [50], the authors provide an overview of challenges to input sanitization and explore methods to this end available in web application frameworks. Even sophisticated dynamic approaches such as the method presented in [7] do not provide 100% security against such attacks. Several testing methods have been developed with the goal of bypassing such filtering mechanisms in order to improve XSS detection, including search-based testing [5], unit testing [26] and mutation-based testing [24], [39], as well as evolutionary approaches [12], [13], [45].

There has been research on SQL injection attacks with WAFs in place [1]–[3]. Estimates on the effectiveness of WAFs have been surveyed in [22].

There are several works in the literature relying on a CST approach for generating XSS attack vectors [18], establishing the applicability of CT to web application security testing. The
techniques used to this end include the modelling of attack patterns found in XSS vulnerabilities [9] and the integration of constraints on the devised IPMs for a more strict generation of attack vectors [8]. Finally, an approach using locally optimized attack models is presented in [41], where the execution context was taken into account and locally optimized vectors were designed to specifically exploit certain structural properties occurring in an HTML page.

VII. THREATS TO VALIDITY

In this section, we comment on possible threats to validity of this work. First, with regards to internal validity, the primary observation is that we used a custom virtualized environment to execute our case study. This simulated network logically uses the same protocols that are also employed in an internet environment. However, we note that we have experienced unexpected behavior of one SUT (modsec-crs-32) during the execution of combinatorial test sets. Our chosen oracle does not allow to distinguish between false and true positives/negatives, and our developed grammar had to be quite conservative in order to not generate any true negatives, i.e. payloads that cannot lead to an exploit and are correctly identified as such. Since we considered any vector able to bypass a WAF as successful, this could lead to payloads skewing the results toward an overly high ER.

With regards to external validity, it is clear that the conducted case study is limited. However, we considered a diverse range of WAFs to make the resulting benchmark comparisons realistic.

VIII. CONCLUSION

The evaluation of the case study performed in this work shows that the exploitation rate of combinatorial test sets based on a dedicated attack grammar compares favorably to existing state-of-the-art attack sets. A practically constant ER for increasing strength of the combinatorial test sets implies an increase in the absolute number of successful attacks for increasing strength and that mere pairwise (i.e. strength $t = 2$) test sets lead to the successful bypass of some SUTs. In some cases, the combinatorial test tests outperformed static lists of XSS attack vectors considerably.

The evaluation further shows that while WAFs offer some additional protection against XSS injections to web applications, they are not infallible and may still leave web applications vulnerable to attacks. WAFs do offer some protection, even without much configuration, but they cannot substitute correct handling of input by the applications themselves.

The obtained results of the CST-approach for generating XSS attack vectors for bypassing WAFs in case study consisting of a diverse set of open source WAFs as SUTs lead to the conclusion that the CST approach has to be considered as delivering state-of-the-art performance when testing for vulnerabilities in WAFs in addition to its previous success reported in the literature in (direct) XSS attacks on web applications.

Although our results show that the CST approach proposed in this work compares favorably to traditional approaches for bypassing WAFs, there are avenues for future research. It is clear that the integration of a more sophisticated oracle would enhance the overall approach. Moreover, in future research, the CST approach proposed in this work could be refined and used to develop exploits specifically targeting a particular WAF and a single web application.

Disclaimer: Products may be identified in this document, but identification does not imply recommendation or endorsement by NIST, nor that the products identified are necessarily the best available for the purpose.
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<table>
<thead>
<tr>
<th>target</th>
<th>suite</th>
<th>success</th>
<th>fail</th>
<th>total</th>
<th>ER (in %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>lua-resty-waf</td>
<td>html5Sec</td>
<td>10</td>
<td>126</td>
<td>136</td>
<td>7.4</td>
</tr>
<tr>
<td>modsec-crs-30</td>
<td>html5Sec</td>
<td>3</td>
<td>133</td>
<td>136</td>
<td>2.2</td>
</tr>
<tr>
<td>modsec-crs-31</td>
<td>html5Sec</td>
<td>3</td>
<td>133</td>
<td>136</td>
<td>2.2</td>
</tr>
<tr>
<td>modsec-crs-32</td>
<td>html5Sec</td>
<td>3</td>
<td>133</td>
<td>136</td>
<td>2.2</td>
</tr>
<tr>
<td>NAXSI</td>
<td>html5Sec</td>
<td>0</td>
<td>136</td>
<td>136</td>
<td>0.0</td>
</tr>
<tr>
<td>NAXSI-drupal</td>
<td>html5Sec</td>
<td>0</td>
<td>272</td>
<td>272</td>
<td>0.0</td>
</tr>
<tr>
<td>NAXSI-wordpress</td>
<td>html5Sec</td>
<td>130</td>
<td>6</td>
<td>136</td>
<td>95.6</td>
</tr>
<tr>
<td>lua-resty-waf</td>
<td>portswigge</td>
<td>0</td>
<td>6,047</td>
<td>6,047</td>
<td>0.0</td>
</tr>
<tr>
<td>modsec-crs-30</td>
<td>portswigge</td>
<td>0</td>
<td>6,047</td>
<td>6,047</td>
<td>0.0</td>
</tr>
<tr>
<td>modsec-crs-31</td>
<td>portswigge</td>
<td>0</td>
<td>6,047</td>
<td>6,047</td>
<td>0.0</td>
</tr>
<tr>
<td>modsec-crs-32</td>
<td>portswigge</td>
<td>0</td>
<td>6,047</td>
<td>6,047</td>
<td>0.0</td>
</tr>
<tr>
<td>NAXSI</td>
<td>portswigge</td>
<td>0</td>
<td>6,047</td>
<td>6,047</td>
<td>0.0</td>
</tr>
<tr>
<td>NAXSI-drupal</td>
<td>portswigge</td>
<td>0</td>
<td>12,094</td>
<td>12,094</td>
<td>0.0</td>
</tr>
<tr>
<td>NAXSI-wordpress</td>
<td>portswigge</td>
<td>6,047</td>
<td>0</td>
<td>6,047</td>
<td>100.0</td>
</tr>
<tr>
<td>lua-resty-waf</td>
<td>rsnake</td>
<td>5</td>
<td>68</td>
<td>73</td>
<td>6.8</td>
</tr>
<tr>
<td>modsec-crs-30</td>
<td>rsnake</td>
<td>5</td>
<td>68</td>
<td>73</td>
<td>6.8</td>
</tr>
<tr>
<td>modsec-crs-31</td>
<td>rsnake</td>
<td>5</td>
<td>68</td>
<td>73</td>
<td>6.8</td>
</tr>
<tr>
<td>modsec-crs-32</td>
<td>rsnake</td>
<td>5</td>
<td>68</td>
<td>73</td>
<td>6.8</td>
</tr>
<tr>
<td>NAXSI</td>
<td>rsnake</td>
<td>0</td>
<td>73</td>
<td>73</td>
<td>0.0</td>
</tr>
<tr>
<td>NAXSI-drupal</td>
<td>rsnake</td>
<td>0</td>
<td>146</td>
<td>146</td>
<td>0.0</td>
</tr>
<tr>
<td>NAXSI-wordpress</td>
<td>rsnake</td>
<td>71</td>
<td>2</td>
<td>73</td>
<td>97.7</td>
</tr>
</tbody>
</table>

TABLE VI: Full evaluation results for static attack vector lists.


