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Abstract

When two spatially separated parties make measurements on an unknown en-
tangled quantum state, what correlations can they achieve? How difficult is it to
determine whether a given correlation is a quantum correlation? These questions are
central to problems in quantum communication and computation. Previous work has
shown that the general membership problem for quantum correlations is computa-
tionally undecidable. In the current work we show something stronger: there is a
family of constant-sized correlations — that is, correlations for which the number of
measurements and number of measurement outcomes are fixed — such that solving
the quantum membership problem for this family is computationally impossible. In-
tuitively, our result means that the undecidability that arises in understanding Bell
experiments is innate, and is not dependent on varying the number of measurements in
the experiment. This places strong constraints on the types of descriptions that can be
given for quantum correlation sets. Our proof is based on a combination of techniques
from quantum self-testing and from undecidability results of the third author for linear
system nonlocal games.
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1 Introduction

Suppose two spatially separated parties, say Alice and Bob, are each able to perform differ-
ent measurements on their local system. If Alice can perform nA different measurements,
each with mA outcomes, and Bob can perform nB different measurements, each with mB
outcomes, then from the point of view of an outside observer, their behaviour is captured
by the collection

P = {P(a, b|x, y) : 0 ≤ a < mA, 0 ≤ b < mB, 0 ≤ x < nA, 0 ≤ y < nB}

where P(a, b|x, y) is the probability that Alice measures outcome a and Bob measures
outcome b, given that Alice performs measurement x and Bob performs measurement y.
The collection P is called a correlation (matrix) or behaviour [Tsi93].
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It is natural to ask which correlations can occur in nature. Suppose measurement x on
Alice’s system always gives outcome cx, and measurement y on Bob’s system always gives
outcome dy. Then the corresponding correlation is P(a, b|x, y) = δa,cx δb,dy , where δ is the
Kronecker delta. Correlations of this form are called deterministic correlations. The convex
hull of the set of deterministic correlations is denoted by Cc(nA, nB, mA, mB), or Cc when
the tuple (nA, nB, mA, mB) is clear. Correlations in Cc are called classical correlations. All
deterministic correlations obviously occur in nature, and if Alice and Bob have access to
shared randomness, they can also achieve all correlations in Cc. It is a fundamental fact of
quantum mechanics, first observed theoretically by John Bell and now verified in many
experiments, that Alice and Bob can achieve correlations outside of Cc by using quantum
entanglement [Bel64].

Bell’s theorem leads to the question of which correlations can be achieved in quantum
mechanics. To study this question, Tsirelson introduced the set of quantum correlations
[Tsi93]. There are actually several ways to define the set of quantum correlations, depend-
ing on whether we assume that all Hilbert spaces are finite-dimensional, and whether
we use the tensor-product axiom or commuting-operator axiom for joint systems. This
leads to four different choices for the set of quantum correlations: the finite-dimensional
quantum correlations Cq, the quantum-spatial correlations Cqs, the quantum-approximate
correlations Cqa, and the commuting-operator correlatons Cqc. We use the same conven-
tion as for classical correlations, in that Ct refers to Ct(nA, nB, mA, mB) when the tuple
(nA, nB, mA, mB) is clear. Tsirelson suggested that all four sets should be equal, but we now
know that (for some nA, nB, mA, mB) all four sets are different, and hence give a strictly
increasing sequence

Cc ( Cq ( Cqs ( Cqa ( Cqc

[Slo19, CS18, JNV+20]. The last inequality Cqa ( Cqc is a very exciting consequence of
the recent proof [JNV+20] that MIP∗ = RE by Ji, Natarajan, Vidick, Wright, and Yuen,
and following [Fri12, JNP+11], this inequality gives a negative resolution to the Connes
embedding problem.

As the convex hull of a finite set, Cc is a polytope in RN, where N = nAnBmAmB.
The sets Ct, t ∈ {q, qs, qa, qc}, are also convex subsets of RN (in addition, Cqa and Cqc are
closed), but it follows from a result of Tsirelson [Tsi87] that these sets are not polytopes.
Following up in [Tsi93], Tsirelson asks whether the sets of quantum correlations might still
have nice geometric descriptions, specifically by analytic or even polynomial inequalities.
This question is significant for two reasons:

(1) (Practical) The quantum correlation set captures what is possible with quantum entan-
glement, and thus a description of this set tells us what is theoretically achievable in
experiments and quantum technologies.

(2) (Conceptual) A nice description of the set of quantum correlations could improve our
conceptual understanding of quantum entanglement, similarly to how the description
of Cc as the convex hull of deterministic correlations is central to our understanding of
classical correlations.

Due to the significance of this question, describing the set of quantum correlations has
been a central question in the field. On the geometric side, Tsirelson’s original results
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show that when mA = mB = 2, a certain linear slice of the quantum correlation set is
the elliptope, a convex set described by quadratic inequalities ([Tsi87], see also [Lan88,
WW01, Mas03, Pit08] for subsequent work on the special case that nA = nB = 2, and
[TVC19] for a description as the elliptope). The convex geometry of Cq(2, 2, 2, 2) is studied
in detail in [GKW+18]. The geometry of Cq(2, 2, 2, 2) is in general fairly tractable: Jordan’s
lemma1 implies that any correlation in Cq(2, 2, 2, 2) can be achieved via measurements on
an entangled pair of qubits, and thus Cq(2, 2, 2, 2) can be described by polynomial functions
on a finite number of parameters. However, no similar dimension reduction argument is
known when the number of measurements or number of measurement outcomes is greater
than 2. A result of Russell describes another linear slice, the synchronous correlations, in
Cq(3, 3, 2, 2), but again this description does not extend to other numbers of measurements
and outcomes [Rus20].

In another line, a number of authors have considered whether it’s possible to give a
conceptual, rather than geometric, description of the quantum correlation sets. The first
result in this line comes from Tsirelson’s original definition of quantum correlations, where
he observes that quantum correlations belong to the set of nonsignalling correlations,
which are those correlations P for which the sums

∑
b

P(a, b|x, y) and ∑
a

P(a, b|x, y)

are independent of y and x respectively. This condition captures the fact that, when
spatially separated, Alice and Bob cannot communicate with each other. Since the set
of nonsignalling correlations is strictly larger than the commuting-operator correlations
Cqc, the fact that Alice and Bob cannot communicate does not identify the set of quantum
correlations among all correlations. But it is natural to ask whether there might not be
additional principles which would suffice to identify the set of correlations. Some examples
of conditions which further restrict the set of nonsignalling correlations and which are
satisfied by quantum correlations can be found in [BBL+06, PPK+09, NW09, FSA+13,
SGAN18], but so far these do not give a complete description of the set of quantum
correlations.

Based on the apparent difficulty of describing the set of quantum correlations, there
has also been a line of work studying the computational complexity of problems related to
these sets. The main line of inquiry has been to consider the difficulty of determining the
quantum and commuting-operator values of a nonlocal game [CHTW04]. For example,
one can consider the problem of determining whether a given nonlocal game has a perfect
strategy.

Problem (PerfectStrategyt). Given a tuple of natural numbers (nA, nB, mA, mB) and a nonlocal
game G with nA and nB questions and mA and mB answers, does G have a perfect strategy in Ct?

From the point of view of convex geometry, the quantum (resp. commuting-operator)
value of a nonlocal game is the maximum a certain linear functional takes on the set Cqa
(resp. Cqc). (Asking whether such a nonlocal game has a perfect strategy corresponds to
asking whether this maximum is equal to 1.) Prior to the year 2020, there was a series

1See, e.g., Lemma 3.1 in the supplementary information of [MS12].
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of deep works showing that even the approximate version of this optimization problem
is indeed very difficult [IV12, RUV13, Ji17, NV18, NV17, FJVY19, NW19]. These results
have implications in computational complexity theory, as they imply lower bounds on the
complexity class MIP∗ of multiprover proofs with entangled provers. In the exact (rather
than approximate) case, previous results by the third author of the current paper imply
that (PerfectStrategyt) are undecidable for t ∈ {q, qs, qa, qc} [Slo19, Slo20]. The decision
problem for the approximate case is known as the GappedPerfectStrategyt problem.

Problem (GappedPerfectStrategyt). Given a tuple of natural numbers (nA, nB, mA, mB) and
a nonlocal game G with nA and nB questions and mA and mB answers, decide whether G has a
perfect strategy in Ct, or the quantum value of G is ≤ 1/2, given that one of the two is the case.

As mentioned above, recently Ji, Natarajan, Vidick, Wright, and Yuen have shown that
GappedPerfectStrategyt is also undecidable for t ∈ {q, qs, qa} [JNV+20].

Rather than looking at nonlocal games, a more straightforward way to study the
difficulty of describing quantum correlation sets is to look at the membership problem
for these sets. Specifically, we can look at the decision problems for t ∈ {q, qs, qa, qc} and
subfields K ⊆ R.

Problem (Membershipt,K). Given a tuple (nA, nB, mA, mB), and a correlation P ∈ KnAnBmAmB ,
is P ∈ Ct(nA, nB, mA, mB)?

The point of restricting to correlations in KnAnBmAmB rather than RnAnBmAmB is that it is
not possible to describe all real numbers in a finite fashion. We are primarily interested in
fields, such as Q, where it is practical to work with elements of the field on a computer.
For our results we actually need to take a larger field than Q, so in what follows we’ll set
K = Q∩R unless otherwise noted, where Q is the algebraic closure of the rationals.2

The questions (Membershipt,K) are a very general way of studying descriptions of
the sets Ct for t ∈ {q, qs, qa, qc}, since we don’t restrict to any particular form of descrip-
tion, but instead just look at a basic functionality that we would hope to have from any
nice description, namely a way of being able to distinguish elements inside the set from
those outside. The decision problems (Membershipt,K) are not equivalent to the problems
(PerfectStrategyt) or (GappedPerfectStrategyt), since nonlocal games do not necessarily
have unique perfect strategies in Ct. Nonetheless, the two families of decision problems
are closely related. Indeed, Coudron and the last author show that the methods used in
[Slo20] to show the undecidability of (PerfectStrategyqc) also imply the undecidability of
(Membershipqc,K) [CS19]. The methods of [Slo19] can be adapted to show the undecid-
ability of (Membershipt,K) for t ∈ {q, qs, qa} in similar fashion (although some work is
needed for the case t = q). The undecidability of (GappedPerfectStrategyt) can be used
(in a blackbox fashion, so without referring to the proof methods) to get the stronger result
that (Membershipt,Q) is undecidable for t ∈ {q, qs, qa} [JNV+20].

Taken together, the above undecidability results put very strong restrictions on what
descriptions of the quantum correlation sets are possible. For instance, they imply that

2Since Q is computable, it is possible to work with Q and Q∩R on a computer, and indeed support for
this is included in Mathematica and other computer algebra packages.
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there is no Turing machine which takes tuples (nA, nB, mA, mB) as inputs, and outputs a
description of Ct(nA, nB, mA, mB) in terms of a finite list of polynomial inequalities, since
such a Turing machine would allow us to decide (Membershipt,K). Similarly, these results
also imply that there can be no finite set of principles, independent of (nA, nB, mA, mB),
such that we can decide whether a correlation satisfies every principle, and such that a
correlation satisfies all the principles if and only if it belongs to Ct(nA, nB, mA, mB).

However, we note that the reasoning in the last two paragraphs depends crucially on
the fact that the parameters (nA, nB, mA, mB) can vary. (The papers [Slo20, Slo19, JNV+20]
all involve games with unbounded alphabet size.) What happens to the complexity of
(Membershipt,K) when (nA, nB, mA, mB) are held constant? The above results leave open
the possibility that every set Ct(nA, nB, mA, mB) has a nice description, but that it is just
not possible to have a Turing machine which outputs these descriptions as a function of
(nA, nB, mA, mB).

Proving the undecidability of a constant-sized version of (Membershipt,K) would allow
us to understand the true sources of complexity in the study of quantum correlations:
it would show that the undecidability is not only a consequence of varying the size of
the correlation, but is in fact embedded into the shape of a single set Ct(nA, nB, mA, mB)
for some (nA, nB, mA, mB). In particular, this would rule out any kind of computable
description (e.g., by polynomial inequalities) for the shape of that set.

Our main result addresses the constant-sized membership problem for quantum corre-
lations:

Problem (Membership(nA, nB, mA, mB)t,K). Given a correlation P ∈ KnAnBmAmB , is P ∈
Ct(nA, nB, mA, mB)?

We show the following.

Theorem 1.1. (Informal version) There is an integer α0 such that the decision problem
(Membership(nA, nB, mA, mB)t,K) is undecidable for t ∈ {qa, qc} and nA, nB, mA, mB > α0.

This result asserts that, provided that nA, nB, mA, mB are chosen to be sufficiently
large, there is no description of the set Ct(nA, nB, mA, mB) that would allow us to decide
membership in that set.

As mentioned above, in this theorem K is the intersection Q∩R. However, the proof
of this theorem does not rely on writing down very complicated elements of Q. In fact, K

could be replaced with K0 ∩R, where K0 is the subfield of Q generated by roots of unity.
In this way, the theorem is similar to the undecidability results for (Membershipt,K) that
follow from [Slo19, Slo20, CS19]. However, in those results, if the correlations are defined
in terms of observables instead of measurements, then it is possible to take K = Q. In our
case, even if we work with correlations defined in terms of observables, we still need to
use roots of unity. We also note that, in the proof of Theorem 1.1, we can actually restrict to
synchronous correlations. The formal versions of Theorem 1.1 are given in Corollaries 6.13
and 7.12.

To prove Theorem 1.1, we combine techniques from [Slo19, Slo20] with self-testing
methods from [Fu19]. Specifically, [Fu19] shows that it is possible to self-test a maximally
entangled state of arbitrary dimension, using constant-sized correlations. This is done by
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self-testing a relation Tp = 1 for a certain word T in the observables used in the correlation,
and a chosen prime integer p. The methods used in [Slo19, Slo20] are group-theoretic,
and involve reducing from nonlocal games to the word problem for groups. We show
that there is a group G/〈tp(n) = e〉, where p(n) is the n-th prime of some fixed primitive
root, such that deciding if a fixed known element of this group is trivial is equivalent
to deciding if a Turing machine halts on input n. Then, intuitively, the corresponding
correlation Cn has two parts: the first parts certifies the relations of the group G using
techniques from [Slo19, Slo20]; and the second part certifies the relation tp(n) = e using
techniques from [Fu19]. The aforementioned techniques ensure that the size of Cn is fixed
and independent of n. In the end, we manage to show that deciding if Cn is quantum is
equivalent to deciding if n is not a halting input of the Turing machine.

It is interesting to also consider upper bounds on the complexity of the problem
(Membership(nA, nB, mA, mB)t,K). When t = qc, this problem is contained in coRE,
and Theorem 1.1 actually shows that this problem is coRE-complete (for large enough
nA, nB, mA, mB). When t = q or t = qs, this problem is contained in RE, but when t = qa,
the best known upper bound on this decision problem is Π0

2. In this case, Theorem 1.1
only shows that (Membership(nA, nB, mA, mB)qa,K) is coRE-hard, so this lower bound is
not necessarily tight. Recently, Mousavi, Nezhadi, and Yuen have shown that the three-
player version of (PerfectStrategyqa) is Π0

2-complete [MNY20], and it seems reasonable to
conjecture that (Membership(nA, nB, mA, mB)qa,K) is also Π0

2-complete for large enough
nA, nB, mA, mB. We leave this as an open problem.
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2 Notation and group theory background

We denote the set {0, 1, . . . n− 1} by [n]. The n-th root of unity is denoted by ωn := ei2π/n.
For a Hilbert spaceH, we denote by L(H) the set of all linear operators acting onH and
by U (H) the set of all unitaries acting onH and the unitary group acting onH.

Next, we introduce some basic notions of group theory, on which the undecidability
results heavily rely. For more contexts, please refer to [Rot12].

For a group G, we denote the trivial element of G by e. For g ∈ G, we denote the
inverse of g by g−1. We denote the commutator of g, h ∈ G by [g, h] = g−1h−1gh and the
conjugate of g by h by h−1gh. Following the convention of [KMS17], we may also write
h−1gh as gh.

Let S be a set of letters. We denote by F (S) the free group generated by S, which consists
of all finite words made from {s, s−1|s ∈ S} such that neither ss−1 nor s−1s appears as a
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substring of a word for any s. The group law is given by concatenation and cancellation.
For a more formal treatment, we refer to [Rot12, Pages 343 - 345].

Definition 2.1 (Group presentation). Given a set S, let F (S) be the free group generated by S
and let R be a subset of F (S). Then 〈S : R〉 denotes the quotient of F (S) by the normal subgroup
generated by R in F (S). If the group G is isomorphic to 〈S : R〉, then we say G has a presentation
〈S : R〉.

If a group G is defined by 〈S : R〉, we write G = 〈S : R〉. If both sets S and R are finite,
then we say the group G = 〈S : R〉 is finitely-presented. The elements of S are the generators
and the elements of R are the relations. A relation r ∈ R is written as r = e to convey its
significance in the quotient group G.

The free product of a group G with a group H is denoted by G ∗ H. By [Rot12, Theorem
11.53], if the presentation of G is 〈SG : RG〉 and the presentation of H is 〈SH : RH〉, then

G ∗ H ∼= 〈SG ∪ SH : RG ∪ RH〉.

For simplicity, when the presentation of G is clear from the context, we also write G ∗ H as
〈G, SH : RH〉.

A more general notion of the free product of groups is the free product of groups with
amalgamation. Let G1 and G2 be two groups with subgroups H1 and H2 respectively such
that there exists an injective homomorphism φ : H1 → H2. Then the free product of G1
and G2 with amalgamation is defined by

G1 ∗φ G2 :=
G1 ∗ G2

〈h1 = φ(h1) | for all h1 ∈ H1〉
.

Another way to construct new groups from a given group is by Higman-Neumann-
Neumann extension (HNN-extension) [HNN49]. Let H be a subgroup of G and let φ : H →
H be an injective homomorphism, then the HNN-extension of G is

G =
G ∗ F ({t})

〈t−1ht = φ(h) | for all h ∈ H〉 .

We also write the HNN-extension of G by 〈G, t : t−1ht = φ(h) | for all h ∈ H〉. By [Rot12,
Theorem 11.70], the natural homomorphism induced by the identification of each g ∈ G in
G is injective so G is embedded in G. We shall introduce other important properties of the
free product with amalgamation and the HNN-extension later when they are needed.

A unitary representation ρ of a group G on the Hilbert space H is a homomorphism
ρ : G → U (H). Consider an orthonormal set {|g〉 : g ∈ G}. The regular representation of
G is defined on the Hilbert space span({|g〉 : g ∈ G}), denoted by `2G. The left regular
representation L : G → U (`2G) maps g to L(g) such that L(g)|h〉 = |gh〉 for all g, h ∈ G.
The right regular representation R : G → U (`2G) maps g to R(g) such that R(g)|h〉 = |hg−1〉
for all g, h ∈ G. It is immediate to see that

LgRg′ |h〉 = |ghg′−1〉 = Rg′Lg|h〉

for all g, g′, h ∈ G. That is, L(g) commutes with R(g′) for all g, g′ ∈ G.

8



Definition 2.2. Let n be a positive integer. The Dihedral group Dn is

Dn = 〈t1, t2 : t2
1 = t2

2 = (t1t2)
n = e〉.

The elements of Dn are (t1t2)
j and t2(t1t2)

j for j ∈ [n]. The left and right regular
representation of Dn are defined on L2Dn.

Definition 2.3 (Definition 17 of [Slo19]). Let Axxx = 0 be an m× n linear system over Z2, where
A is an m-by-n matrix with entries in Z2 and 0 is an all-0 length-n vector. For j ∈ [m], define
Ij = {k ∈ [n] | A(j, k) = 1}. Then, the homogeneous solution group of Axxx = 0 is

Γ(A) := 〈x0, x1, . . . xn−1 :x2
j = e for all j ∈ [n],

∏
k∈Ii

xk = e for all i ∈ [m],

[xj, xk] = e if j, k ∈ Ii for some i〉.

A different presentation of Γ(A) is given in the proposition below.

Proposition 2.4. Let Axxx = 0 be an m× n linear system over Z2. For j ∈ [m], define

Gj = 〈{gj,k | k ∈ Ij} : g2
i,k = [gj,k, gj,l] = ∏

k∈Ij

gj,k = e for all k, l ∈ Ij〉.

and a set

P = {gi,k = gj,k | k ∈ Ii ∩ Ij, i, j ∈ [m]}.

Define

Γ′(A) :=
G0 ∗ G1 . . . ∗ Gm−1

〈P〉 .

Then, Γ(A) ∼= Γ′(A).

The isomorphism between Γ(A) and Γ′(A) can be chosen to be φ : xk 7→ gi,k for some i
such that k ∈ Ii. The rest of the proof is routine, so we omit it.

Definition 2.5 (Definition 31 of [Slo19]). Let A be an m× n matrix over Z2, and C ⊆ [n]×
[n]× [n]. Let

Γ0(A, C) := 〈Γ(A) :xixjxi = xk for all (i, j, k) ∈ C〉.

We say that a group G is a homogeneous-linear-plus-conjugacy group if it has a presentation
of this form.

Definition 2.6 (Definition 32 of [Slo19]). Let A be an m× n matrix over Z2, C0 ⊆ [n]× [n]×
[n], C1 ⊆ [l]× [n]× [n], and L is an l × l lower-triangular matrix with non-negative integer
entries. Let

EΓ0(A, C0, C1, L) := 〈Γ0(A, C0), y0, . . . , yl−1 :y−1
i xjyi = xk for all (i, j, k) ∈ C1,

y−1
i yjyi = y

Lij
j for all i > j with Lij > 0〉.

We say a group G is an extended homogeneous-linear-plus-conjugacy group if it has a presen-
tation of this form.
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In the end of the section, we introduce solvable groups and sofic groups. A group G is
solvable if it has subgroups G0 = {e}, G1, . . . , Gk−1 and Gk = G such that Gj−1 is normal
in Gj and Gj/Gj−1 is an abelian group, for 1 ≤ j ≤ k. A more general notion is soficity. A
group G is sofic if, intuitively, any finite subset F of G \ {e} can be well-approximated by a
permutation group Sn for some n. For the formal definition of soficity, we refer to [CLP15,
Chapter II.1].

For our proof, we use the following properties of solvable groups and sofic group
introduced in [CLP15, Chapter II.3 and II.4].

1. Solvable groups are sofic;

2. If H is a solvable subgroup of a sofic group G, and α : H → H is an injective
homomorphism, then the HNN-extension of G by α is sofic ([CLP15, Proposition
II.4.1]); and

3. If H1 and H2 are finite subgroups of sofic groups G1 and G2, and α : H1 → H2 is an
isomorphism, then the free product of G1 and G2 with amalgamation, G1 ∗α G2, is
sofic ([CLP15, Propositiin II.4.1]).

3 Quantum correlation

The central object of our study is quantum correlation. We introduce it formally in this
section.

3.1 Sets of quantum correlations

Consider a test conducted by a referee between two non-communicating participants,
Alice and Bob, where each of them needs to give an answer for some question chosen from
a fixed set. This scenario, as illustrated in the figure below, is nonlocal.

a

x y

b

Alice’s device Bob’s device
(Entanglement)

Figure 1: A nonlocal test between Alice and Bob

A nonlocal scenario is a tuple ([nA], [nB], [mA], [mB]), where nA, nB, mA and mB are posi-
tive integers. [nA] is referred to as Alice’s question set; [nB] is referred to as Bob’s question
set; [mA] is referred to as Alice’s answer set; and [mB] is referred to as Bob’s answer set.
We are interested in the behaviour of Alice and Bob in this scenario. The behaviour of the
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two participants can be described by the joint conditional probability distribution of their
answers for each pair of possible questions.

Definition 3.1. A bipartite correlation of a nonlocal scenario ([nA], [nB], [mA], [mB]) is a
function P : [nA]× [nB]× [mA]× [mB]→ R≥0 : (i, j, k, l) 7→ P(k, l|i, j) where P(k, l|i, j) is the
probability for Alice to answer k and Bob to answer l when the question to Alice is i and to Bob is j

One way to view a correlation is to arrange the entries in a correlation matrix, where
the columns are labelled by Alice’s question-answer pairs and the rows are labelled
by Bob’s question-answer pairs. Then, the value at the intersection of row (j, l) and
column (i, k) is P(k, l|i, j). Therefore, the size of a correlation P of the nonlocal scenario
([nA], [nB], [mA], [mB]) is the size of its correlation matrix, which equals nAnBmAmB.

We first introduce correlations induced by quantum spatial strategies with projective
measurements.

Definition 3.2. For a Hilbert spaceH, a set of self-adjoint matrices in L(H), {Pj | j ∈ [n]}, is a
projective measurement if P2

i = Pi for all i ∈ [n], PiPj = 0 for all i 6= j, and ∑j∈[n] Pj = 1H.

Definition 3.3. A quantum spatial strategy with projective measurements for a nonlocal
scenario T = ([nA], [nB], [mA], [mB]) is a tuple

(|ψ〉 ∈ HA ⊗HB, {{P(k)
i | k ∈ [mA]} | i ∈ [nA]}, {{Q

(l)
j | l ∈ [mB]} | j ∈ [nB]}),

where HA and HB are Hilbert spaces, {{P(k)
i | k ∈ [mA]} | i ∈ [nA]} and {{Q(l)

j | l ∈
[mB]} | j ∈ [nB]} are two sets of projective measurements onHA andHB respectively.

Note that the tensor product structure emphasizes that the two parties cannot com-
municate with each other and that the projectors act on different Hilbert spaces, which
is the reason why we say the strategy is spatial as in Fig. 1. When both HA and HB
are finite-dimensional, we say the strategy is a quantum finite-dimensional spatial strategy.
Otherwise, it is called a quantum infinite-dimensional spatial strategy. The correlation induced
by a quantum spatial strategy has conditional probabilities

P(k, l|i, j) = 〈ψ|P(k)
i ⊗Q(l)

j |ψ〉

for all i ∈ [nA], j ∈ [nB], k ∈ [mA] and l ∈ [mB].

Definition 3.4. The set Cq(nA, nB, mA, mB) consists of all quantum correlations induced by
quantum finite-dimensional spatial strategies with projective measurements of a nonlocal scenario
([nA], [nB], [mA], [mB]).

We can also define a relaxation of Cq(nA, nB, mA, mB) by allowing infinite-dimensional
strategies.

Definition 3.5. The set Cqs(nA, nB, mA, mB) consists of all quantum correlations induced by quan-
tum finite-dimensional and infinite-dimensional spatial strategies with projective measurements of
a nonlocal scenario ([nA], [nB], [mA], [mB]).

11



It is clear from the definitions that for each (nA, nB, mA, mB), Cq(nA, nB, mA, mB) ⊆
Cqs(nA, nB, mA, mB).

Definition 3.6. The set Cqa(nA, nB, mA, mB) is the closure of Cq(nA, nB, mA, mB) in RnAnBmAmB .

A way to generalize the notion of quantum spatial strategy is to drop the requirement
that the projective measurements act on different Hilbert spaces. Instead, we just require
the projectors to commute.

Definition 3.7. A quantum commuting-operator strategy of a nonlocal scenario ([nA], [nB],
[mA], [mB]) presented in terms of projective measurements is a tuple

(|ψ〉 ∈ H, {{P(k)
i | k ∈ [mA]} | i ∈ [nA]}, {{Q

(l)
j | l ∈ [mB]} | j ∈ [nB]}),

where H is a Hilbert space, and {{P(k)
i | k ∈ [mA]} | i ∈ [nA]} and {{Q(l)

j | l ∈ [mB]} | j ∈
[nB]} are two sets of projective measurements on H such that P(k)

i Q(l)
j = Q(l)

j P(k)
i for all i ∈

[nA], j ∈ [nB], k ∈ [mA] and l ∈ [mB].

Here the Hilbert space H does not have to be finite-dimensional. With quantum
commuting-operator strategies we can define a larger set of quantum correlations.

Definition 3.8. The set Cqc(nA, nB, mA, mB) consists of all quantum correlations induced by
quantum commuting-operator strategies of a nonlocal scenario ([nA], [nB], [mA], [mB]).

It can be seen that Cqs(nA, nB, mA, mB) ⊆ Cqc(nA, nB, mA, mB). Since Cqc(nA, nB, mA, mA)
is its own closure [Fri12, Proposition 3.4], we get that Cqa(nA, nB, mA, mB) ⊆ Cqc(nA,nB,mA,mB).

Definition 3.9 (Synchronous correlation). A correlation P of a nonlocal scenario ([nA], [nB],
[mA], [mB]) is synchronous if nA = nB = n, mA = mB = m, and

∑
k∈[m]

P(k, k|i, i) = 1

for all i ∈ [n].

For t ∈ {q, qs, qa, qc} and n, m > 0, we can identify a subset of Ct(n, n, m, m), denoted
by Cs

t (n, m), which contains all the synchronous correlations in it.

3.2 A correlation associated with a linear system

In this section, we study a correlation induced by a representation of a solution group,
which will be shown to be a perfect correlation associated with the corresponding linear
system.

12



Definition 3.10. Let Axxx = 0 be a binary linear system where each row has κ nonzero entries. For
each i ∈ [m], we define 3

Ii = {j ∈ [n] | A(i, j) = 1}
Si = {xxx ∈ Z

Ii
2
∼= Zκ

2 | ∑
j∈Ii

xxx(j) ≡ 0 (mod 2)}.

A correlation P : [m] × [m] ×Zκ
2 ×Zκ

2 is a perfect correlation associated with Axxx = 0 if
P(xxx, yyy|i, j) = 0 when xxx /∈ Si, or yyy /∈ Sj, or there exists k ∈ Ii ∩ Ij such that xxx(k) 6= yyy(k).

Next, we define the correlation induced by a representation of a solution group. For a
binary linear system Axxx = 0, let ρ : Γ(A) → U (Cd) be a unitary representation of Γ(A).
Define projectors

P(xxx)
i = ∏

j∈Ii

(
1 + (−1)xxx(j)ρ(xj)

2

)
,

Q(xxx)
i = ∏

j∈Ii

(
1 + (−1)xxx(j)ρ(xj)

2

)ᵀ

,

for each i ∈ [m] and xxx ∈ Si. Since ∏j∈Ii
ρ(xj) = 1, we know {P(xxx)

i | xxx ∈ Si} and

{Q(xxx)
i | xxx ∈ Si} are projective measurements for each i ∈ [m]. Define

|ψ〉 :=
1√
d

∑
j∈[d]
|j〉|j〉.

Then the projective measurement strategy is

Sρ = (|ψ〉, {{P(xxx)
i | xxx ∈ Si} | i ∈ [m]}, {{Q(xxx)

i | xxx ∈ Si} | i ∈ [m]}),

and the induced quantum correlation P̃ : [m]× [m]×Zκ
2 ×Zκ

2 → Q is defined by

P̃(xxx, yyy|i, j) = 〈ψ|P(xxx)
i ⊗Q(yyy)

j |ψ〉

for i, j ∈ [m] and xxx ∈ Si, yyy ∈ Sj.

Proposition 3.11. The correlation P̃ defined above is a perfect correlation associated with Axxx = 0.

Proof. By the definition of P̃, it is easy to see that P̃(xxx, yyy|i, j) = 0 if xxx /∈ Si or yyy /∈ Sj. Next,
consider xxx ∈ Si and yyy ∈ Sj such that there exists k0 ∈ Ii ∩ Ij and xxx(k0) 6= yyy(k0). Without
loss of generality, we can assume xxx(k0) = 0 and yyy(k0) = 1. Then, the expression of
P̃(xxx, yyy|i, j) has the term

1 + ρ(xk0)

2
⊗

1− ρ(xk0)
ᵀ

2
|ψ〉 =

(1 + ρ(xk0))(1− ρ(xk0))

4
⊗ 1|ψ〉 = 0.

Hence, for any i, j ∈ [m], if there exists k0 ∈ Ii ∩ Ij such that xxx(k0) 6= yyy(k0), then
P̃(xxx, yyy|i, j) = 0, which completes the proof.

3The isomorphism between Z
Ii
2 and Zκ

2 is extended from the map φi : Ii → [κ] that map the smallest j ∈ Ii
to 0, the second smallest to 1, and etc..
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Note that P̃ is also a perfect correlation of the binary linear system game associated
with Axxx = 0. For a detailed introduction of binary linear system games, we refer to [Slo19,
Section 3].

4 Embedding procedures

In this section, we give an overview of the two embedding procedures: one for embedding
general finitely-presentable groups into solution groups, first introduced in [Slo20], and one
for embedding extended homogeneous linear-plus-conjugacy groups into solution groups,
first introduced in [Slo19]. The two embedding procedures are key steps in the reductions
from (Membership(nA, nB, mA, mB)qc,K) and (Membership(nA, nB, mA, mB)qa,K) to a word
problem.

4.1 A general embedding procedure

This section is based on [CS19, Section 4].

Theorem 4.1 (Adapted from Theorem 4.1 of [CS19]). Let G = 〈S : R〉 be a finitely-presented
group. Then there is an m× n linear system Axxx = 0 and a map: φ : F (S)→ F ({xj | j ∈ [n]})
such that

1. φ descends to an injection G → Γ(A);

2. Define N = |S| + ∑r∈R|r|, then A has exactly three non-zero entries in every row, the
dimensions m and n are of order O(N), and A can be constructed from 〈S : R〉 in time of
order O(poly(N)).

Instead of repeating the full proof, we list the key steps, following the proof of [CS19,
Theorem 4.1]. For each reduced word w = sa0

0 sa1
1 . . . sak−1

k−1 ∈ F (S), where sj ∈ S and
aj ∈ {1,−1}, we write w+ = s0s1 . . . sk−1.

In the first step, define S′ = {us, vs | s ∈ S}, φ1 : F (S) → F (S′) by φ1(s) = usvsusvs,
and

G′ = 〈S′ : {u2
s = v2

s = e | s ∈ S} ∪ R′〉,

where R′ = {φ1(r)+ | r ∈ R}. It can be checked that G is embedded in G′.
In the second step, we embed G′ into G′′ and get an embedding of G into G′′. The

construction of G′′, known as the wagon wheel construction, takes several steps. For each
r ∈ R′ such that r equals s0s1 . . . sl−1, we introduce auxiliary variables

{ar,j, br,j, cr,j, dr,j | j ∈ [l]},

and equations

sj + ar,j + br,j = 0,

ar,j + br,j−1 + cr,j−1 = 0,

dr,j + dr,j−1 + cr,j−1 = 0,

14



for each j ∈ [l]. Let Axxx = 0 be the binary linear system of all the equations over all r ∈ R′.
Then,

G′′ = Γ(A),

Define S′′ = ∪r∈R′{ar,j, br,j, cr,j, dr,j | j ∈ [|r|]}, then the set of generators of G′′ is S′ ∪ S′′.
From the construction of G′′ we can see that φ2 : s 7→ s for each s ∈ S′ descends to an
injection into G′′. Hence, φ2 ◦ φ1 descends to an injection from G into G′′.

Definition 4.2 (Oblivious solution group). Let Axxx = 0 be an m× n binary linear system, and
let

Γ′(A) =
G0 ∗ G1 ∗ . . . ∗ Gm−1

〈P〉

where P = {gi,kgj,k | k ∈ [n], k ∈ Ii ∩ Ij}, be its solution group following Proposition 2.4. Define
a set

G∗ = {e} ∪
⋃

i∈[m]

{gi,k | k ∈ Ii}.

Then Γ′(A) is oblivious if

〈P〉G0∗...∗Gm−1 ∩ [(G∗)2 \ P] = {e}.

In other words, Γ(A)′ is oblivious if for any g 6= h ∈ G∗

gh = e in Γ′(A) ⇐⇒ gh ∈ P.

An important property of this embedding procedure is that the embedded solution
group is oblivious.

Lemma 4.3 (Adapted from Lemma 4.2 of [CS19]). Let Axxx = 0 be the m× n binary linear
system from the construction in the proof of Theorem 4.1. Then, the solution group Γ′(A) is
oblivious.

The proof follows directly from the proof of [CS19, Lemma 4.2].

4.2 An f a∗-embedding procedure

Before we introduce the f a∗-embedding procedure, we introduce the approximate repre-
sentations of a group, and certain embeddings of groups.

If H is finite-dimensional, we say a unitary representation of G, φ : G → U (H) is a
finite-dimensional representation. The set of elements that are trivial in all finite-dimensional
representations form a normal subgroup of G, denoted by N f in. For any group G, we
define

G f in := G/N f in.
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Definition 4.4 (Definition 10 of [Slo19]). A homomorphism φ : G → H is a f inf inf in-embedding
if the induced map: G f in → H f in is injective, and a f in∗f in∗f in∗-embedding if φ is injective and also a
f in-embedding.

Next, we define approximate representations of a group G.

Definition 4.5 (Definition 5 of [Slo19]). Let G = 〈S : R〉 be a finitely-presented group, and let
H be a finite-dimensional Hilbert space. A finite-dimensional εεε-approximate representation of
G is a homomorphism φ : F (S)→ U (H) such that ‖φ(r)− 1‖ ≤ ε for all r ∈ R.

An element g ∈ G = 〈S : R〉, whose representative is w ∈ F (S), is nontrivial in
approximate representations of G if for all δ > 0, there is an ε-approximate representation
φ : F (S)→ U (H) such that ‖φ(w)− 1‖ ≥ δ. On the other hand, an element g ∈ G = 〈S :
R〉, whose representative is w ∈ F (S), is trivial in approximate representations of G if for all
ε > 0, there is an ε-approximate representation φ : F (S) → U (H) such that φ(w) = 1.
The next proposition allows us to quantify the normalized trace of finitely many elements
that are nontrivial in approximate representations.

Proposition 4.6. Let G = 〈S : R〉 and W be a finite subset of F (S) such that the image of each
w ∈ W is nontrivial in approximate representations of G. Then, for every ε, ζ > 0, there is an
ε-approximate representation φ with 0 ≤ T̃r(φ(w)) ≤ ζ for each w ∈W.

This proposition is generalized from [Slo19, Lemma 12], which is about the trace of one
element that is nontrivial in approximate representations. The proof of the proposition
above is very similar to the proof of [Slo19, Lemma 12], where the only difference is to
choose the parameter δ to be minw∈W‖φ(w)− 1‖. The rest of the proof is similar, so we
omit it here.

By the definition of the normalized Hilbert-Schmidt norm, the set of elements of G that
are trivial in finite-dimensional approximate representations form a normal subgroup of
G, denoted by N f a. For a group G, we define

G f a := G/N f a.

Definition 4.7 (Definition 14 of [Slo19]). For finitely-presented groups G and H, a homomor-
phism φ : G → H is an f af af a-embedding if the induced map: G f a → H f a is injective, and a
f a∗f a∗f a∗-embedding, if φ is injective, a f in-embedding and an f a-embedding.

To determine if a homomorphism φ : G → H is a f a∗-embedding, we use the following
lemma.

Lemma 4.8 (Lemma 15 of [Slo19]). Let G = 〈S : R〉 and H = 〈S′ : R′〉 be two finitely presented
groups, and let Ψ : F (S)→ F (S′) be a lift of a homomorphism ψ : G → H.

1. Suppose that for every representation (resp. finite-dimensional representation) φ of G, there
is a representation (resp. finite-dimensional representation) γ of H such that φ is a direct
summand of γ ◦ ψ. Then ψ is injective (resp. a fin-embedding).

2. Suppose that there is an integer N > 0 and a real number C > 0 such that for every
d-dimensional ε-representation φ of G, where ε > 0, there is an Nd-dimensional Cε-
representation γ of H such that φ is a direct summand of γ ◦ ψ. Then ψ is an f a-embedding.
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In the last part of this section, we review the procedure to construct an f a∗-embedding
of an extended homogeneous linear-plus-conjugacy group (Definition 2.6) into a solution
group (Definition 2.3), and discuss its effect when it is applied to a type of groups, called
hyperlinear groups. We refer to this procedure as the f a∗-embedding procedure. It has
two steps. In the first step, an extended homogeneous linear-plus-conjugacy group is
embedded into a homogeneous linear-plus-conjugacy group (Definition 2.5). Then, the
homogeneous linear-plus-conjugacy group is embedded into a solution group in the
second step. These two steps are summarized in the two propositions below.

Proposition 4.9 (Proposition 33 of [Slo19]). Let G be an extended homogeneous linear-plus-
conjugacy group. Then there is an f a∗-embedding φ : G → H where H is a linear-plus-conjugacy
group.

Proposition 4.10 (Proposition 27 and Lemma 29 of [Slo19]). Let G = 〈S : R〉 be a linear-plus-
conjugacy group. Then there is an f a∗-embedding G → Γ, where Γ = 〈SΓ : RΓ〉 is a solution
group.

Intuitively, a group is hyperlinear if every finite set of its group elements can be well-
approximated by the unitary group U (H) for some finite-dimensional Hilbert space H.
For the formal definition, we refer to [Slo19, Section 2.2].

Lemma 4.11 (Lemma 13 of [Slo19]). A finitely-presented group G is hyperlinear if and only if
every non-trivial element of G is nontrivial in approximate representations.

Another important fact is that sofic groups are hyperlinear [CLP15, Chapter II.3].
Consequently, if the extended homogeneous-linear-plus-conjugacy group G is hyper-

linear and it is embedded in Γ = 〈SΓ : RΓ〉, there exists a subset S ⊂ SΓ such that each
s ∈ S is nontrivial in approximate representations of Γ. Then, we can apply Proposition 4.6
to conclude that for any finite subset W of F (S) and for any 0 < ε, ζ < 1, there is an ε-
approximate representation of Γ such that 0 ≤ T̃r(w) ≤ ζ for each w ∈W that is nontrivial
in approximate representations of Γ. We apply this observation in the proof of Theorem 7.8.

5 Minsky machines and Kharlampovich-Myasnikov-Sapir
groups

5.1 Minsky machines

A k-glass Minsky Machine [Min67], denoted by MMk, consists of k glasses and an arbitrary
amount of coins, where each glass can hold arbitrarily many coins. Intuitively, the two
operations of each glass are adding a coin to the glass and removing a coin from a non-
empty glass.

The states of MMk are numbered from 0 to N − 1 where 0 is the final accept state
and 1 is the starting state, so a configuration of MMk is in [N]× (Z≥0)

×k and of the form
(i; n0, n1, . . . nk−1) where i is the current state number and each nj ≥ 0 represents the
number of coins in the j-th glass. The accept configuration is (0; 0, 0, . . . 0) and the starting
configuration with input m is (1; m, 0, . . . 0).
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Next, we formally introduce the commands of MMk. A command may be of one of the
following four forms:

1. When the state is i, add a coin to each of the glasses numbered j0, j1 . . . jl−1 where
l < k, and go to state j. This command is encoded as

i;→ j; Add(j0, j1 . . . jl−1);

2. When the state is i, if the glasses numbered j0, j1 . . . jl−1 where l < k are all nonempty,
then remove a coin from each of the glasses numbered j0, j1 . . . jl−1, and go to state j.
This command is encoded as

i; nj0 > 0, . . . njl−1 > 0→ j; Sub(j0, j1, . . . jl−1);

3. When the state is i, if the glasses numbered j0, j1 . . . jl−1 where l < k are empty, go to
state j. This command is encoded as

i; nj0 = 0, nj1 = 0, . . . njl−1 = 0→ j;

4. When the state is i, stop. This command is encoded as

i;→ 0.

If at any give state i, there is at most one command that can be applied, the Minsky machine
is deterministic. Otherwise, the Minsky machine is non-deterministic.

The importance of Minsky machines is summarized in the following theorem. Recall
that a subset S of natural numbers is recursively enumerable if there is an algorithm such that
the algorithm halts on input s if and only if s ∈ S. The relation between Minsky machines
and RE sets is summarized in the next Theorem.

Theorem 5.1. Let X be a recursively enumerable set of natural numbers. Then there exists a
3-glass deterministic Minsky machine MM3 such that MM3 takes the configuration (1; n, 0, 0) to
the accept configuration (0; 0, 0, 0) if and only if n ∈ X.

This theorem is based on the proof of the point (a) of [KMS17, Theorem 2.7], in which
the authors show how to construct a 3-glass Minsky machine that can accept any integer
of a recursively enumerable set. Therefore, we omit the proof here. This theorem implies
that if n /∈ X, MM3 works indefinitely long when the input is n.

5.2 Kharlampovich-Myasnikov-Sapir groups

For a 3-glass Minsky machine, deterministic or non-deterministic, the Kharlampovich-
Myasnikov-Sapir group (KMS group) G(MM3) is a finitely presented group with generator
set S(MM3) and relation set R(MM3). For the formal definitions of S(MM3) and R(MM3)
we refer to [KMS17, Section 4.1]. Note that the parameter p in the definition of G(MM3) in
[KMS17, Section 4.1] is set to be 2 in this paper.
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Intuitively, G(MM3) can simulate MM3 in the following sense. For each configuration
of MM3, there is a corresponding word in F (S(MM3)). In particular, if we denote the word
of the starting configuration of input n by w(n) and the word of the accept configuration
by w(a), then w(n) = w(a) in G(MM3) if and only if the input n is accepted by MM3.

The set S(MM3) contains involutary generators x(q0A0), x(q1A0), x(q1A0A1A2A3),
x(q0A0A1A2A3), A1, A2 and A3, and non-involutary generators aj, a′j for j = 1, 2, 3. In par-
ticularly, [x(t), x(s)] = e for any t, s ∈ {q0A0, q1A0, q1A0A1A2A3, q0A0A1A2A3} ([KMS17,
Relation (G1)]).

To formally define w(a) and w(n), we borrow more notations from [KMS17]. The
authors of [KMS17] define an operation on the elements of G(MM3) denoted by ~. For
every f ∈ G(MM3), they define

f ~ aj = f−1 f aj( f−1)
a−1

j f a′−1
j ,

and

f ~ Aj = [ f , Aj]

for j = 1, 2, 3. To simplify the notation, they denote (. . . (t1 ~ t2)~ . . .)~ tm by t1 ~ t2 . . . ~
tm and t1 ~ t2 ~ . . . ~ t2︸ ︷︷ ︸

n times

by t1 ~ t~n
2 . Then, for the starting configuration of input n, the

group element is

w(n) := x(q1A0)~ a~n
1 ~ A1 ~ A2 ~ A3.

In particular, w(0) := x(q1A0)~ A1 ~ A2 ~ A3. For the accept configuration, the group
element is

w(a) := x(q0A0)~ A1 ~ A2 ~ A3.

Note that by relation (G5a) and (G1) [KMS17, Page 334 - 335], we can conclude that
w(a) = x(q0A0A1A2A3), w(0) = x(q1A0A1A2A3), and w(a)2 = w(0)2 = [w(a), w(0)] = e.

We adapt the following theorem from [KMS17, Properties 3.1 and 3.2 and Theorem
4.3].

Theorem 5.2. Let X be a recursively enumerable set and MM3 be the Minsky machine that accepts
n if and only if n ∈ X. Then, the group G(MM3) is solvable, and in G(MM3), w(n) = w(a) if
and only if n ∈ X.

Note that for any 3-glass Minsky Machine, MM3, deterministic or non-deterministic, the
group G(MM3) is always solvable, as proved in [KMS17, Part (a) of Theorem 4.3]. About
the presentation of G(MM3), we adapt the following lemma from [Slo19, Lemma 42].

Lemma 5.3. Let G(MM3) be the group defined in Theorem 5.2. Then, G(MM3) is an extended
homogeneous linear-plus-conjugacy group. Furthermore, there is a presentation of G(MM3) as an
extended homogeneous linear-plus-conjugacy group in which the image of w(0)w(a) is one of the
involutary generators xj.
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5.3 An extension of Kharlampovich-Myasnikov-Sapir group

This section is devoted to proving the following proposition.

Proposition 5.4. Let r ∈ {2, 3, 5} be an integer that is the primitive root of infinitely many primes,
let p(n) be the n-th prime whose primitive root is r, and let X be a recursively enumerable set of
positive integers.

Then, there exists a finitely presented group H = 〈S : R〉, which has a generator t and an
involutary generator x, such that H/〈tp(n) = e〉 is sofic, and

x = e in H/〈tp(n) = e〉 ⇐⇒ n ∈ X. (1)

The existence of r follows [Mur88]. By being an involutary generator, we mean that
x2 = e in G.

To prove it, we first consider a 3-glass Minsky machine that can recognize a specific
recursively enumerable set.

Definition 5.5. Let X be a recursively enumerable set and r ∈ {2, 3, 5} be an integer that is the
primitive root of infinitely many primes. Denote the n-th prime whose primitive root is r by p(n).
The set PX,r is defined by

PX,r := {p(n) | n ∈ X}.
Claim 5.6. The set PX,r is recursively enumerable.

Proof. First notice that the set P of all the primes whose primitive root is r is computable.
We show PX,r is recursively enumerable by constructing a Turing machine TM that will
accept p(n) if p(n) ∈ PX,r.

Let TMX be the Turing machine that accepts n if and only if n ∈ X. By the definition of
recursively enumerable, when n /∈ X, TMX may reject it or work indefinitely long. Given
input q, TM first checks if q ∈ P. If q is not in P, it rejects q. If q is in P, TM also computes a
positive integer n such that q = p(n). Then TM runs TMX(n). Hence, TM can accept each
p ∈ PX,r in a finite amount of time.

Define MMMMMM3 to be the 3-glass Minsky machine that can recognize PX,r. Let G(MMMMMM3) =
〈SG : RG〉 be the KMS group of MMMMMM3. Then we show that the group G defined below is the
group H required in Proposition 5.4,

G :=
G(MMMMMM3) ∗ F ({t})

〈[t, a1] = [t, a′1] = e, t−1x(q1A0)t = x(q1A0)~ a1〉
. (2)

Note that

G ∼= 〈SG ∪ {t} : RG ∪ {[t, a1] = [t, a′1] = e, t−1x(q1A0)t = x(q1A0)~ a1}〉.
The proof of Proposition 5.4 is divided into three claims. The claims involve two new

related groups: Gp(n)(MMMMMM3) and Gp(n)(MMMMMM3), defined by

Gp(n)(MMMMMM3) =
G(MMMMMM3)

〈x(q1A0)~ a~p(n)
1 = x(q1A0)〉

,

Gp(n)(MMMMMM3) =
G

〈x(q1A0)~ a~p(n)
1 = x(q1A0)〉

.
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Claim 5.7. G/〈tp(n) = e〉 ∼= Gp(n)(MMMMMM3).

Proof. Notice that the sets of generators of G/〈tp(n) = e〉 and Gp(n)(MMMMMM3) are the same. The

only difference about the relations is that Gp(n)(MMMMMM3) has the relation x(q1A0)~ a~p(n)
1 =

x(q1A0) and G/〈tp(n) = e〉 has the relation tp(n) = e. We are going to show that these
two relations imply each other in the two groups. Then it implies that the two groups are
isomorphic.

We first show that tp(n) = e implies that x(q1A0) = x(q1A0)~ a~p(n)
1 in G/〈tp(n) = e〉.

To simplify the notation, we write v(0) = x(q1A0) and v(j) = x(q1A0)~ a~j
1 for all j ≥ 1.

By [KMS17, Lemma 4.1, Relation (G1) and Remark 4.2], we know that v(j)2 = e for all
j ≥ 0. Next we are going to prove that t−1v(n)t = v(n + 1) and t−nv(0)tn = v(n) by
induction. Assume t−1v(j)t = v(j + 1) and t−jv(0)tj = v(j) for all 1 ≤ j ≤ k. Then

t−1v(k)t =t−1v(k− 1)v(k− 1)a1v(k− 1)a−1
1 v(k− 1)a′−1

1 t

=t−1v(k− 1)tt−1v(k− 1)a1tt−1v(k− 1)a−1
1 tt−1v(k− 1)a′−1

1 t

=v(k)v(k)a1v(k)a−1
1 v(k)a′−1

1

=v(k + 1)

and

t−k−1x(q1A0)tk+1 = t−1t−kv(0)tkt = t−1v(k)t = v(k + 1),

where we use the fact that [t, a1] = [t, a′1] = e. Hence, we know tp(n) = e implies that

x(q1A0) = t−p(n)x(q1A0)tp(n) = x(q1A0)~ a~p(n)
1

in G/〈tp(n) = e〉.
On the other hand, x(q1A0)~ a~p(n)

1 = x(q1A0) implies that

t−p(n)x(q1A0)tp(n) = x(q1A0)

in Gp(n)(MMMMMM3). That is, tp(n) commutes with x(q1A0), a1 and a′1. Since the only element in
the intersection of the centralizers of x(q1A0), a1 and a′1 in G is e ([KMS17, Relations (G1),
(G5c) and (G7)]), we know that tp(n) = e, and the claim follows. Moreover, we can also
see that the natural homomorphism φ : G/〈tp(n) = e〉 → Gp(n)(MMMMMM3), is an isomorphism
between G/〈tp(n) = e〉 and Gp(n)(MMMMMM3).

For the next two claims, we construct a non-deterministic version of MMMMMM3, denoted by
MMMMMM

(p(n))
3 . Comparing to MMMMMM3, the machine MMMMMM

(p(n))
3 has additional states 2′, 3′, . . . p(n)′.

In addition to the commands of MMMMMM3, the new commands are

1; Add(1)→ 2′

i′; Add(1)→ (i + 1)′ for 2 ≤ i < p(n)
p(n)′; Add(1)→ 1.
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Claim 5.8. Let G(MMMMMM
(p(n))
3 ) be the KMS-group ofMMMMMM

(p(n))
3 . Then, Gp(n)(MMMMMM3) ≤ G(MMMMMM

(p(n))
3 )

and w(0) = w(a) in Gp(n)(MMMMMM3) if and only if n ∈ X.

Proof. First, we state some observations of G(MMMMMM
(p(n))
3 ). Based on [KMS17, Relation (G8)],

in G(MMMMMM
(p(n))
3 ) the relations involving x(q1A0) are

x(q1A0) = x(q2′A0)~ a1

x(qp(n)′A0)~ a1 = x(q1A0)

and the relations from G(MMMMMM3) involving x(q1A0). From the relations involving states
2′, 3′ . . . (p(n)− 1)′, we can further deduce that in G(MMMMMM

(p(n))
3 )

x(q1A0)~ a~p(n)
1 = x(q1A0).

Therefore, the sets of generators and relations of Gp(n)(MMMMMM3) are subsets of those of

G(MMMMMM
p(n)
3 ). So the mapping, φ, sending g ∈ Gp(n)(MMMMMM3) to g ∈ G(MMMMMM

(p(n))
3 ) is a homo-

morphism.
In G(MMMMMM

(p(n))
3 ),

w(0) = x(q1A0)~ A1 ~ A2 ~ A3

= x(q1A0)~ a~p(n)
1 ~ A1 ~ A2 ~ A3.

On the other hand, x(q1A0)~ ap(n)
1 ~ A1 ~ A2 ~ A3 = w(a) in G(MMMMMM

p(n)
3 ) if and only if

n ∈ X. Hence, w(0) = w(a) in G(MMMMMM
p(n)
3 ) if and only if n ∈ X. Under the homomor-

phism φ, the preimage of w(0)w(a) in Gp(n)(MMMMMM3) is w(0)w(a). Since w(0)2 = w(a)2 =

[w(0), w(a)] = e, we can see that in Gp(n)(MMMMMM3)

w(0)w(a) = e ⇐⇒ n ∈ X,

which completes the proof.

Claim 5.9. The group Gp(n)(MMMMMM3) is sofic.

Proof. By Claim 5.8, Gp(n)(MMMMMM3) is a subgroup of G(MMMMMM
(p(n))
3 ). Since G(MMMMMM

(p(n))
3 ) is

solvable by Theorem 5.2, so is Gp(n)(MMMMMM3).
Next, we will first show that Gp(n)(MMMMMM3) is an HNN-extension of Gp(n)(MMMMMM3). Con-

sider the subgroup H of Gp(n)(MMMMMM3) generated by x(q1A0), a1 and a′1. Let T be the normal
subgroup generated by x(q1A0) in H, then

H = T o 〈a1, a′1〉.

This is because every t ∈ T has order 2 but 〈a1, a′1〉 ∼= Z×Z ([KMS17, Relation (G1)]),
which implies that T ∩ 〈a1, a′1〉 = {e}, and that H/〈x(q1A0) = e〉 = 〈a1, a′1〉. Hence, every
h ∈ H can be written as tan

1 a′m1 for some t ∈ T and n, m.
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We consider the function φ : H → H defined by

φ(e) = e
φ(a1) = a1

φ(a′1) = a′1
φ(x(q1A0)) = x(q1A0)~ a1,

such that φ(tan
1 a′m1 ) = φ(t)φ(a1)

nφ(a′1)
m. We first prove φ is a homomorphism. From the

definition, we can see that φ(x(q1A0)
an

1 a′m1 ) = φ(x(q1A0))
an

1 a′m1 for all n, m, then for all t ∈ T,
φ(tan

1 a′m1 ) = φ(t)an
1 a′m1 . Consider two elements t1ar1

1 a′s1
1 and t2ar2

1 a′s2
1 where t1, t2 ∈ T, then

φ(t1ar1
1 a′s1

1 t2ar2
1 a′s2

1 ) = φ(t1ta
−r1
1 a

′−s1
1

2 ar1+r2
1 a′s1+s2

1 )

= φ(t1)φ(t2)
a
−r1
1 a

′−s1
1 φ(ar1+r2

1 a′s1+s2
1 )

= φ(t1)ar1
1 a′s1

1 φ(t2)ar2
1 a′s2

1

= φ(t1ar1
1 a′s1

1 )φ(t2ar2
1 a′s2

1 ).

Secondly, we will prove that φp(n) = 1 so that it is invertible, and hence injective. Based on
what we prove above, it suffices to make sure that φp(n) = 1 on the generators. The fact
that φp(n)(a1) = a1 and φp(n)(a′1) = a′1 follows from the definition. What is left to prove is

φp(n)(x(q1A0)) = x(q1A0)~ a~p(n)
1 .

Note that it is equivalent to prove that t−p(n)x(q1A0)tp(n) = x(q1A0)~ a~p(n)
1 , which is

proved in the proof of Claim 5.7. Then we know that φp(n)(x(q1A0)) = x(q1A0)~ a~p(n)
1 =

x(q1A0), and hence, φp(n) = 1 in H. The fact that φp(n) = 1 implies that φ is injective.
Because φ is injective and

Gp(n)(MMMMMM3) ∼=
Gp(n)(MMMMMM3) ∗ F ({t})

〈t−1a1t = φ(a1), t−1a′1t1 = φ(a′1), t−1x(q1A0)t = φ(x(q1A0))〉
,

we can conclude that Gp(n)(MMMMMM3) is an HNN-extension of Gp(n)(MMMMMM3). Since an HNN-
extension of a solvable group is sofic [CLP15, Proposition II.4.1], Gp(n)(MMMMMM3) is sofic.

In summary, the relations between G/〈tp(n) = e〉, Gp(n)(MMMMMM3), Gp(n)(MMMMMM3) and G(MMMMMM
(p(n))
3 )

are given in the diagram below.

G/〈tp(n) = e〉 Gp(n)(MMMMMM3) G(MMMMMM
(p(n))
3 )

Gp(n)(MMMMMM3)
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Proof of Proposition 5.4. It suffices to choose H = G, which is defined in eq. (2), t = t
and x = w(0)w(a). By the definition of G, x2 = e. Since Gp(n)(MMMMMM3) is embedded in
Gp(n)(MMMMMM3) (Claim 5.9), we know w(0)w(a) = e in Gp(n)(MMMMMM3) if and only if n ∈ X. By
Claim 5.7, we can further deduce that w(0)w(a) = e in G/〈tp(n) = e〉 if and only if n ∈ X.
Also, by Claim 5.7 and Claim 5.9, we know G/〈tp(n) = e〉 is sofic.

6 Membership problem of constant-sized commuting-operator
correlations

In this section and the next section, we’ll let K0 be the subfield of C generated by Q and
the roots of unity ωn for k, n ∈ Z.

This section is devoted to proving the Membership problem of Cs
qc(N, M) over K,

which is defined below, is coRE-complete.

Problem (Membership(N, N, M, M)s
K,qc). Given a correlation P ∈ KN2×M2

for some constants
N and M, decide if P ∈ Cs

qc(N, M).

We first present how to derive operator relations from correlations of certain forms.
Such relations are used in the proofs of Theorems 6.8 and 7.4. The main result of this
section is Theorem 6.9. In the proof of Theorem 6.9, we will embed a group of the form
G/〈tp = e〉 into Γ/〈(t1t2)

2p = e〉 following the general embedding procedure. To construct
a correlation that certifies the relations of Γ/〈(t1t2)

2p = e〉, we first show that there exists a
constant-sized correlation that can certify the relation (t1t2)

2p = e for any prime p.

6.1 Deriving operator relations from correlations

Quantum correlations can tell us some relations satisfied by the projectors and observables
with respect to the shared state. In this section, we list such observations, which include
what can be derived from the correlation P̃ associated with Γ(A). Such relations are
commonly used in the proofs of self-tests. Starting from this section, when we try to derive
the operator relations from a correlation, we work in the commuting-operator model.
About the notation, we omit the identity operator when it is applied by Alice or Bob. For
example, 〈ψ|P(k)

i · 1B|ψ〉 is written as 〈ψ|P(k)
i |ψ〉.

Proposition 6.1. Let |ψ〉 ∈ H be a quantum state, and {Pj | j ∈ [n]} and {Qj | j ∈ [n]} be two
commuting projective measurements onH for some n ≥ 2. If 〈ψ|PjQk|ψ〉 = 0 for all j 6= k ∈ [n],
then

Pj|ψ〉 = Qj|ψ〉

for each j ∈ [n].
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Proof. Fix j ∈ [n] and suppose that 〈ψ|PjQj|ψ〉 = xj for some xj ≥ 0. We first calculate the
norm of Pj|ψ〉, then the norm of Qj|ψ〉 follows easily.

‖Pj|ψ〉‖2 =〈ψ|Pj|ψ〉
=〈ψ|Pj( ∑

j∈[n]
Qj)|ψ〉

=xj + (n− 1) · 0 = xj.

From such calculations, we know

‖Pj|ψ〉‖ = ‖Qj|ψ〉‖ =
√

xj.

Then we will prove that Pj|ψ〉 = Qj|ψ〉.

‖Pj|ψ〉 −Qj|ψ〉‖2 = 〈ψ|(Pj −Qj)
2|ψ〉

= 〈ψ|P2
j |ψ〉+ 〈ψ|Q2

j |ψ〉 − 2〈ψ|PjQj|ψ〉
= xj + xj − 2xj = 0.

By the positivity of the vector norm, we know Pj|ψ〉 −Qj|ψ〉 = 0, and similarly for other
j ∈ [n].

If we view the subscript j as Alice and Bob’s answers, the condition of this proposition
implies that the correlation generated by (|ψ〉, {Pj | j ∈ [n]}, {Qj | j ∈ [n]}) is synchronous.

Proposition 6.2. Let |ψ〉 ∈ H be a quantum state, {P(k)
0 | k ∈ [mA]} and {P(k)

1 | k ∈ [mA]}
be two projective measurements on H, both of which commute with the projective measurement
{Q(l,l′) | l, l′ ∈ [mA]} onH. If

〈ψ|P(k)
0 Q(l,l′)|ψ〉 = 〈ψ|P(k′)

1 Q(l,l′)|ψ〉 = 0

for any k 6= l and k′ 6= l′, then

P(k)
0 P(k′)

1 |ψ〉 = P(k′)
1 P(k)

0 |ψ〉

for any k, k′ ∈ [mA].

Proof. The condition implies that the strategies

(|ψ〉, {P(k)
0 | k ∈ [mA]}, { ∑

l′∈[mA]

Q(k,l′) | k ∈ [mA]}),

(|ψ〉, {P(k′)
1 | k′ ∈ [mA]}, { ∑

l∈[mA]

Q(l,k′) | k′ ∈ [mA]})

both satisfy the condition of Proposition 6.2, so we can derive that

P(k)
0 |ψ〉 = ∑

l′∈[mA]

Q(k,l′)|ψ〉,

P(k′)
1 |ψ〉 = ∑

l∈[mA]

Q(l,k′)|ψ〉,
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for each k, k′ ∈ [mA]. Then we can calculate that

P(k)
0 P(k′)

1 |ψ〉 = P(k)
0 ∑

l∈[mA]

Q(l,k′)|ψ〉 = ∑
l∈[mA]

Q(l,k′)P(k)
0 |ψ〉

= ∑
l∈[mA]

Q(l,k′) ∑
l′∈[mA]

Q(k,l′)|ψ〉 = Q(k,k′)|ψ〉 = ∑
l′∈[mA]

Q(l′,k) ∑
l∈[mA]

Q(l,k′)|ψ〉

= P(k′)
1 ∑

l′∈[mA]

Q(l′,k)|ψ〉 = P(k′)
1 P(k)

0 |ψ〉,

for each k, k′ ∈ [mA], where we repeatedly use the two equations above and the fact that
the Alice and Bob’s projectors commute.

Lemma 6.3 (Substitution Lemma). Let |ψ〉 ∈ H be a quantum state. Suppose there exist
unitaries {V} ∪ {Vi | i ∈ [k]} ∪ {Mi | i ∈ [n]} onH commuting with {Ni | i ∈ [n]} onH such
that

Mi|ψ〉 = Ni|ψ〉

for each i ∈ [n], and

V|ψ〉 = ∏
i∈[k]

Vi|ψ〉.

Then,

V ∏
i∈[n]

Mi|ψ〉 =

∏
i∈[k]

Vi

∏
i∈[n]

Mi

 |ψ〉.
Proof. We prove this lemma by induction on n. The n = 0 case follows the condition that
V|ψ〉 = ∏i∈[k] Vi|ψ〉.

Assume the conclusion holds for j = m. Consider the case j = m + 1, then

V ∏
i∈[m+1]

Mi|ψ〉 = V

 ∏
i∈[m]

Mi

Mm|ψ〉 = V

 ∏
i∈[m]

Mi

Nm|ψ〉

= NmV

 ∏
i∈[m]

Mi

 |ψ〉 = Nm

∏
i∈[k]

Vi

 ∏
i∈[m]

Mi

 |ψ〉
=

∏
i∈[k]

Vi

 ∏
i∈[m]

Mi

Nm|ψ〉 =

∏
i∈[k]

Vi

 ∏
i∈[m+1]

Mi

 |ψ〉.
By the principle of inductive proof, the proof is complete.

Before we study the implication of P̃, we prove a fact about commuting projectors.
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Proposition 6.4. Let {Pi | i ∈ [n]} be a commuting set of projectors on H and |ψ〉 ∈ H. Then,
∏i∈[n] Pi|ψ〉 = |ψ〉 if and only if Pi|ψ〉 = |ψ〉 for each i ∈ [n].

Proof. First of all, if Pi|ψ〉 = |ψ〉 for each i ∈ [n], then it is easy to see that ∏i∈[n] Pi|ψ〉 = |ψ〉.
In the other direction, we can see that

‖P0|ψ〉 − ∏
0<l<n

Pl|ψ〉‖2 =〈ψ|P0|ψ〉+ 〈ψ| ∏
0<l<n

Pl|ψ〉 − 2〈ψ| ∏
i∈[n]

Pi|ψ〉

=〈ψ|P0|ψ〉+ 〈ψ| ∏
0<l<n

Pl|ψ〉 − 2.

Since ‖P0|ψ〉 −∏0<l<n Pl|ψ〉‖2 ≥ 0, 〈ψ|P0|ψ〉 ≤ 1, and 〈ψ|∏0<l<n Pl|ψ〉 ≤ 1, we know

P0|ψ〉 = |ψ〉 〈ψ| ∏
0<l<n

Pl|ψ〉 = 1.

Then we can repeat this process to conclude that Pi|ψ〉 = |ψ〉 for each i ∈ [n].

Lemma 6.5. For a binary linear system Axxx = 0, if a commuting-operator strategy

S = (|ψ〉 ∈ H, {{P(xxx)
i | xxx ∈ Zκ

2} | i ∈ [m]}, {{Q(xxx)
i | xxx ∈ Zκ

2} | i ∈ [m]})

can induce the correlation P̃, then there exist two commuting sets of binary observables {Mi,k | i ∈
[m], k ∈ Ii} and {Ni,k | i ∈ [m], k ∈ Ii} with respect to |ψ〉 such that

Mi,k|ψ〉 = Nj,k|ψ〉

for all i, j ∈ [m] and k ∈ Ii ∩ Ij,

Mi,k Mi,l|ψ〉 = Mi,l Mi,k|ψ〉,
Ni,kNi,l|ψ〉 = Ni,l Ni,k|ψ〉,

for all k, l ∈ Ii, and

∏
l∈Ii

Mi,l|ψ〉 = ∏
l∈Ii

Ni,l|ψ〉 = |ψ〉,

for all i ∈ [m].

Proof. Since P̃(xxx, yyy|i, j) = 0 for all yyy, when xxx /∈ Si, we know that P(xxx)
i |ψ〉 = 0 for all xxx /∈ Si.

Similarly, Q(yyy)
j |ψ〉 = 0 for all yyy /∈ Sj. We define

Mi,k = ∑
xxx∈Si :xxx(k)=0

P(xxx)
i − ∑

xxx∈Si :xxx(k)=1
P(xxx)

i

Nj,l = ∑
yyy∈Sj :yyy(l)=0

Q(xxx)
j − ∑

yyy∈Sj :yyy(l)=1
Q(xxx)

j ,

27



for all i, j ∈ [m] and k ∈ Ii, l ∈ Ij, and we can check that M2
i,k|ψ〉 = N2

j,l|ψ〉 = |ψ〉, and that
[Mi,k, Mi,l] = [Ni,k, Ni,l] = 1 for all i ∈ [m] and k, l ∈ Ii.

In the rest of the proof, we fix a question pair (i, j) and assume Ii ∩ Ij = {kl | l ∈ [α]}.
Define Πkl

= ∑xxx,yyy:xxx(kl)=yyy(kl)
P(xxx)

i Q(yyy)
j for each l ∈ [α]. The fact that

∑
xxx,yyy:xxx(kl)=yyy(kl) for all l

P̃(xxx, yyy|i, j) = 1

implies that 〈ψ|∏l∈[α] Πkl
|ψ〉 = 1. By the previous proposition, we know

Πkl
|ψ〉 = |ψ〉 for all l ∈ [α].

On the other hand, since Mi,kl
Nj,kl
|ψ〉 = 2Πkl

|ψ〉 − |ψ〉 = |ψ〉. we know that

‖Mi,kl
|ψ〉 − Nj,kl

|ψ〉‖2

=〈ψ|M2
i,kl
|ψ〉+ 〈ψ|N2

j,kl
|ψ〉 − 2〈ψ|Mi,kl

Nj,kl
|ψ〉

=1 + 1− 2 = 0,

which implies that Mi,kl
|ψ〉 = Nj,kl

|ψ〉 for all l ∈ [α].
For the last conclusion, notice that

∏
k∈Ii

Mi,k = ∑
xxx∈Si

(−1)∑k∈Ii
xxx(k)P(xxx)

i = ∑
xxx∈Si

P(xxx)
i .

Because ∑xxx/∈Si
P(xxx)

i = 0, we know

∏
k∈Ii

Mi,k|ψ〉 = ∑
xxx∈Si

P(xxx)
i |ψ〉+ ∑

xxx/∈Si

P(xxx)
i |ψ〉 = ∑

xxx∈Zκ
2

P(xxx)
i |ψ〉 = |ψ〉.

With similar reasoning, we can conclude that ∏l∈Ij
Nj,l|ψ〉 = |ψ〉 too.

This lemma implies that if a relation ∏l∈[n] xil ,kl
= e is embedded in Γ(A), then we can

repeatedly apply Lemma 6.3 to conclude that

∏
l∈[n]

Mil ,kl
|ψ〉 = ∏

l∈[n]
Nil ,kl
|ψ〉 = |ψ〉,

which is a key observation used in the proofs of Theorems 6.9 and 7.8.

6.2 The correlation C2p for D2p

Recall that, for a prime p, the Dihedral group of order 4p is defined by D2p = 〈t1, t2 :
t2
1 = t2

2 = (t1t2)
2p = e〉. In this section, we introduce a correlation C2p that can certify the

relation (t1t2)
2p = e. For this reason, we include symbols t1 and t2 in the input set I of C2p,

where

I := {0, 1, 2, t1, t2, (0, t1), (0, t2)}.
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To define C2p, we present a commuting-operator strategy inducing C2p, denoted by

S̃ = (|ψ̃〉, {{P̃(a)
x | x ∈ I} | a ∈ [8]}, {{Q̃(b)

y | y ∈ I} | b ∈ [8]}),

based on the left and right regular representations of D2p. The definitions of |ψ̃〉, P̃a
x and

Q̃b
y are given below.

Recall that the vector space

L2D2p = span({|(t1t2)
j〉, |t2(t1t2)

j〉 | j ∈ [2p]}),

and the left and right regular representations of D2p are L : D2p → U (L2D2p) and R :
D2p → U (L2D2p). We first define |ψ̃〉 := |e〉 ∈ L2D2p.

Next we define some idempotent elements of C[D2p].

π
(0)
0 =

1
2p ∑

j∈[2p]
(t1t2)

j (3)

π
(1)
0 =

1
2p ∑

j∈[2p]
(−1)j(t1t2)

j (4)

π
(2)
0 =

1
p ∑

j∈[2p]
cos(

jπ
p
)(t1t2)

j (5)

π
(3)
0 = e− π

(0)
0 − π

(1)
0 − π

(2)
0 . (6)

π
(0)
1 =

1
2

π
(2)
0 +

1
2p ∑

j∈[2p]
cos(

(j + 1/2)π
p

)t2(t1t2)
j (7)

π
(1)
1 = π

(2)
0 − π

(0)
1 (8)

π
(2)
1 = e− π

(2)
0 . (9)

π
(0)
2 =

1
2

π
(2)
0 +

1
2p ∑

j∈[2p]
sin(

(j + 1/2)π
p

)t2(t1t2)
j (10)

π
(1)
2 = π

(2)
0 − π

(0)
2 (11)

π
(2)
2 = e− π

(2)
0 . (12)

Then we define the projectors used by Alice and Bob.

• For the input 0,

P̃(a)
0 =

{
R(π(a)

0 ) if a ∈ [4]
0 otherwise;

Q̃(b)
0 =

{
L(π(b)

0 ) if b ∈ [4]
0 otherwise.
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• For the inputs x, y ∈ {1, 2},

P̃(a)
x =

{
R(π(a)

x ) if a ∈ [3]
0 otherwise;

Q̃(b)
y =

{
L(π(b)

y ) if b ∈ [3]
0 otherwise.

• For the inputs x, y ∈ {t1, t2}

P̃(a)
x =

{
R(e)+(−1)aR(x)

2 if a ∈ [2]
0 otherwise;

Q̃(b)
y =

{
L(e)+(−1)bL(y)

2 if b ∈ [2]
0 otherwise.

• For the inputs (0, x) and (0, y) with x, y ∈ {t1, t2}

P̃(a0,a1)
(0,x) = P̃(a0)

0 P̃(a1)
x with a0 ∈ [4], a1 ∈ [2],

Q̃(b0,b1)
(0,y) = Q̃(b0)

0 Q̃(b1)
y with b0 ∈ [4], b1 ∈ [2].

Note that the fact that P̃(a)
0 commutes with P̃(a)

x for x ∈ {t1, t2} follows from the observation
that

R(t1)R((t1t2)
j)R(t1) = R((t1t2)

−j) R(t2)R((t1t2)
j)R(t2) = R((t1t2)

−j)

for each j ∈ [2p]. With similar reasoning, we get that Q̃(b)
0 commutes with Q̃(b)

y for
y ∈ {t1, t2}.

Definition 6.6. The correlation C2p : I × I × [8]× [8]→ K0, is defined by

C2p(a, b|x, y) = 〈ψ̃|P̃(a)
x Q̃(b)

y |ψ̃〉.

Since C2p is induced by S̃, the next claim is immediate.

Claim 6.7. The correlation C2p is symmetric and in Cs
qc(7, 8).

The importance of C2p is summarized in the next theorem.

Theorem 6.8. If a commuting-operator strategy S = (|ψ〉, {M(a)
x }, {N(b)

y }) can induce C2p and
there exist unitaries UA and UB such that UA commutes with UB and all of Bob’s projectors, UB
commutes with all of Alice’s projectors, and

UAUB|ψ〉 = |ψ〉
(Nt1 Nt2)

2UB|ψ〉 = UB(Nt1 Nt2)
2r|ψ〉

(Mt1 Mt2)
2UA|ψ〉 = UA(Mt1 Mt2)

2r|ψ〉,
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where Mx = M(0)
x −M(1)

x and Ny = N(0)
y − N(1)

y for x, y ∈ {t1, t2} and r is a primitive root of
p, then

(Mt1 Mt2)
2p|ψ〉 = |ψ〉.

Before we prove Theorem 6.8, we present certain nonzero values of C2p, which will
help the proof.

For question 0.

C2p(a, b|0, 0) =


1

2p if a = b = 0 or a = b = 1
1
p if a = b = 2
p−2

p if a = b = 3

0 otherwise.

When Alice’s question is from {t1, t2} and Bob’s question is from {1, 2}, some of the
nonzero values of C2p(a, b|x, y) are summarized in the following table.

y = 1 y = 2
b = 0 b = 1 b = 0 b = 1

x = t1
a = 0 cos2(π/4p)

2p
sin2(π/4p)

2p
1−sin(π/2p)

4p
1+sin(π/2p)

4p

a = 1 sin2(π/4p)
2p

cos2(π/4p)
2p

1+sin(π/2p)
4p

1−sin(π/2p)
4p

x = t2
a = 0 cos2(π/4p)

2p
sin2(π/4p)

2p
1+sin(π/2p)

4p
1−sin(π/2p)

4p

a = 1 sin2(π/4p)
2p

cos2(π/4p)
2p

1−sin(π/2p)
4p

1+sin(π/2p)
4p

Table 1: The correlation for x ∈ {t1, t2} and y ∈ {1, 2}.

Note that in this case for a > 1 or b > 2, C2p(a, b|x, y) = 0.
When x, y ∈ {0, 1, 2}, the values of C2p(a, b|x, y) for a, b ∈ [3] are summarized in the

following table.
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x = 1 x = 2 x = 0
a = 0 a = 1 a = 2 a = 0 a = 1 a = 2 a = 2 a 6= 2

y = 1
b = 0 1

2p 0 0 1
4p

1
4p 0 1

2p 0
b = 1 0 1

2p 0 1
4p

1
4p 0 1

2p 0

b = 2 0 0 p−1
p 0 0 p−1

p 0 p−1
p

y = 2
b = 0 1

4p
1

4p 0 1
2p 0 0 1

2p 0
b = 1 1

4p
1

4p 0 0 1
2p 0 1

2p 0
b = 2 0 0 p−1

p 0 0 p−1
p 0 p−1

p

y = 0 b = 2 1
2p

1
2p 0 1

2p
1

2p 0 1
p 0

b 6= 2 0 0 p−1
p 0 0 p−1

p 0 p−1
p

Table 2: The correlation for x, y ∈ {0, 1, 2}.

When x ∈ {0, t1} and y = (0, t1) some values of C2p(a, b|x, y) are given in the table
below.

y = (0, t1)
b = (0, 0) b = (0, 1) b = (1, 0) b = (1, 1) b = (2, 0) b = (2, 1) b = (3, 0) b = (3, 1)

x = 0
a = 0 1

4p
1

4p 0 0 0 0 0 0
a = 1 0 0 1

4p
1

4p 0 0 0 0
a = 2 0 0 0 0 1

2p
1

2p 0 0

a = 3 0 0 0 0 0 0 p−2
2p

p−2
2p

x = t1
a = 0 1

4p 0 1
4p 0 1

2p 0 p−2
2p 0

a = 1 0 1
4p 0 1

4p 0 1
2p 0 p−2

2p

Table 3: The correlation when Alice’s questions are 0 and t1 and Bob’s question is (0, t1).

The correlation C2p(a, b|x, y) has similar values when x ∈ {0, t2} and y = (0, t2), when
x = (0, t1) and y ∈ {0, t1}, and when x = (0, t2) and y ∈ {0, t2}.

When x = (0, t1) and y = (0, t2), some of the values of C2p(a, b|x, y) are summarized in
the following table.

y = (0, t2)
b = (0, 0) b = (0, 1) b = (1, 0) b = (1, 1) b = (2, 0) b = (2, 1) b = (3, 0) b = (3, 1)

x = (0, t1)

a = (0, 0) 1
4p 0 0 0 0 0 0 0

a = (0, 1) 0 1
4p 0 0 0 0 0 0

a = (1, 0) 0 0 0 1
4p 0 0 0 0

a = (1, 1) 0 0 1
4p 0 0 0 0 0

a = (2, 0) 0 0 0 0 cos2(π/2p)
2p

sin2(π/2p)
2p 0 0

a = (2, 1) 0 0 0 0 sin2(π/2p)
2p

cos2(π/2p)
2p 0 0

a = (3, 0) 0 0 0 0 0 0 p−2
2p 0

a = (3, 1) 0 0 0 0 0 0 0 p−2
2p

Table 4: The correlation when Alice’s question is (0, t1) and Bob’s question is (0, t2).
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Proof of Theorem 6.8. In order to prove this theorem, we need to find a decomposition of
|ψ〉 as

|ψ〉 =
p−1

∑
j=1

(|ψj〉+ |ψ−j〉) + |ψ0〉+ |ψp〉+ |ψ2p〉+ |ψ3p〉,

where {|ψi〉} is an orthogonal set. Intuitively, this decomposition follows the decomposi-
tion of the regular representation of t1t2 into irreducible representations. The states |ψ0〉,
|ψp〉, |ψ2p〉 and |ψ3p〉 are in each of the 1-dimensional irreducible representations. For
1 ≤ j ≤ p− 1, |ψj〉 and |ψ−j〉 are in the 2-dimensional irreducible representation, in which

t1t2 7→
(

ω
j
2p 0

0 ω
−j
2p

)

Applying Proposition 6.2 to the values given in Table 3, we can get that

M(ax)
x M(a0)

0 |ψ〉 = N(a0,ax)
(0,ax)

|ψ〉 = M(a0)
0 M(ax)

x |ψ〉

for a0 ∈ [4], x ∈ {t1, t2} and ax ∈ [2].
Applying Proposition 6.1 to the values given in Table 4, we can get that

M(0,a1)
(0,t1)
|ψ〉 = N(0,a1)

(0,t2)
|ψ〉, (13)

M(1,a1)
(0,t1)
|ψ〉 = N(1,1−a1)

(0,t2)
|ψ〉 (14)

for each a1 ∈ [2], and that

M(a1)
t1

M(0)
0 |ψ〉 = N(0,a1)

(0,t2)
|ψ〉 = M(a1)

t2
M(0)

0 |ψ〉 (15)

M(a1)
t1

M(1)
0 |ψ〉 = N(1,1−a1)

(0,t2)
|ψ〉 = M(1−a1)

t2
M(1)

0 |ψ〉. (16)

Then we can define the first two sub-normalized states |ψ0〉 and |ψp〉, which are

|ψ0〉 := M(0)
t1

M(0)
0 |ψ〉, (17)

|ψp〉 := M(1)
t1

M(0)
0 |ψ〉. (18)

Define Mx := M(0)
x −M(1)

x and Ny := N(0)
y − N(1)

y for x, y = t1, t2. From Table 3 and their
definitions, we know that

‖|ψ0〉‖2 = ‖|ψp〉‖2 =
1

4p
, (19)

Mt1 |ψ0〉 = |ψ0〉, (20)
Mt1 |ψp〉 = −|ψp〉, (21)
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and hence 〈ψ0|ψp〉 = 0. By eqs. (15) and (16), we know

|ψ0〉 = M(0)
t2

M(0)
0 |ψ〉, (22)

|ψp〉 = M(1)
t2

M(0)
0 |ψ〉. (23)

The definition of Mt2 implies that

Mt2 |ψ0〉 = |ψ0〉, (24)
Mt2 |ψp〉 = −|ψp〉. (25)

Next, we define another two sub-normalized states |ψ2p〉 and |ψ3p〉, which are

|ψ2p〉 := M(1)
t1

M(1)
0 |ψ〉 (26)

|ψ3p〉 := M(0)
t1

M(1)
0 |ψ〉. (27)

Based on Table 3 and the definition of Mt1 we can see that

‖|ψ2p〉‖2 = ‖|ψ3p〉‖2 =
1

4p
, (28)

Mt1 |ψ2p〉 = −|ψ2p〉 (29)

Mt1 |ψ3p〉 = |ψ3p〉, (30)

By eqs. (15) and (16), we get that

|ψ2p〉 = M(0)
t2

M(1)
0 |ψ〉 (31)

|ψ3p〉 = M(1)
t2

M(1)
0 |ψ〉. (32)

Hence, by the definition of Mt2 , we get that

Mt2 |ψ2p〉 = |ψ2p〉 (33)

Mt2 |ψ3p〉 = −|ψ3p〉, (34)

and that

〈ψ2p|ψ3p〉 = 0. (35)

Also, notice that |ψ0〉, |ψp〉 are 1-eigenvectors of Mt1 Mt2 and |ψ2p〉, |ψ3p〉 are−1-eigenvectors
of Mt1 Mt2 , so

〈ψ0|ψ2p〉 = 〈ψ0|ψ3p〉 = 〈ψp|ψ2p〉 = 〈ψp|ψ3p〉 = 0. (36)

We can conclude that {|ψ0〉, |ψp〉, |ψ2p〉, |ψ3p〉} is an orthogonal set.
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Following [Fu19, Proposition 6.10], Tables 1 and 2 give us the correlations induced by
the following two strategies

S := (
M(2)

0 |ψ〉
‖M(2)

0 |ψ〉‖
, {{M(0)

x , M(1)
x } | x = 1, 2}, {{N(0)

y , N(1)
y } | y = t1, t2}),

S′ := (
M(2)

0 |ψ〉
‖M(2)

0 |ψ〉‖
, {{M(0)

x , M(1)
x } | x = t1, t2}, {{N(0)

y , N(1)
y } | y = 1, 2}).

Then we can define M2 := M(0)
2 −M(1)

2 and

|ψ1〉 =
1
2
(M(0)

1 − iM2M(1)
1 + iM2M(0)

1 + M(1)
1 )|ψ〉 (37)

|ψ−1〉 =
1
2
(M(0)

1 + iM2M(1)
1 − iM2M(0)

1 + M(1)
1 )|ψ〉. (38)

Following the proofs of [Fu19, Propositions 6.11, 6.12 and 6.13], we can conclude that

‖|ψ1〉‖2 = ‖|ψ−1〉‖2 =
1

2p
(39)

Mt1 Mt2 |ψ1〉 = ω2p|ψ1〉 (40)

Nt1 Nt2 |ψ1〉 = ω−1
2p |ψ1〉 (41)

Mt1 Mt2 |ψ−1〉 = ω−1
2p |ψ−1〉 (42)

Nt1 Nt2 |ψ−1〉 = ω2p|ψ−1〉. (43)

Using the unitaries UA and UB from the assumption of the theorem, we can define

|ψj〉 = (UAUB)
logr j|ψ1〉 |ψ−j〉 = (UAUB)

logr j|ψ−1〉. (44)

for j = 1, . . . , p− 1. Note that logr j = a implies that ra ≡ j (mod p). It is easy to see that
‖|ψj〉‖2 = ‖|ψ−j〉‖2 = 1/2p. Following the proof of [Fu19, Proposition 6.14], we can get
that

(Mt1 Mt2)
2|ψj〉 = ω

j
p|ψj〉

(Nt1 Nt2)
2|ψj〉 = ω

−j
p |ψj〉

(M11 Mt2)
2|ψ−j〉 = ω

−j
p |ψ−j〉

(Nt1 Nt2)
2|ψ−j〉 = ω

j
p|ψ−j〉.

It implies that |ψj〉 is an eigenvector of M1M2 of eigenvalue ω
j
2p or −ω

j
2p, and that |ψ−j〉 is

an eigenvector of M1M2 of eigenvalue ω
−j
2p or−ω

−j
2p for 1 ≤ j ≤ p− 1. By the orthogonality

between eigenvectors of different eigenvalues of a unitary, we know that

〈ψj|ψ−j〉 = 〈ψj|ψk〉 = 〈ψ−j|ψ−k〉 = 0 (45)
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for each 1 ≤ j 6= k ≤ p− 1.
Define

|ψ′〉 =
p−1

∑
j=1

(|ψj〉+ |ψ−j〉) + |ψ0〉+ |ψp〉+ |ψ2p〉+ |ψ3p〉. (46)

By the orthogonality relations and the norms of each subnormalized state, we can calculate
that ‖|ψ′〉‖ = 1. Moreover,

〈ψ|ψ′〉 =〈ψ|ψ0〉+ 〈ψ|ψp〉+ 〈ψ|ψ2p〉+ 〈ψ|ψ3p〉+
p−1

∑
j=1

(〈ψ|ψj〉+ 〈ψ|ψ−j〉)

=‖|ψ0〉‖2 + ‖|ψp〉‖2 + ‖|ψ2p〉‖2 + ‖|ψ3p〉‖2 + (p− 1)(〈ψ|ψ1〉+ 〈ψ|ψ−1〉)

=
1
p
+ (p− 1)(

1
2p

+
1

2p
) = 1,

where we use (UAUB)|ψ〉 = |ψ〉 and derivation in the proof of [Fu19, Proposition 6.14].
Therefore, we know |ψ〉 = |ψ′〉.

With the decomposition of |ψ〉, we can conclude that

(Mt1 Mt2)
2p|ψ〉

=(Mt1 Mt2)
2p(|ψ0〉+ |ψp〉+ |ψ2p〉+ |ψ3p〉+

p−1

∑
j=1

(|ψj〉+ |ψ−j〉)

=12p(|ψ0〉+ |ψp〉) + (−1)2p(|ψ2p〉+ |ψ3p〉) +
p−1

∑
j=1

(ω
2jp
2p |ψj〉+ ω

−2jp
2p |ψ−j〉)

=|ψ〉,

which completes the proof.

6.3 Proof of undecidability

Theorem 6.9. Let r ∈ {2, 3, 5} be an integer such that there are infinitely many primes whose
primitive root is r, let p(n) be the n-th prime whose primitive root is r, and let X be a recursively
enumerable set of positive integers.

Suppose that G = 〈S : R〉 is a finitely presented group, which has a generator t and an
involutary generator x such that

x = e in G/〈tp(n) = e〉 ⇐⇒ n ∈ X. (47)

Then, there exist a constant Mqc, which only depends on the presentation 〈S : R〉 of G and r, and a

family of correlations {Cn | n > 0} ⊂ K
M2

qc×82

0 such that Cn ∈ Cs
qc(Mqc, 8) if and only if n /∈ X.
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The existence of r follows from [Mur88]. The proof of Theorem 6.9 is broken into
several claims.

To construct Cn, we first extend G and embed it into a solution group. Define

D := 〈u, tD : u−1tDu = tr
D〉

K := (G ∗ D)/〈t = tD〉.

Note that

K/〈tp(n) = e〉 ∼=
(G/〈tp(n) = e〉) ∗ D

〈t = tD〉
,

which means that K/〈tp(n) = e〉 is the free product of G/〈tp(n) = e〉 and D with amalgama-
tion. Hence, G/〈tp(n) = e〉 is embedded in K/〈tp(n) = e〉 and x = e in K/〈tp(n) = e〉 if and
only if n ∈ X. Because of the relation t = tD, we can write t and tD as t in K/〈tp(n) = e〉
without any confusion.

Claim 6.10. There exist an oblivious solution group Γ and an injective homomorphism φ : K → Γ
such that φ(x) = x and φ(t) = (t1t2)

2. Moreover, Γ/〈(t1t2)
2p(n) = e〉 is oblivious, and in

Γ/〈(t1t2)
2p(n) = e〉,

x = e ⇐⇒ n ∈ X.

Proof. To construct the solution group Γ, wherein K is embedded, we follow Theorem 4.1
with a slight modification. The embedding takes two steps.

In the first step, we embed G in G′, which is defined below. Define S′ = {s1, s2 | s ∈
S} ∪ {x}, φ1 : F (S)→ F (S′) by φ1(s) = s1s2s1s2 for each s 6= x and φ1(x) = x, and

G′ = 〈S′ : {s2
1 = s2

2 = e | s ∈ S} ∪ R′ ∪ {x = x1x2x1x2}〉,

where R′ = {φ1(r)+ | r ∈ R}. In particular, if any r ∈ R involves x, in φ1(r)+, we replace x
by x1x2x1x2. Following the steps of Theorem 4.1, we embed D in D′, which has generators
tD,1 and tD,2 such that tD is embedded as (tD,1tD,2)

2.
In the second step, we follow the wagon wheel construction and construct an m0 × n0

binary linear system AGxxx = 0. Define IG,i = {k ∈ [n0] | AG(i, k) = 1} for i ∈ [m0]. Then
G′ is embedded in

Γ′(AG) =
G0 ∗ G1 ∗ . . . ∗ Gm0−1

〈PG〉
,

where

Gi = 〈{gi,k | k ∈ IG,i} : {g2
i,k, [gi,k, gi,k′ ], ∏

j∈IG,i

gi,j | k, k′ ∈ IG,i}〉.

We also follow the wagon wheel construction to construct an m1 × n1 binary linear system
ADyyy = 0. Define ID,i = {k ∈ [n1] | AD(i, k) = 1} for i ∈ [m1]. Then D′ is embedded in

Γ′(AD) =
H0 ∗ H1 ∗ . . . ∗ Hm1−1

〈PD〉
,
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where

Hi = 〈{hi,k | k ∈ ID,i} : {h2
i,k, [hi,k, hi,k′ ], ∏

j∈ID,i

hi,j | k, k′ ∈ IG,i}〉.

To define Γ, we need to define the following sets. The sets of the generators of Γ′(AG)
and Γ′(AD) are

G# =
⋃

i∈[m0]

{gi,k | k ∈ IG,i} (48)

H# =
⋃

i∈[m1]

{hi,k | k ∈ ID,i}. (49)

The set of words related to t and tD is

Pt = {gh, hg | g = t1 ∈ G#, h = tD,1 ∈ H#} ∪ {gh, hg | g = t2 ∈ G#, h = tD,2 ∈ H#}.

Then the solution group Γ is

Γ :=
Γ′(AG) ∗ Γ′(AD)

〈Pt〉
.

In other words,

Γ =
G0 ∗ G1 ∗ . . . ∗ Gm0−1 ∗ H0 ∗ . . . Hm1−1

〈PG ∪ PD ∪ Pt〉
.

In the construction of Γ, we effectively combine the two systems AGxxx = 0 and ADyyy = 0.
For simplicity, we define m := m0 + m1 and n := n0 + n1, then the new system is an m× n
binary linear system game Axxx = 0 where

A(i, k) = 1 ⇐⇒ (i < m0, AG(i, k) = 1) or (i ≥ m0, k ≥ n0, AD(i−m0, k− n0) = 1).

To show

Γ ∼= Γ′(A),

we can rewrite Γ as

Γ ∼=
G0 ∗ G1 ∗ . . . ∗ Gm0−1 ∗ Gm0 ∗ . . . Gm−1

〈PG ∪ PD ∪ Pt〉
,

where Gj
∼= Hj−m0 as we relabel the generator hj−m0,k as gj,k+n0 for j ≥ m0 and the sets PD

and Pt are adjusted accordingly.
Because G and D are embedded in Γ′(AG) and Γ′(AD) respectively and the relation

t = tD is enforced by 〈Pt〉, we can conclude that K is embedded in Γ and the injective
homomorphism is denoted by φ : K → Γ. The homomorphism φ induces the natural
homomorphism

φ′ : K/〈tp(n) = e〉 → Γ/〈(t1t2)
2p(n) = e〉
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by φ′(s) = φ(s). Next we show that φ′ is also injective.
We can embed Γ/〈(t1t2)

2p(n) = e〉 into a solution group denoted by Γ̂. The only
additional step after constructing AGxxx = 0 and ADyyy = 0 is to add equations for the
relation (t1t2)

2p(n) = e. We can apply the wagon wheel construction to the relation
(t1t2)

2p(n) = e to construct a linear system Atxxx = 0. Denote the combined linear system of
Atxxx = 0, AGxxx = 0 and ADxxx = 0 by Âxxx = 0. Then

Γ̂ = Γ′(Â) ∼=
Γ′(AG) ∗ Γ′(AD) ∗ Γ′(At)

〈P′t 〉
,

where P′t says all the generators of the three solution groups that equals t1 are equivalent
and all the generators of the three solution groups that equals t2 are equivalent Following
the same steps of embedding K, the group K/〈tp(n) = e〉 can also be embedded in Γ̂.

The commutation diagram is given below.

K/〈tp(n) = e〉 Γ/〈(t1t2)
2p(n) = e〉

Γ̂

φ′

The two injections in the diagram implies that φ′ is injective as well. We have shown that
x = e in K/〈tp(n) = e〉 ⇐⇒ n ∈ X, so

x = e in Γ/〈(t1t2)
2p(n) = e〉 ⇐⇒ n ∈ X.

What remains to prove is that Γ/〈(t1t2)
2p(n) = e〉 is also oblivious. The first step is to

prove that Γ is oblivious. Recall the definitions of G# and H∗ in eqs. (48) and (49), which
are associated with Γ′(AG) and Γ′(AD) respectively. The fact that Γ′(AG) and Γ′(AD) are
oblivious implies that for any g1, g2 ∈ G# ∪ {e}

g1g2 = e ∈ Γ′(AG) ⇐⇒ g1 = g2 = e or g1g2 ∈ PG,

and for any h1, h2 ∈ H# ∪ {e}

h1h2 = e ∈ Γ′(AD) ⇐⇒ h1 = h2 = e or h1h2 ∈ PD,

Then, in the free product of the two solution groups with amalgamation, which is Γ, for
any g ∈ G# and h ∈ H#,

gh = e in Γ ⇐⇒ g = t1, h = tD,1 or g = t2, h = tD,2;

otherwise, it is nontrivial by the free product. Define

OΓ := {e} t G# t H#,
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then, in Γ, for any g, h ∈ OΓ,

gh = e in Γ ⇐⇒ g = h = e or gh ∈ PG ∪ PD ∪ Pt.

Hence, Γ is oblivious.
By Lemma 4.3 we know Γ̂ = Γ′(Â) is also oblivious. For the new linear system Atxxx = 0,

we denote the set of newly introduced generators by T and denote the set of newly
introduced relations by P̂. For simplicity, we also write

PΓ = PG t PD t Pt.

The fact that Γ̂ is oblivious implies that for any g, h ∈ OΓ t T,

gh = e in Γ̂ ⇐⇒ g = h = e or gh ∈ PΓ t P̂

Considering that

(PΓ ∪ {(t1t2)
2p(n)}) ⊂ 〈PΓ t P̂〉

and that, for any g, h ∈ OΓ, gh = e in Γ/〈(t1t2)
2p(n)〉 implies that gh = e in Γ̂, we know

gh = e in Γ/〈(t1t2)
2p(n) = e〉 ⇐⇒ g = h = e or gh ∈ PΓ or gh = (t1t2)

2p(n).

So we can conclude that Γ/〈(t1t2)
2p(n) = e〉 is also oblivious.

Next, we construct the correlation Cn. For the linear system Axxx = 0, we define

Ii = {k ∈ [n] | A(i, k) = 1} for i ∈ [m];

and redefine

OΓ = {e} ∪
⋃

i∈[m]

{gi,k | A(i, k) = 1}.

Also, define

F := G0 ∗ . . . ∗ Gm−1 ∗ 〈gm : g4
m = e〉 ∗ 〈gm+1 : g3

m+1 = e〉 ∗ 〈gm+2 : g3
m+2 = e〉

We define O := OΓ ∪ {gm, gm+1, gm+2, (gm, t1), (gm, t2)}.
The correlations Cn : (O ∪ [m1]) × (O ∪ [m1]) × [8] × [8] → K0

4 are defined below.
Note that the size of Cn is fixed and independent of n. The constant Mqc in the statement
of Theorem 6.9 equals |O|+ m.

We first define a function f : F → C. For g ∈ F,

f (g) =


0 if g = x
1 if g = e or g ∈ PG ∪ PD ∪ Pt

0 otherwise.
4There is a bijection between O ∪ [m] and [|O|+ m]. For a better presentation of Cn and the following

proof, we work with O ∪ [m]
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The definition of Cn

Note that f can be extended to a homomorphism on C[F] linearly, so we can define Cn
based on f . When i, j ∈ [m],

Cn(xxx, yyy|i, j) = f ((∏
k∈Ii

e + (−1)xxx(k)gi,k

2
)(∏

l∈Ij

e + (−1)yyy(l)gj,l

2
)).

When i ∈ [m], g ∈ OΓ,

Cn(xxx, y|i, g) =

{
f ((∏k∈Ii

e+(−1)xxx(k)gi,k
2 )( e+(−1)yg

2 ) if y ∈ [2]
0 otherwise.

Cn(x, yyy|g, i) =

{
f (( e+(−1)xg

2 )(∏k∈Ii

e+(−1)yyy(k)gi,k
2 )) if x ∈ [2]

0 otherwise.

When g1, g2 ∈ OΓ,

Cn(x, y|g1, g2) =

{
f (( e+(−1)xg1

2 )( e+(−1)yg2
2 ) if x, y ∈ [2]

0 otherwise.

Recall the definitions of π
(a)
x in eq. (3) to eq. (12). When i ∈ {m, m + 1, m + 2} and h ∈ OΓ

Cn(x, y|gi, h) =


f (π(x)

i−m[
e+(−1)yh

2 ]) if i = m, x ∈ [4], y ∈ [2]

f (π(x)
i−m[

e+(−1)yh
2 ]) if i ∈ {m + 1, m + 2}, x ∈ [3], y ∈ [2]

0 otherwise .

Cn(x, y|h, gi) =


f ([ e+(−1)xh

2 ]π
(y)
i−m) if i = m, x ∈ [2], y ∈ [4]

f ([ e+(−1)xh
2 ]π

(y)
i−m) if i ∈ {m + 1, m + 2}, x ∈ [2], y ∈ [3]

0 otherwise .

When i ∈ {m1, m1 + 1, m1 + 2} and j ∈ [m]

Cn(x, yyy|gi, j) =


f (π(x)

i−m[∏k∈Ij

e+(−1)yyy(k)gj,k
2 ]) if i = m, x ∈ [4]

f (π(x)
i−m[∏k∈Ij

e+(−1)yyy(k)gj,k
2 ]) if i ∈ {m + 1, m + 2}, x ∈ [3]

0 otherwise,

Cn(xxx, y|j, gi) =


f ([∏k∈Ij

e+(−1)xxx(k)gj,k
2 ]π

(y)
i−m) if i = m, y ∈ [4]

f ([∏k∈Ij

e+(−1)xxx(k)gj,k
2 ]π

(y)
i−m) if i ∈ {m + 1, m + 2}, y ∈ [3],

0 otherwise.
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When g, h ∈ I′ = {gm, gm+1, gm+2, (gm, t1), (gm, t2)}, we define a function α : I′ → I by
α(gm) = 0, α(gm+1) = 1, α(gm+2) = 2, α((gm, t1)) = (0, t1) and α((gm, t2)) = (0, t2). Then,

Cn(x, y|g, h) = C2p(n)(x, y|α(g), α(h)).

When g ∈ {gm, gm+1, gm+2, (gm, t1), (gm, t2)} and h ∈ {g ∈ OΓ | g = t1 in Γ}

Cn(x, y|g, h) = C2p(n)(x, y|α(g), t1) Cn(x, y|h, g) = C2p(n)(x, y|t1, α(g)).

When g ∈ {gm, gm+1, gm+2, (gm, t1), (gm, t2)} and h ∈ {g ∈ OΓ | g = t2 in Γ}

Cn(x, y|g, h) = C2p(n)(x, y|α(g), t2) Cn(x, y|h, g) = C2p(n)(x, y|t2, α(g)).

Lastly, when i ∈ [m],

Cn(xxx, (y0, y1)|i, (gm, t1)) = f ([∏
k∈Ij

e + (−1)xxx(k)gj,k

2
]π

(y0)
0

e + (−1)y1t1

2
)

Cn((x0, x1), yyy|(gm, t1), i) = f (π(x0)
0

e + (−1)x1t1

2
[∏
k∈Ij

e + (−1)yyy(k)gj,k

2
])

for x0, y0 ∈ [4] and x1, y1 ∈ [2]. The values of Cn(xxx, (y0, y1)|i, (gm1 , t2)) and Cn((x0, x1), yyy|(gm1 , t2), i)
are defined analogously.

When g ∈ OΓ,

Cn(x, (y0, y1)|g, (gm, t1)) =

{
f ( e+(−1)xg

2 π
(y0)
0

e+(−1)y1 t1
2 ) if x ∈ [2]

0 otherwise;

Cn((x0, x1), y|(gm, t1), g) =

{
f (π(x0)

0
e+(−1)x1 t1

2
e+(−1)yg

2 ) if y ∈ [2]
0 otherwise;

for x0, y0 ∈ [4] and x1, y1 ∈ [2]. The values of Cn(x, (y0, y1)|g, (gm1 , t2)) and Cn((x0, x1), y|(gm1 , t2), g)
are defined analogously.

Claim 6.11. For each n, the correlation C′n : [m]× [m]× [8]× [8]→ K0 such that C′n(xxx, yyy|i, j) =
Cn(xxx, yyy|i, j) for any (i, j, xxx, yyy) ∈ [m]× [m]× [8]× [8] is a perfect correlation of Axxx = 0.

Proof. By the wagon wheel construction, we know that |Ii| = 3 and |Ii ∩ Ij| ≤ 1 for i 6= j in
LS(A, 0). So if i 6= j,

Cn(xxx, yyy|i, j) =


(1+(−1)

∑k∈Ii
xxx(k)

)(1+(−1)
∑k∈Ij

yyy(k)
)

64 if Ii ∩ Ij = ∅

4(−1)xxx(k)+yyy(k)+(1+(−1)
∑l∈Ii

xxx(l)
)(1+(−1)

∑l∈Ij
yyy(l)

)
64 if Ii ∩ Ij = {k},

where we have substituted in the definition of f . If i = j,

Cn(xxx, xxx|i, i) =
1 + (−1)∑k∈Ii

xxx(k)

8
.
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It is easy to see that, when i = j

∑
xxx∈Z3

2

Cn(xxx, xxx|i, i) = 4 · 1
4
= 1 = ∑

xxx∈Si

Cn(xxx, xxx|i, i),

when Ii ∩ Ij = ∅

∑
xxx∈Si

∑
yyy∈Sj

Cn(xxx, yyy|i, j) = 16 · 1
16

= 1,

and when Ii ∩ Ij = {k}

∑
xxx∈Si,yyy∈Sj,xxx(k)=yyy(k)

Cn(xxx, yyy|i, j) = 4 · 2 · 1
8
= 1,

which completes the proof.

We extend α : I′ → I to α : I′ ∪ {t1, t2} → I by setting α(t1) = t1 and α(t2) = t2.

Claim 6.12. When x, y ∈ I′ ∪ {t1, t2},

Cn(a, b|x, y) = C2p(a, b|α(x), α(y))

for all n and a, b ∈ [8].

Proof of Theorem 6.9

Proof. When n ∈ X, assume Cn ∈ Cs
qc(Mqc, 8). Then there exists an commuting-operator

inducing strategy

S = (|ψ〉, {{M(x)
g | x ∈ [8]} | g ∈ O ∪ [m]}, {{N(x)

g | x ∈ [8]} | g ∈ O ∪ [m]}).

From the correlation, we know that for each g ∈ OΓ and x > 1,

M(x)
g |ψ〉 = N(x)

g |ψ〉 = 0.

Then we can construct the observable for each g ∈ OΓ. Define M(g) := M(0)
g −M(1)

g and

N(g) := N(0)
g − N(1)

g for each g ∈ OΓ. Then

M(g)2|ψ〉 = (M(0)
g + M(1)

g )|ψ〉 = ∑
j∈[8]

M(j)
g |ψ〉 = |ψ〉

N(g)2|ψ〉 = (N(0)
g + N(1)

g )|ψ〉 = ∑
j∈[8]

N(j)
g |ψ〉 = |ψ〉.

Moreover, we know that 〈ψ|M(x)|ψ〉 = 0.
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Since S can induce a perfect correlation of Axxx = 0 (Claim 6.11), by Lemmas 6.3 and 6.5,
we know that, for g, g′ ∈ OΓ,

〈ψ|M(g)M(g′)|ψ〉 = 1 ⇐⇒ gg′ ∈ PG ∪ PD ∪ Pt.

Since D is embedded in Γ, assuming φ(u) = (u1u2)
2, we know

(M(t1)M(t2))
2(M(u1)M(u2))

2|ψ〉 = (M(u1)M(u2))
2(M(t1)M(t2))

2r|ψ〉
(N(t1)N(t2))

2(N(u1)N(u2))
2|ψ〉 = (N(u1)N(u2))

2(N(t1)N(t2))
2r|ψ〉.

Define UA = (M(u1)M(u2))
2 and UB = (N(u1)N(u2))

2, then these two unitaries satisfy
the conditions of Theorem 6.8. Considering that S can induce C2p(n) as shown in Claim 6.12,
we can use Theorem 6.8 to conclude that

(M(t1)M(t2))
2p(n)|ψ〉 = |ψ〉.

By [CLS17, Lemma 8], we know that there exists a Hilbert space H0, such that for
g, g′ ∈ OΓ,

(M(g)|H0)
2 = 1H0

M(g)|H0 M(g′)|H0 = 1H0 ⇐⇒ gg′ ∈ PG ∪ PD ∪ Pt,

where M(g)|H0 denotes the linear operator for the actions of M(g) restricted to H0, and
that

(M(t1)|H0 M(t2)|H0)
2p(n) = 1H0 .

Hence, φ : Γ/〈(t1t2)
2p(n) = e〉 → U (H0) defined by φ(g) = M(g)|H0 is a representation

of Γ/〈(t1t2)
2p(n) = e〉. However, by Claim 6.10, when n ∈ X, x = e in Γ/〈(t1t2)

2p(n) = e〉.
By the construction of H0, we know M(x)|ψ〉 6= |ψ〉, so φ(x) = M(x)|H0 6= 1H0 , which
contradicts the fact that φ is a homomorphism. Hence, Cn is not in Cs

qc(Mqc, 8).
When n ∈ X, by Claim 6.10, x 6= e in Γ/〈(t1t2)

2p(n) = e〉. We can construct a strategy
based on the left and right regular representations of Γ/〈(t1t2)

2p(n) = e〉, denoted by L
and R respectively.

The shared state is |e〉 ∈ `2Γ/〈(t1t2)
2p(n) = e〉. The projectors are the following. For

question g ∈ OΓ, Alice and Bob’s projectors are

P̃(x)
g =

{
R(e)+(−1)xR(g)

2 if x ∈ [2]
0 otherwise,

Q̃(y)
g =

{
L(e)+(−1)yL(g)

2 if y ∈ [2]
0 otherwise.

For question i ∈ [m], Alice and Bob’s projectors are

P̃(xxx)
i = ∏

k∈Ii

R(e) + (−1)xxx(k)R(gi,k)

2
,

Q̃(xxx)
i = ∏

k∈Ii

L(e) + (−1)xxx(k)L(gi,k)

2
.
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For question gm, Alice and Bob’s projectors are

P̃(a)
gm =

{
R(π(a)

0 ) if a ∈ [4]
0 otherwise,

Q̃(a)
gm =

{
L(π(a)

0 ) if a ∈ [4]
0 otherwise,

where π
(a)
0 are defined in eq. (3) to eq. (6). For questions gm+1 and gm+2, Alice and Bob’s

projectors are

P̃(a)
gm+1 = R(π(a)

1 ) P̃(a)
gm+2 = R(π(a)

2 )

Q̃(a)
gm+1 = L(π(a)

1 ) Q̃(a)
gm+2 = L(π(a)

2 ),

for a ∈ [3], otherwise, P̃(x)
gm+1 = Q̃(x)

gm+1 = P̃(x)
gm+2 = Q̃(x)

gm+2 = 0. The elements π
(a)
x are defined

in eq. (7) to eq. (12). For question (gm, t1) and (gm, t2), Alice and Bob’s projectors are

P̃(a0,x1)
(gm,t1)

= P̃(a0)
gm P̃(a1)

t1
P̃(a0,x1)
(gm,t2)

= P̃(a0)
gm P̃(a1)

t2

Q̃(b0,b1)
(gm,t1)

= Q̃(b0)
gm Q̃(b1)

t1
Q̃(b0,b1)

(gm,t2)
= Q̃(b0)

gm P̃(b1)
t2

,

for a0, b0 ∈ [4] and a1, b1 ∈ [2]. So the inducing commuting-operator strategy of Cn is

Sqc = (|e〉, {{P̃(a)
x | a ∈ [8]} | x ∈ O ∪ [m]}, {{Q̃(b)

y | b ∈ [8]} | y ∈ O ∪ [m]}).

To see that Sqc can induce a perfect correlation of the Axxx = 0, we can use the fact that

〈e|R(gi,k)L(gj,l)|e〉 = 〈e|gj,lgi,k〉 = 1 ⇐⇒ gj,lgi,k ∈ PG ∪ PD ∪ Pt.

To see that Sqc can induce the correlation C2p(n), we can use the fact that D2p(n) ≤
Γ/〈(t1t2)

2p(n) = e〉.

Corollary 6.13. There exist constants N0 and M0 such that, for any N ≥ N0 and M ≥ M0,
(Membership(N, N, M, M)s

K0,qc)is coRE-complete.

Proof. By Proposition 5.4, the group G defined in eq. (2) satisfies the conditions of Theo-

rem 6.9. Then, there exists a constant N0 and a set of correlations {Cn} ⊂ K
N2

0×82

0 such that
Cn ∈ Cs

qc(N0, 8) if and only if n /∈ X. So, the membership problem of Cs
qc(N0, 8) over K0 is

coRE-hard.
On the other hand, it is known that Section 7 is in coRE [NPA08]. Hence, (Membership(N,

N, M, M)s
K0,qc) is coRE-complete for N ≥ N0 and M ≥ 8.
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7 Membership problem of constant-sized quantum-approximable
correlations

This section is devoted to proving the Membership problem of Cs
qa(N, M) over K, defined

below, is coRE-hard.

Problem (Membership(N, N, M, M)s
K,qa). Given a correlation P ∈ KN2×M2

for some constants
N and M, decide if P ∈ Cs

qa(N, M).

We study the hardness of this problem by studying a problem with equivalent hardness.

Problem (Intersection(N, N, M, M)s
K,qa). Given a set of correlations F ⊂ KN2×M2

such that
|F| = K for some constants N, M and K, decide if F ∩ Cs

qa(N, M) 6= ∅.

Proposition 7.1. For fixed constants N and M, (Intersection(N, N, M, M)s
K,qa) is as hard as

(Membership(N, N, M, M)s
K,qa).

Proof. If we have a decider Dm for (Membership(N, N, M, M)s
K,qa), we can use it to con-

struct a decider Di for (Intersection(N, N, M, M)s
K,qa) in the following way. Given a set of

correlations F, Di runs Dm In parallel for each member of F and accepts only if one of the
members of F is in Cs

qa(N, M). Since there are only a constant-number of members of F,
the overhead is constant.

If we have a decider D′i for (Intersection(N, N, M, M)s
K,qa), we can use it to construct a

decider D′m for (Membership(N, N, M, M)s
K,qa) in the following way. Given a correlation

P, D′m passes {P} as the input to D′i and accepts P only if D′i accepts. Again, the overhead
is constant. Hence, under Karp reduction, the two problems have equivalent hardness.

The main result of this section is Theorem 7.8. In the proof of Theorem 7.8, we will
embed a group of the form G/〈tp = e〉 into Γ/〈(t1t2)

p = e〉 following the f a∗-embedding
procedure. To construct a correlation that certifies the relations of Γ/〈(t1t2)

p = e〉, we first
show that there exists a constant-sized correlation that can certify the relation (t1t2)

p = e
for any prime p.

7.1 The correlation Cp for Dp

Recall that, for a prime p, the Dihedral group of order 2p is defined by Dp = 〈t1, t2 : t2
1 =

t2
2 = (t1t2)

p = e〉. In this section, we introduce a correlation Cp that can certify the relation
(t1t2)

p = e. For this reason, we include symbols t1 and t2 in the input set I of Cp, where

I := {0, 1, 2, t1, t2, (0, t1), (0, t2)}.

The correlation Cp : I × I × [6]× [6] → K0 is defined by a commuting-operator strategy.
Note that Cp is different from C2p because the structure of the regular representation of
t1t2 in Dp is different in D2p.
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The inducing strategy of Cp is denoted by

S̃ = (|ψ̃〉, {{P̃(a)
x | x ∈ I} | a ∈ [6]}, {{Q̃(b)

y | y ∈ I} | b ∈ [6]}).

Recall that the vector space

L2Dp = span({|(t1t2)
j〉, |t2(t1t2)

j〉 | j ∈ [p]})

The inducing strategy is based on the left and right regular representations of Dp, which
are L : Dp → U (L2Dp) and R : Dp → U (L2Dp).

We first define |ψ̃〉 := |e〉. Next we define some idempotent elements of C[Dp].

π
(0)
0 =

1
p ∑

j∈[p]
(t1t2)

j (50)

π
(1)
0 =

2
p ∑

j∈[p]
cos(

2jπ
p

)(t1t2)
j (51)

π
(2)
0 = e− π

(0)
0 − π

(1)
0 (52)

π
(0)
1 =

1
2

π
(1)
0 +

1
p ∑

j∈[p]
cos(

(2j + 1)π
p

)t2(t1t2)
j (53)

π
(1)
1 = π

(1)
0 − π

(0)
1 (54)

π
(2)
1 = e− π

(1)
0 (55)

π
(0)
2 =

1
2

π
(1)
0 +

1
p ∑

j∈[p]
sin(

(2j + 1)π
p

)t2(t1t2)
j (56)

π
(1)
2 = π

(1)
0 − π

(0)
2 (57)

π
(2)
2 = e− π

(1)
0 . (58)

Then we define the projectors used by Alice and Bob.

• For the input 0,

P̃(a)
0 =

{
R(π(a)

0 ) if a ∈ [3]
0 otherwise;

Q̃(b)
0 =

{
L(π(b)

0 ) if b ∈ [3]
0 otherwise.

• For the inputs x, y ∈ {1, 2},

P̃(a)
x =

{
R(π(a)

x ) if a ∈ [3]
0 otherwise;

Q̃(b)
y =

{
L(π(b)

y ) if b ∈ [3]
0 otherwise.
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• For the inputs x, y ∈ {t1, t2}

P̃(a)
x =

{
R(e)+(−1)aR(x)

2 if a ∈ [2]
0 otherwise;

Q̃(b)
y =

{
L(e)+(−1)bL(y)

2 if b ∈ [2]
0 otherwise.

• For the inputs (0, x) and (0, y) with x, y ∈ {t1, t2}

P̃(a0,a1)
(0,x) = P̃(a0)

0 P̃(a1)
x with a0 ∈ [3], a1 ∈ [2],

Q̃(b0,b1)
(0,y) = Q̃(b0)

0 Q̃(b1)
y with b0 ∈ [3], b1 ∈ [2].

Note that the fact that P̃(a)
0 commutes with P̃(a)

x for x ∈ {t1, t2} follows from the observation
that

R(t1)R((t1t2)
j)R(t1) = R((t1t2)

−j) R(t2)R((t1t2)
j)R(t2) = R((t1t2)

−j)

for each j ∈ [p]. With similar reasoning, we get that Q̃(b)
0 commutes with Q̃(b)

y for y ∈
{t1, t2}.

Definition 7.2. The correlation Cp : I × I × [6]× [6]→ K0, is defined by

Cp(a, b|x, y) = 〈ψ̃|P̃(a)
x Q̃(b)

y |ψ̃〉.

Since Cp is induced by S̃, the next claim is immediate.

Claim 7.3. The correlation Cp is in Cs
qc(7, 6).

The importance of Cp is summarized in the following theorem.

Theorem 7.4. If a commuting-operator strategy S = (|ψ〉, {M(a)
x }, {N(b)

y }) can induce Cp and
there exist unitaries UA and UB such that UA commutes with UB and all of Bob’s projectors, UB
commutes with all of Alice’s projectors, and

UAUB|ψ〉 = |ψ〉
(Nt1 Nt2)UB|ψ〉 = UB(Nt1 Nt2)

r|ψ〉
(Mt1 Mt2)UA|ψ〉 = UA(Mt1 Mt2)

r|ψ〉,

where Mx = M(0)
x −M(1)

x and Ny = N(0)
y − N(1)

y for x, y ∈ {t1, t2} and r is a primitive root of
p, then

(Mt1 Mt2)
p|ψ〉 = |ψ〉.
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The proof of this theorem is very similar to that of Theorem 6.8. The basic idea is to find
a decomposition of |ψ〉 as |ψ〉 = ∑

p
j=0 |ψj〉, where |ψj〉 is an eigenvector of Mt1 Mt2 with

eigenvalue ω
j
p. Intuitively, |ψ0〉 and |ψp〉 are in the 1-dimensional irreducible representation

of Dp, and |ψj〉 and |ψp−j〉 are in the 2-dimensional irreducible representation of Dp, in
which

t1t2 7→
(

ω
j
p 0

0 ω
−j
p

)
for 1 ≤ j ≤ (p− 1)/2. The proof of this theorem can be found in Appendix A.

7.2 Approximation tools

In the next subsection, we need some approximation techniques to construct an approxi-
mate strategy of a quantum correlation based on some approximation representation of a
group. Therefore, we first present these techniques in this subsection.

We work with the normalized Hilbert-Schmidt norm and the operator norm of a linear
operator. For a matrix M ∈ L(Cd) for some integer d ≥ 1, its normalized trace is T̃r(M) =
Tr(M)/d; its normalized Hilbert-Schmidt norm is

‖M‖ =
√

Tr(M†M)

d
;

and its operator norm is

‖M‖op = sup
|ψ〉∈Cd,‖|ψ〉‖=1

‖M|ψ〉‖.

The fundamental relations between the normalized Hilbert-Schmidt norm and the operator
norm that we use in this paper is summarized in the following lemma, for which we omit
the proof.

Lemma 7.5. For A, B ∈ L(Cd),

|T̃r(A)| ≤ ‖A‖
‖A + B‖ ≤ ‖A‖+ ‖B‖
‖AB‖ ≤ ‖A‖op‖B‖
‖BA‖ ≤ ‖B‖‖A‖op

‖AB‖op ≤ ‖A‖op‖B‖op

‖A‖ ≤ ‖A‖op ≤
√

d‖A‖.

In the next proposition, we first show that any unitary can be approximated by another
unitary of integer order.

Proposition 7.6. For any integer n ≥ 2 and any diagonal unitary matrix U, there is a diagonal
matrix D such that Dn = 1 and

‖U − D‖2 ≤ (
1
n
+

1
n2 )‖U

n − 1‖2.
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Proof. Suppose the i-th entry on the diagonal of U is eiθ with θ ∈ [0, 2π). Choose an integer
k such that |θ − 2kπ/n| = µ ≤ π/n. We will first show that

‖eiθ −ωk
n‖2 ≤ (

1
n
+

1
n2 )‖e

inθ − 1‖2.

By the definition of the normalized Hilbert-Schmidt norm, the proposition follows.
It can be calculated that

‖eiθ − ei2kπ/n‖2 = (cos(θ)− cos(2kπ/n))2 + (sin(θ)− sin(2kπ/n)))2

= 2− 2 cos(θ − 2kπ/n) = 2− 2 cos(µ)

‖einθ − 1‖2 = (cos(nθ)− 1)2 + sin(nθ)2

= 2− 2 cos(nµ).

Define function

f (x) = (
1
n
+

1
n2 )(1− cos(nx))− (1− cos(x)).

We will show that f (x) ≥ 0 when x ∈ [0, π/n]. Taking its first and second derivatives, we
get

f ′(x) = (1 +
1
n
) sin(nx)− sin(x)

f ′′(x) = (n + 1) cos(nx)− cos(x).

First notice that

f ′(x) =
1
n

sin(nx) + 2 cos(
(n + 1)x

2
) sin(

(n− 1)x
2

),

so f ′(x) ≥ 0 when x ∈ [0, π/(n + 1)] and we need to study the behaviour of f ′′(x) on
[π/(n + 1), π/n]. When x ∈ [π/(n + 1), π/n], cos(nx) < 0 but cos(x) > 0 so f ′′(x) < 0.
and f ′(x) is monotonically decreasing on [π/(n + 1), π/n]. Since,

f ′(
π

n
) = − sin(π/n) < 0.

we know f (x) is increasing on [0, x0) and decreasing on [x0, π/n] for some x0 ∈ (π/(n +
1), π/n). Hence, to show f (x) ≥ 0, it suffices to check f (0) and f (π/n),

f (0) = 0,

f (π/n) = 2(
1
n
+

1
n2 )− (1− cos(π/n)) ≥ 2n + 2

n2 − π2

2n2 ≥ 0,

which is because 2n + 2 ≥ 6 and π2/2 < 5, and we complete the proof.

Proposition 7.7. Let {Pi | i ∈ [n]} ⊂ L(Cd) be a set of matrices such that

‖Pi‖op ≤ c ‖P2
i − Pi‖ ≤ ε ‖PiPj‖ ≤ ε ∑

i∈[n]
Pi = 1,

for i, j ∈ [n] and i 6= j and a constant c. Then, there is a projective measurement {Πi | i ∈ [n]} ⊂
L(Cd) such that ‖Πi − Pi‖ ≤ (cn)2n−1ε for all i ∈ [n].
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Proof. From the conditions, we know that

‖Pn
i − Pi‖ ≤

n−1

∑
j=1
‖Pj+1

i − Pj
i ‖ ≤

n−1

∑
j=1
‖P2

i − Pi‖‖P
j−1
i ‖op ≤ cn−1ε,

for any i ∈ [n], and for any (j0, j1, . . . , jn−1) with l ∈ [n− 1] such that jl 6= jl+1,

‖∏
k∈[n]

Pjk‖ ≤ ∏
k∈[l]
‖Pjk‖op‖Pjl Pjl+1‖ ∏

l+1<k<n
‖Pjk‖op ≤ cn−2ε

Let O = ∑i∈[n] ωi
nPi, then

‖O‖op ≤ ∑
i∈[n]
|ωi

n|‖Pi‖op ≤ cn,

‖Oj − ∑
i∈[n]

ω
ji
n Pi‖

=‖ ∑
i0,...ij−1∈[n]

ω
∑k∈[j] ik
n ∏

k∈[j]
Pik

− ∑
i∈[n]

ω
ji
n Pi‖

≤[(nj − n)cn−2 + ncn−1]ε ≤ njcn−1ε,

and in particular

‖On − 1‖ ≤ nncn−1ε.

By the previous proposition, we can construct a unitary Ô such that Ôn = 1 and

‖Ô−O‖ ≤
√

n + 1
n
‖On − 1‖ ≤

√
n + 1(cn)n−1ε.

Then it can be checked that

‖Ôj −Oj‖ ≤ ∑
k∈[j−1]

‖Ô‖k
op‖Ô−O‖‖O‖j−k−1

op ≤ (cn)j‖Ô−O‖.

Define

Πi =
1
n ∑

j∈[n]
ω
−ij
n Ôj

for each i ∈ [n]. Then, by the definition of Ô, we know {Πi | i ∈ [n]} is a projective
measurement. We can further calculate that

‖Πi − Pi‖ ≤
1
n
‖ ∑

j∈[n]
ω
−ij
n (Ôj −Oj)‖+ 1

n
‖ ∑

j∈[n]
ω
−ij
n (Oj − ∑

k∈[n]
ω

jk
n Pk)‖

≤ 1
n ∑

j∈[n]
(cn)j‖Ô−O‖+ 1

n ∑
j∈[n]

njcn−1ε

≤(cn)2n−1ε,

for each i ∈ [n].
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7.3 Proof of undecidability

Theorem 7.8. Let r ∈ {2, 3, 5} be an integer such that there are infinitely many primes whose
primitive root is r, let p(n) be the n-th prime whose primitive root is r, and let X be a recursively
enumerable set of positive integers.

Suppose G = 〈S : R〉 is an extended homogeneous linear-plus-conjugacy group, which has a
generator t and an involutary generator x such that G/〈tp(n) = e〉 is sofic and

x = e in G/〈tp(n) = e〉 ⇐⇒ n ∈ X. (59)

Then, there exist constants Nqa and Mqa, which only depend on the presentation of G and r, and a

family of sets of correlations {Fn | n > 0} where Fn = {Cn,i | i ∈ [Nqa]} ⊂ K
M2

qa×82

0 such that
Fn ∩ Cs

qa(Mqa, 8) = ∅ if and only if n ∈ X.

The proof of Theorem 7.8 is based on the f a∗-embedding procedure introduced in
Propositions 4.9 and 4.10. and we first prove several claims leading to the proof.

To define Fn, we first extend G and embed it into a solution group. Define

D := 〈u, tD : u−1tDu = tr
D〉

K := (G ∗ D)/〈t = tD〉.

Claim 7.9. K/〈tp(n) = e〉 is sofic and G/〈tp(n) = e〉 is embedded in K/〈tp(n) = e〉 such that

x = e in K/〈tp(n) = e〉 ⇐⇒ n ∈ X.

Proof. We first prove that D is sofic. First note that 〈t1, t2 : t2
1 = t2

2 = e〉 ∼= Z2 ∗Z2, which
is solvable because Z2 is abelian. Next, we show that D is an HNN-extension of Z2 ∗Z2.
Define φ : Z2 ∗Z2 → Z2 ∗Z2 by

φ(t1t2) = (t1t2)
r,

φ(t2) = t2.

Then, we can deduce that φ(t1) = φ(t1t2t2) = (t1t2)
r−1t1. It can be checked that

φ(t1) =


t1t2t1 if r = 2
t1(t2t1t2)t1 if r = 3
t1(t2(t1(t2t1t2)t1)t2)t1 if r = 5,

which implies that φ(t1)
2 = φ(t2)

2 = e. So φ is an isomorphism of Z2 ∗ Z2. Since
D ∼= 〈Z2 ∗Z2, u : u−1t1u = φ(t1), u−1t2u = φ(t2)〉 is an HNN-extension of Z2 ∗Z2, by
[CLP15, Propositiin II.4.1], we know D is sofic.

Because G/〈tp(n) = e〉 is sofic, by [CLP15, Propositiin II.4.1], we know K/〈tp(n) = e〉 ∼=
(G/〈tp(n) = e〉 ∗ D)/〈t = tD〉 is also sofic.

Again, because K/〈tp(n) = e〉 is the free product G/〈tp(n) = e〉 and D with amalgama-
tion, we know G/〈tp(n) = e〉 is embedded in K/〈tp(n) = e〉. Hence, x = e in K/〈tp(n) = e〉
if and only if n ∈ X.
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Next, we can construct a solution group Γ, wherein K is embedded. Applying the
f a∗-embedding procedure to the group K, we can construct an m× n binary linear system
Axxx = 0. Then,

Γ = Γ′(A) =
G0 ∗ G1 ∗ . . . ∗ Gm−1

〈PΓ〉
,

where

Gi = 〈{gi,k | k ∈ Ii} : {g2
i,k = [gi,k, gi,l] = ∏

k∈Ii

gi,k = e | k, l ∈ Ii}〉,

PΓ = {gi,kgj,k | i, j ∈ [m], k ∈ Ii ∩ Ij}.

Denote the f a∗-embedding of K into Γ by φ, then there exist i0, i1, i2 ∈ [m] and k0 ∈ Ii0 , k1 ∈
Ii1 , k2 ∈ Ii2 such that

φ(x) = gi0,k0 φ(t) = gi1,k1 gi2,k2 .

For simplicity, from now on, we write φ(x) = x and φ(t) = t1t2.

Claim 7.10. Denote the natural homomorphism mapping K/〈tp(n) = e〉 to Γ/〈φ(t)p(n) = e〉
induced by φ by φ′. Then φ′ is also an f a∗-embedding. In particular,

φ′(x) = e in Γ/〈φ(t)p(n) = e〉 ⇐⇒ n ∈ X.

Proof. Given an ε-representation ρ of K, the f a∗-embedding procedure gives us an ε-
representation σ of Γ such that ρ is a direct summand of σ ◦φ. If ρ is also an ε-representation
of K/〈tp(n) = e〉meaning that ‖ρ(t)p(n) − 1‖ ≤ ε, then we know

σ(φ′(t)) = (ρ(t)⊕ ρ(t))⊗ 1
Ck0 ⊕ (ρ(t)⊕ ρ(t))⊕ I

Ck1

for some constants k0 and k1 depending on the presentation of G. Hence, ‖σ(φ′(t))p(n) −
1‖ ≤ ε and σ is an ε-approximate representation of Γ/〈φ(t)p(n) = e〉. By Lemma 4.8, we
know φ′ is an f a∗-embedding and the statement of the claim follows.

The family of correlations Fn

Define a group

F := G0 ∗ . . . ∗ Gm−1 ∗ 〈gm : g3
m = e〉 ∗ 〈gm+1 : g3

m+1 = e〉 ∗ 〈gm+2 : g3
m+2 = e〉.

and sets: O#
Γ = {gi,k | i ∈ [m], k ∈ Ii}, OΓ = {e} ∪O#

Γ,

W2 = O#
Γ ×O#

Γ

W ′ = {w | w ∈W2 and w = e or w = x in F} ∪ PΓ

W = O#
Γ ∪ (W2 \W ′).
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We can fix a bijection between W and [|W|], so for each w ∈W we can talk about the w-th
bit of zzz ∈ Z

|W|
2 . Hence, we can define a function fzzz : F → {0, 1} for each zzz ∈ Z

|W|
2 .

fzzz(g) =


1 if g = e or g ∈ PΓ

0 if g = x
zzz(g) if g ∈W
0 otherwise.

Then, as fzzz can be extended to a function on C[F] linearly, based on fzzz, we can define
Cn,zzz : (O ∪ [m])× (O ∪ [m])× [8]× [8]→ K0, for zzz ∈ Z, where

O = OΓ ∪ {gm, gm+1, gm+2, (gm, t1), (gm, t2)}.

The constant Mqa in the statement of Theorem 6.9 equals |O|+ m. Recall the idempotent
elements defined in eq. (50) to eq. (58)

• When i, j ∈ [m],

Cn,zzz(xxx, yyy|i, j) = fzzz((∏
k∈Ii

e + (−1)xxx(k)gi,k

2
)(∏

l∈Ij

e + (−1)yyy(l)gj,l

2
)).

• When i ∈ [m], g ∈ OΓ,

Cn,zzz(xxx, y|i, g) =

{
fzzz((∏k∈Ii

e+(−1)xxx(k)gi,k
2 )( e+(−1)yg

2 )) if y ∈ [2]
0 otherwise.

Cn,zzz(x, yyy|g, i) =

{
fzzz((

e+(−1)xg
2 )(∏k∈Ii

e+(−1)yyy(k)gi,k
2 )) if x ∈ [2]

0 otherwise.

• When g1, g2 ∈ OΓ,

Cn,zzz(x, y|g1, g2) =

{
fzzz((

e+(−1)xg1
2 )( e+(−1)yg2

2 )) if x, y ∈ [2]
0 otherwise.

• When i ∈ {m, m + 1, m + 2} and h ∈ OΓ

Cn,zzz(x, y|gi, h) =

{
fzzz(π

(x)
i

e+(−1)yh
2 ) if , x ∈ [3], y ∈ [2]

0 otherwise .

Cn,zzz(x, y|h, gi) =

{
fzzz(

e+(−1)xh
2 π

(y)
i ) if , x ∈ [2], y ∈ [3]

0 otherwise .
.
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• When i ∈ {m, m + 1, m + 2} and j ∈ [m]

Cn,zzz(x, yyy|gi, j) =

 fzzz(π
(x)
i−m[∏k∈Ij

e+(−1)yyy(k)gj,k
2 ]) if x ∈ [3]

0 otherwise,

Cn,zzz(xxx, y|j, gi) =

 fzzz([∏k∈Ij

e+(−1)xxx(k)gj,k
2 ]π

(y)
i−m) if y ∈ [3]

0 otherwise .

• When g, h ∈ I′ := {gm, gm+1, gm+2, (gm, t1), (gm, t2)}, Fix a bijection α : I′ → I as
α(gm) = 0, α(gm+1) = 1, α(gm+2) = 2, α((gm, t1)) = (0, t1) and α((gm, t2)) = (0, t2).

Cn,zzz(x, y|g, h) =

{
Cp(n)(x, y|α(g), α(h)) if x, y ∈ [6]
0 otherwise.

• When g ∈ I′ = {gm, gm+1, gm+2, (gm, t1), (gm, t2)} and h ∈ {g ∈ OΓ | g = t1 in Γ}

Cn,zzz(x, y|g, h) =

{
Cp(n)(x, y|α(g), t1) if x, y ∈ [6]
0 otherwise,

Cn,zzz(x, y|h, g) =

{
Cp(n)(x, y|t1, α(g)) if x, y ∈ [6]
0 otherwise.

• When g ∈ I′ = {gm, gm+1, gm+2, (gm, t1), (gm, t2)} and h ∈ {g ∈ OΓ | g = t2 in Γ}

Cn,zzz(x, y|g, h) =

{
Cp(n)(x, y|α(g), t2) if x, y ∈ [6]
0 otherwise,

Cn,zzz(x, y|h, g) =

{
Cp(n)(x, y|t2, α(g)) if x, y ∈ [6]
0 otherwise.

• When j ∈ [m],

Cn,zzz(xxx, (y0, y1)|j, (gm, t1)) =

 fzzz([∏k∈Ij

e+(−1)xxx(k)gj,k
2 ]π

(y0)
0

e+(−1)y1 t1
2 ) if y0 ∈ [3]

0 otherwise,

Cn,zzz((x0, x1), yyy|(gm, t1), j) =

 fzzz(π
(x0)
0

e+(−1)x1 t1
2 [∏k∈Ij

e+(−1)yyy(k)gj,k
2 ]) if x0 ∈ [3]

0 otherwise,

The values of Cn,zzz(xxx, (y0, y1)|j, (gm, t2)) and Cn,zzz((x0, x1), yyy|(gm, t2), j) are defined
analogously.
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• When g ∈ OΓ,

Cn,zzz(x, (y0, y1)|g, (gm, t1)) =

{
fzzz(

e+(−1)xg
2 π

(y0)
0

e+(−1)y1 t1
2 ) if x ∈ [2], y0 ∈ [3], y1 ∈ [2]

0 otherwise;

Cn,zzz((x0, x1), y|(gm, t1), g) =

{
fzzz(π

(x0)
0

e+(−1)x1 t1
2

e+(−1)yg
2 ) if x0 ∈ [3], x1 ∈ [2], y ∈ [2]

0 otherwise.

The values of Cn,zzz(x, (y0, y1)|g, (gm, t2)) and Cn,zzz((x0, x1), y|(gm, t2), g) are defined
analogously.

We say a correlation Cn,zzz induces a perfect correlation of Axxx = 0 if Cn,zzz restricted to the
domain [m]× [m]× [8]× [8] is a perfect correlation of Axxx = 0. Define

Fn = {Cn,zzz|Cn,zzz induces a perfect correlation of Axxx = 0},

and Nqa := |Fn| ≤ 2|W|.

Proof of Theorem 7.8. In Z
|W|
2 , there exists ẑzz such that

ẑzz(w) = 1 ⇐⇒ w = e ∈ Γ/〈φ(t)p(n) = e〉

for all w ∈W. Since Cn,ẑzz induces a perfect correlation of LS(A, 0), Cn,ẑzz ∈ Fn.
When n ∈ X, the proof follows the proof of Theorem 6.9. Assume Cn,zzz ∈ Fn ∩

Cs
qc(Mqa, 8) for some zzz ∈ Z. Then there exists an inducing commuting-operator strat-

egy

S = (|ψ〉, {{M(x)
g | x ∈ [8]} | g ∈ O ∪ [m]}, {{N(x)

g | x ∈ [8]} | g ∈ O ∪ [m]}).

Following the same reasoning as in the proof of Theorem 6.9, we can construct the
observable for each g ∈ OΓ. Define M(g) := M(0)

g −M(1)
g and N(g) := N(0)

g − N(1)
g for

each g ∈ OΓ. From the correlation, we know that 〈ψ|M(x)|ψ〉 = 0.
Since D is embedded in Γ, assuming φ(u) = (u1u2), we know

(M(t1)M(t2))(M(u1)M(u2))|ψ〉 = (M(u1)M(u2))(M(t1)M(t2))
r|ψ〉

(N(t1)N(t2))(N(u1)N(u2))|ψ〉 = (N(u1)N(u2))(N(t1)N(t2))
r|ψ〉.

Define UA = M(u1)M(u2) and UB = N(u1)N(u2), then these two unitaries satisfy the
conditions of Theorem 7.4. Since S can induce Cp(n), we can use Theorem 7.4 to conclude
that

〈ψ|(M(t1)M(t2))
p(n)|ψ〉 = 1.

By [CLS17, Lemma 8], we know that there exists a Hilbert space H0, such that for
g, g′ ∈ OΓ,

(M(g)|H0)
2 = 1H0

M(g)|H0 M(g′)|H0 = 1H0 if gg′ ∈ PG ∪ PD ∪ Pt,
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where M(g)|H0 denotes the linear operator for the actions of M(g) restricted to H0, and
that

(M(t1)|H0 M(t2)|H0)
p(n) = 1H0 .

Hence, σ : Γ/〈(t1t2)
p(n) = e〉 → U (H0) induced by σ(g) = M(g)|H0 for each g ∈ OΓ is

a representation of Γ/〈(t1t2)
p(n) = e〉. However, by Claim 7.10, when n ∈ X, x = e in

Γ/〈(t1t2)
p(n) = e〉. By the correlation, we know M(x)|ψ〉 6= |ψ〉, so σ(x) = M(x)|H0 6= 1H0 ,

which contradicts the fact that σ is a homomorphism. Hence, Cn,zzz is not in Cs
qc(Mqa, 8) and

not in Cs
qa(Mqa, 8).

When n /∈ X, we give a series of finite-dimensional quantum strategies inducing quan-
tum correlations approaching Cn,ẑzz. The construction of the quantum strategies depends on
the f a∗-embedding procedures summarized in Propositions 4.9 and 4.10.

Before we apply Propositions 4.9 and 4.10, we define

A1 = {ghk | g ∈ OΓ, h ∈ Dp, k ∈ {e, t1, t2}}
A = {w ∈W ∪ A1 | w 6= e in Γ/〈(t1t2)

p(n) = e〉}.

Since K/〈tp(n) = e〉 is sofic and can be f a∗-embedded in Γ/〈(t1t2)
p(n) = e〉, by Propo-

sitions 4.9 and 4.10 and [Slo19, Lemma 25], for any ε, ζ > 0, there is an ε-approximate
representation ρ : Γ/〈(t1t2)

p(n) = e〉 → U (Cd) such that, for each w ∈ A,

0 ≤ T̃r(ρ(w)) ≤ ζ,

and for any g ∈ O#
Γ, ρ(g)2 = 1. Moreover, for any r ∈ PΓ,

|T̃r(ρ(r))− 1| ≤ ‖ρ(r)− ρ(e)‖ ≤ ε.

By [Slo19, Lemma 24], there are representations ρi : Gi → U (Cd) such that

‖ρi(gi,k)− ρ(gi,k)‖ ≤ 15ε for k ∈ Ii.

Then we can define Alice and Bob’s projectors based on ρ and ρi.

• For question gi,k ∈ O#
Γ, Alice and Bob’s projectors are

P̃(a)
gi,k =

{
1+(−1)aρ(gi,k)

2 if a ∈ [2]
0 otherwise;

Q̃(b)
gi,k =


(

1+(−1)bρ(gi,k)
2

)ᵀ

if b ∈ [2]

0 otherwise.

• For question i ∈ [m], Alice and Bob’s projectors are

P̃(aaa)
i = ∏

k∈Ii

1 + (−1)aaa(k)ρi(gi,k)

2
,

Q̃(bbb)
i =

[
∏
k∈Ii

1 + (−1)bbb(k)ρi(gi,k)

2

]ᵀ
.
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• For questions gm, gm+1, gm+2, recall eq. (50) to eq. (58), we define {P̃(a)
gm | a ∈ [3]},

{P̃(a)
gm+1 | a ∈ [3]} and {P̃(a)

gm+2 | a ∈ [3]} to be the projective measurements ob-

tained by applying Proposition 7.7 to {ρ(π(a)
0 ) | a ∈ [3]}, {ρ(π(a)

1 ) | a ∈ [3]} and

{ρ(π(a)
2 ) | a ∈ [3]} respectively. Bob’s projectors are Q̃(b)

y = (P̃(b)
y )ᵀ for b ∈ [3] and

y ∈ {gm, gm+1, gm+2}. For answers a, b > 2, P̃(a)
x = Q̃(b)

y = 0.

• For questions (gm, t1) and (gm, t2), we define {P̃(a0,a1)
(gm,t1)

| a0 ∈ [3], a1 ∈ [2]} and

{P̃(a0,a1)
(gm,t2)

| a0 ∈ [3], a1 ∈ [2]} by

P̃(a0,a1)
(gm,t1)

= P̃(a0)
gm P̃(a1)

t1

P̃(a0,a1)
(gm,t2)

= P̃(a0)
gm P̃(a1)

t2
,

respectively. Bob’s projectors are defined analogously. Note that by Proposition 7.7
P̃(a0)

gm commutes with ρ(π
(a0)
0 ), which commutes with ρ(t1) and ρ(t2), so P̃(a0,a1)

(gm,t1)
and

P̃(a0,a1)
(gm,t2)

are well defined projectors.

Note that Proposition 7.7 is applicable because of the following claim.

Claim 7.11. Let ρ be an ε-approximate representation of Γ/〈tp(n) = e〉. Then, ‖ρ(π(a)
i )‖op ≤ 4

for i ∈ [3] and a ∈ [3].

Proof. Recall eq. (50) to eq. (58). Let |ψ〉 be an eigenvector of ρ(t1t2) such that ρ(t1t2)|ψ〉 =
eiθ|ψ〉.

‖ρ(π(0)
0 )|ψ〉‖ = 1

p(n)
‖ ∑

j∈[p(n)]
ρ(t1t2)

j|ψ〉‖ ≤ 1
p(n) ∑

j∈[p(n)]
‖eijθ|ψ〉‖ ≤ 1.

‖ρ(π(1)
0 )|ψ〉‖ ≤ 2

p(n) ∑
j∈[p(n)]

|cos(
2jπ
p(n)

)|‖eijθ|ψ〉‖ ≤ 2.

‖ρ(π(1)
0 )|ψ〉‖ ≤ ‖|ψ〉‖+ ‖ρ(π(0)

0 )|ψ〉‖+ ‖ρ(π(1)
0 )|ψ〉‖ ≤ 4.

Recall that

π
(0)
1 = π

(1)
0 /2 +

1
p(n) ∑

j∈[p(n)]
cos(

(2j + 1)π
p(n)

)t2(t1t2)
j,

π
(0)
2 = π

(1)
0 /2 +

1
p(n) ∑

j∈[p(n)]
sin(

(2j + 1)π
p(n)

)t2(t1t2)
j.
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Then, with similar reasoning,

‖ρ(π(0)
1 )|ψ〉‖ ≤2

‖ρ(π(1)
1 )|ψ〉‖ ≤2

‖ρ(π(2)
1 )|ψ〉‖ ≤‖|ψ〉‖+ ‖ρ(π(1)

0 )|ψ〉‖ ≤ 3,

‖ρ(π(0)
2 )|ψ〉‖ ≤2

‖ρ(π(1)
2 )|ψ〉‖ ≤2

‖ρ(π(2)
2 )|ψ〉‖ ≤‖|ψ〉‖+ ‖ρ(π(1)

0 )|ψ〉‖ ≤ 3,

which completes the proof.

In summary, the strategy we construct is

Sε,ζ = (|EPRd〉, {{P̃
(a)
x | a ∈ [8]}x ∈ O}, {{Q̃(b)

y | b ∈ [8]}y ∈ O}).

To see that {Sε,ζ} can approach Cn,ẑzz, we pick certain entries of Cn,ẑzz as examples to
illustrate the argument. For any gi,k, gj,l ∈ OΓ,

〈EPRd|ρ(gi,k)⊗ ρ(gj,l)
ᵀ|EPRd〉 = T̃r(ρ(gi,kgj,l))

We can check that if gi,kgj,l = e in Γ/〈(t1t2)
p(n) = e〉, |T̃r(ρ(gi,kgj,l))− 1| ≤ ε, and otherwise,

0 ≤ T̃r(ρ(gi,kgj,l)) ≤ ζ. In particular, we know

|〈EPRd|ρ(x)|EPRd〉 − ∑
y∈[2]

[Cn,ẑzz(x, g, 0, y)− Cn,ẑzz(x, g, 1, y)]| ≤ ζ.

When the questions are i, j ∈ [m], first notice that

〈EPRd|P̃
(xxx)
i ⊗ Q̃(yyy)

j |ψ〉 = T̃r

∏
k∈Ii

1 + (−1)xxx(k)ρj(gi,k)

2 ∏
l∈Ij

1 + (−1)yyy(l)ρi(gj,l)

2

 .

If we write

Π(xxx,yyy)
i,j = (∏

k∈Ii

1 + (−1)xxx(k)ρ(gi,k)

2
)(∏

l∈Ij

1 + (−1)yyy(l)ρ(gj,l)

2
),

then

|Cn,ẑzz(i, j, xxx, by)− 〈EPRd|P̃
(xxx)
i ⊗ Q̃(yyy)

j |ψ〉|

≤| fẑzz(i, j, xxx, yyy)− T̃r(Π(xxx,yyy)
i,j )|+ |T̃r

(
P̃(xxx)

i (Q̃(yyy)
j )ᵀ −Π(xxx,yyy)

i,j

)
|

≤ε + ζ + 15ε.
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Lastly, when the questions are gm+1 and t1,

|〈EPRd|P̃
(0)
gm+1 ⊗ Q̃(0)

t1
− ρ(π

(0)
1 )⊗ (

1 + ρ(t1)

2
)ᵀ|EPRd〉|

=|T̃r
[
(P̃(0)

gm+1 − ρ(π
(0)
1 ))

1 + ρ(t1)

2

]
|

≤‖1 + ρ(t1)

2
‖op‖P̃(0)

gm+1 − ρ(π
(0)
1 )‖

≤125ε.

We can also bound T̃r[ρ(π(0)
1 )1+ρ(t1)

2 ] from Cn,ẑzz(gm, t1, 0, 0),

|T̃r
[

ρ(π
(0)
1 )

1 + ρ(t1)

2

]
− Cn,ẑzz(gm, t1, 0, 0)|

=|T̃r
[

ρ(π
(0)
1 )

1 + ρ(t1)

2

]
− cos2(π/2p(n))

p(n)
|

≤ 1
2p(n)

[
|T̃r(ρ((t1t2))

0 − 1|+ ∑
0<j<p(n)

cos(2jπ/p(n))|T̃r(ρ(t1t2)
j)|

+ ∑
j∈[p(n)]

cos(2jπ/p(n))|T̃r(ρ((t1t2)
jt1))|+ cos((2j + 1)π/p(n))|T̃r(ρ(t2(t1t2)

j))|

+ cos(π/p(n))|T̃r(ρ((t1t2))
p(n)− 1|+ ∑

j∈[p(n)−1]
cos((2j + 1)π/p(n))|T̃r(ρ(t2(t1t2)

j))|
]

≤ 1
2p(n)

(cos(π/p(n))ε + 2p(n)ζ).

Overall,

|〈EPRd|P̃
(0)
gm+1 ⊗ Q̃(0)

t1
|EPRd〉 − Cn,ẑzz(gm, t1, 0, 0)|

≤|〈EPRd|P̃
(0)
gm+1 ⊗ Q̃(0)

t1
− ρ(π

(0)
1 )⊗ (

1 + ρ(t1)

2
)ᵀ|EPRd〉|

+ |T̃r
[

ρ(π
(0)
1 )

1 + ρ(t1)

2

]
− Cn,ẑzz(gm, t1, 0, 0)|

≤(125 + 1)ε + ζ.

In summary,

lim
ζ,ε→0+

〈EPRd|P̃
(a)
x ⊗ Q̃(b)

y |EPRd〉 = Cn,ẑzz(x, y, a, b).

and Fn ∩ Cs
qa(Mqa, 8) = {Cn,ẑzz}.

Corollary 7.12. There exist constants N1 and M1 such that, for constants N ≥ N1 and M ≥ M1,
(Membership(N, N, M, M)s

K0,qa) is coRE-hard.
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Proof. By [Slo19, Lemma 42], the group G defined in eq. (2) is an extended homogeneous
linear-plus-conjugacy group that has a presentation where the image of w(0)w(a) is an
involutary generator. Then, by Proposition 5.4, the group G also satisfies the conditions of
Theorem 7.8. Therefore, there exist constants N1 and K and a family of sets of correlations

{Fn} where Fn ⊂ K
N2

1×82

0 and |Fn| = K, such that Fn ∩ Cs
qa(N1, 8) 6= ∅ if and only if

n /∈ X. Hence, the problem of deciding if Fn ∩ Cs
qa(N1, 8) 6= ∅ is coRE-complete, and

(Intersection(N, N, M, M)s
K0,qa) is coRE-hard for N ≥ N1 and M ≥ 8. By Proposition 7.1,

(Membership(N, N, M, M)s
K0,qa) for N ≥ N1 and M ≥ 8 is also coRE-hard.
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A Proof of Theorem 7.4

Before we prove Theorem 7.4, we present certain nonzero values of Cp, which will help the
proof. For question 0.

Cp(a, b|0, 0) =


1
p if a = b = 0
2
p if a = b = 1
p−3

p if a = b = 2

0 otherwise.

When x ∈ {t1, t2} and y ∈ {1, 2}, some of the values of Cp(a, b|x, y) are summarized in the
following table.

y = 1 y = 2
b = 0 b = 1 b = 0 b = 1

x = t1
a = 0 cos2(π/2p)

p
sin2(π/2p)

p
1−sin(π/p)

2p
1+sin(π/p)

2p

a = 1 sin2(π/2p)
p

cos2(π/2p)
p

1+sin(π/p)
2p

1−sin(π/p)
2p

x = t2
a = 0 cos2(π/2p)

p
sin2(π/2p)

p
1+sin(π/p)

2p
1−sin(π/p)

2p

a = 1 sin2(π/2p)
p

cos2(π/2p)
p

1−sin(π/p)
2p

1+sin(π/p)
2p

Table 5: The correlation for x ∈ {t1, t2} and y ∈ {1, 2}.

When x, y ∈ {0, 1, 2}, some of the values of C(a, b|x, y) is summarized in the following
table.

x = 1 x = 2 x = 0
a = 0 a = 1 a = 2 a = 0 a = 1 a = 2 a = 1 a 6= 1

y = 1
b = 0 1

p 0 0 1
2p

1
2p 0 1

p 0
b = 1 0 1

p 0 1
2p

1
2p 0 1

p 0

b = 2 0 0 p−2
p 0 0 p−2

p 0 p−2
p

y = 2
b = 0 1

2p
1

2p 0 1
p 0 0 1

p 0
b = 1 1

2p
1

2p 0 0 1
p 0 1

p 0
b = 2 0 0 p−2

p 0 0 p−2
p 0 p−2

p

y = 0 b = 1 1
p

1
p 0 1

p
1
p 0 2

p 0

b 6= 1 0 0 p−2
p 0 0 p−2

p 0 p−2
p

Table 6: The correlation for x, y ∈ {0, 1, 2}.

When x ∈ {0, t1} and y = (0, t1) the commutation test is conducted and the correlation
is given in the table below.
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y = (0, t1)
b = (0, 0) b = (0, 1) b = (1, 0) b = (1, 1) b = (2, 0) b = (2, 1)

x = 0
a = 0 1

2p
1

2p 0 0 0 0
a = 1 0 0 1

p
1
p 0 0

a = 2 0 0 0 0 p−3
2p

p−3
2p

x = t1
a = 0 1

2p 0 1
p 0 p−3

2p 0

a = 1 0 1
2p 0 1

p 0 p−3
2p

Table 7: The correlation for the commutation test for Alice’s questions 0 and t1.

When x = (0, t1) and y = (0, t2), for a, b ∈ [2],

Cp((0, a), (0, b)|(0, t1), (0, t2)) =


1/p if a = b = 0
1/p if a = b = 1
0 otherwise.

(60)

Proof of Theorem 7.4. To prove this theorem, we need to find a decomposition of |ψ〉 as
|ψ〉 = ∑j∈[p+1] |ψj〉 such that {|ψj〉} is an orthogonal set and each |ψj〉 is an eigenvector of

Mt1 Mt2 with an eigenvalue ω
j
p.

Applying Proposition 6.2 to the values given in Table 7, we can get that

M(ax)
x M(a0)

0 |ψ〉 = N(a0,ax)
(0,x) |ψ〉 = M(a0)

0 M(ax)
x |ψ〉

for a0 ∈ [3], x ∈ {t1, t2} and ax ∈ [2].
Applying Proposition 6.1 to given in eq. (60), we can get that

M(0,a1)
(0,t1)
|ψ〉 = N(0,a1)

(0,t2)
|ψ〉 (61)

for each a1 ∈ [2]. Then, we can further deduce that

M(a1)
t1

M(0)
0 |ψ〉 = N(0,a1)

(0,t2)
|ψ〉 = Ma1

t2
M(0)

0 |ψ〉 (62)

Define Mx := M(0)
x −M(1)

x and Ny := N(0)
y − N(1)

y for x, y = t1, t2, and

|ψ0〉 = M(0)
t1

M(0)
0 |ψ〉, (63)

|ψp〉 = M(1)
t1

M(0)
0 |ψ〉. (64)

Then we know from the correlation in Table 6 and the definitions of |ψ0〉 and |ψp〉 that

‖|ψ0〉‖2 = ‖|ψp〉‖2 =
1

2p
, (65)

Mt1 |ψ0〉 = |ψ0〉 (66)
Mt1 |ψp〉 = −|ψp〉, (67)
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and hence 〈ψ0|ψp〉 = 0. By eq. (62), we know

|ψ0〉 = M0
2 M0

0|ψ〉, (68)

|ψp〉 = M1
2 M0

0|ψ〉. (69)

The definition of M2 implies that

M2|ψ0〉 = |ψ0〉, (70)
M2|ψp〉 = −|ψp〉. (71)

Following [Fu19, Proposition 6.10], we can extract the correlations induced by the
following two strategies from Tables 5 and 6

S = (
M(1)

0 |ψ〉
‖M(1)

0 |ψ〉‖
, {{M(0)

x , M(1)
x } | x = 1, 2}, {{N(0)

y , N(1)
y } | y = t1, t2})

S′ = (
M(1)

0 |ψ〉
‖M(1)

0 |ψ〉‖
, {{M(0)

x , M(1)
x } | x = t1, t2}, {{N(0)

y , N(1)
y } | y = 1, 2})

Then we can define M2 := M(0)
2 −M(1)

2 and

|ψ1〉 =
1
2
(M(0)

1 − iM2M(1)
1 + iM2M(0)

1 + M(1)
1 )|ψ〉. (72)

Following the proofs of [Fu19, Propositions 6.11, 6.12 and 6.13], we can conclude that

‖|ψ1〉‖2 =
1
p

(73)

Mt1 Mt2 |ψ1〉 = ωp|ψ1〉 (74)

Nt1 Nt2 |ψ1〉 = ω−1
p |ψ1〉. (75)

Recall the conditions satisfied by UA and UB from the statement of the theorem. Define

|ψj〉 = (UAUB)
logr j|ψ1〉. (76)

for j = 1, . . . , p− 1. Note that logr j = a implies that ra ≡ j (mod p). It is easy to see that
‖|ψj〉‖2 = 1/p. Following the proof of [Fu19, Proposition 6.14], we can get that

(Mt1 Mt2)|ψj〉 = ω
j
p|ψj〉

(Nt1 Nt2)|ψj〉 = ω
−j
p |ψj〉.

By the orthogonality between eigenvectors of different eigenvalues, we know that

〈ψj|ψk〉 = 0 (77)

for each 1 ≤ j 6= k ≤ p− 1.
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Define

|ψ′〉 = |ψ0〉+ |ψp〉+
p−1

∑
j=1
|ψj〉. (78)

By the orthogonality relations and the norms of each subnormalized state, we can calculate
that ‖|ψ′〉‖ = 1. Moreover,

〈ψ|ψ′〉 =〈ψ|ψ0〉+ 〈ψ|ψp〉+
p−1

∑
j=1
〈ψ|ψj〉

=‖|ψ0〉‖2 + ‖|ψp〉‖2 + (p− 1)〈ψ|ψ1〉

=
1
p
+ (p− 1)

1
p
= 1,

where we use (UAUB)|ψ〉 = |ψ〉 and derivation in the proof of [Fu19, Proposition 6.14].
This implies that |ψ〉 = |ψ′〉.

Finally, with the decomposition of |ψ〉, we can conclude that

(Mt1 Mt2)
p|ψ〉

=(Mt1 Mt2)
p(|ψ0〉+ |ψp〉+

p−1

∑
j=1
|ψj〉

=1p(|ψ0〉+ |ψp〉) +
p−1

∑
j=1

ω
jp
p |ψj〉

=|ψ〉,

which completes the proof.
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