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In the modelling of machining operations, constitutive models must consider the material behavior subject to
high plastic strains, high strain rates, high temperatures and high heating rates. A new material model for AISI
1045, which captures time-dependent plastic response associated with interrupted austenite transformation
under short (sub-second) heating times, is deployed to simulate orthogonal cutting experiments. High speed
video and digital image correlation measurements are used to capture chip behavior. The new model, which
also includes complex strain hardening and dynamic strain aging effects, show better agreement with experi-

ments at high cutting speeds compared with a basic Johnson-Cook material model from the literature.

© 2021 Published by Elsevier Ltd on behalf of CIRP.

1. Introduction and objective

Numerical simulations play a significant role in production engineer-
ing and particularly in the research on material processing technologies.
In machining, materials are subjected to high plastic strains, high strain
rates along with high temperatures and heating rates. To ensure good
correlation of experimental and numerical results, appropriate material
modelling is required. Constitutive models for numerical simulations of
machining operations must be based on material data matching the
loading conditions which are occurring in real cutting processes.
Medium carbon steel, such as AISI 1045, exhibits complex plastic behav-
ior for temperature and strain rate regimes important to machining due
to phenomena such as dynamic strain aging (DSA) [1], also known as
blue brittleness, and phase transformation. Many attempts to explore
their influence on cutting mechanics through advanced material model-
ling have been documented [2—4]. However, predicting all aspects of
the process (forces, temperatures and chip morphologies) remains elu-
sive and motivates the present work.

2. Material model for AISI 1045 considering the heating rate

The effect of heating rate on the flow stress of AISI 1045 steel is
shown in Fig. 1 which plots data obtained using a pulse-heated Kolsky
bar technique [5]. The dynamic flow stress is increased above the trans-
formation temperature (the A1l temperature, 712°C for this steel) for
experiments with more rapid heating (via a temperature ramp lasting
1.0 s) compared to experiments where the temperature is held for 3.5 s
before impact. This strengthening effect is attributable to incomplete
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Fig. 1. Flow stress and model fits for 0.1 strain at 3 500 strain/s.

transformation of the microstructure from ferrite-pearlite to austenite.
These ramp experiments are newly reported in this paper. In the plot of
Fig. 1, “hardening” is defined as the increase in flow stress as the plastic
strain increases from 0.075 to 0.2. Hardening is shown only for the 3.5 s
heating data. Fig. 2 describes austenite transformation in AISI 1045 steel.
Austenite rapidly consumes pearlite colonies in seconds, depending on
heating rate, the interlamellar spacing and alloy content (Mn and Si) [6],
after which the remaining ferrite is transformed more slowly (minutes
to hours) as C and Mn diffuse into the ferrite [G]. Since the time available
during machining is insufficient to fully or even partially transform steel
despite temperatures often exceeding Al, it is of interest to explore
how incomplete transformation in steel might influence metal cutting
behavior. The ramp heating data of Fig. 1 provide a glimpse as to how
incomplete transformation affects steel flow stress above A1, and these
data are used here to calibrate a “transient” material model to compare
cutting simulation results with the same model calibrated with the 3.5 s
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Fig. 2. Diffusion-controlled austenite transformation process in ferrite-pearlite carbon
steel [6].

hold time data. Both models are compared to the results achieved by
using the Johnson-Cook constitutive material model.

Aside from transformation behavior, the flow stress and hardening
behavior of AISI 1045 over wide ranges of temperature and strain rate is
quite complex, due in part to Dynamic Strain Aging (DSA) effects, and
this behavior is beyond the capacity of general-purpose plasticity models
to capture with a minimum set of fitting parameters. As such, a new con-
stitutive model was developed, based on the Preston-Tonks-Wallace
(PTW) model [7], which is designed to describe metal plasticity over a
wide range of strain rates and temperatures. It uses Voce hardening to
provide more flexible hardening evolution with temperature and strain
rate compared to power law hardening models.

The PTW model defines a temperature (T) and strain-rate (j)
dependent yield (zy) and saturation (zs) flow stress as follows:
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Voce hardening is calculated by combining the yield and satura-
tion stresses along with a hardening modulus, 6 :

T T Vorg—1
amamth ey

G(T) is the temperature-dependent shear modulus, Tx and T, x are
the temperature and melting temperature in K, respectively, and y,,
Voor So» Soor K, C, Yo and 0 are fitting parameters. = and y denote shear
stress and shear strain, respectively, which convert to normal stress
and normal strain via o = v/37r and ¢ = y/+/3.

The strain-rate dependence in the new model is adapted from the
work of Vural et al. [8] on low carbon steel. Finally, a Gaussian func-
tion is employed to capture strain-rate and temperature dependent
DSA effects by modifying the yield, saturation and hardening behav-
ior with a Gaussian function. An example of the modification of the
yield stress is given below (parallel expressions are used for s and 6).

Ty_MoD = Ty + Ty DSA

TyDSA _ 1.\ Ty.0.DSA (T-T.(»)
cm ~ I exp{ 2 ]

F(j) = 0.65 + 0.031 In (\%) . T,(7) = 414 + 25.668 In (\/%)

Here, 7y0psa and é are additional fitting parameters. The bottom
two expressions represent the effect of strain rate on the mean tem-
perature and magnitude of the DSA effects and are determined from
literature data. Finally, austenite transformation is handled by fitting
data above the Al temperature separately. The resulting modified
PTW model (m-PTW) uses 20 fitting parameters to capture AISI 1045
steel behavior up to 1000°C, strains up to 0.6 and strain rates up to 20
000 1/s. The parameters are listed in Table 1.

The highest strain rate data were obtained by using a combination
of drop weight towers and Hopkinson bar setups. Transformation
effects are explored by fitting separate models for the 3.5 s hold data
(m-PTW-0) and the ramp data (m-PTW-1). Both fits are shown in
Fig. 1. For the m-PTW-1 fit, Al is increased to 800°C to reflect a

Table 1
Model coefficients for m-PTW-0 and m-PTW-1 models. A1 =712°C for PTW-
0 and 800°C for m-PTW-1. Temperatures are in°C.

Yo Voo So Seo k [
(T<A1) 4.06e-3 0.0 726e-3  8.04e-7 0.748  0.0100
(T>A1) 5.74e-3 0.0 161e-3 1.83e-4 132 00168
7y,0054/G(T) 75,005A/G(T)  6psa s[°C]
m-PTW-0  3.15e-7 0.00342 0.0371 1133
m-PTW-1  3.05e-7 0.00298 0.0407 1374
G(T)[GPa] 82218 -0.012085T - 5.7217 - 10 °T?+2.6635 - 10~ °T%
C yol1/s] T [°C]
y.< 166 0.0177y°0148  50e-6 1432
y.> 166 0.0539y%9%%5 165 1432

delayed transformation of the microstructure under rapid heating.
Further information on the model can be found in [9].

3. Implementation in FEM-simulation

Plane strain (2D) and three-dimensional (3D) finite element anal-
ysis (FEA) was performed and compared to orthogonal cutting
experiments in which cutting forces, temperatures and strain rates
are measured, the latter using high-speed digital image correlation
(DIC). Fig. 3 depicts the new model as implemented in the FEA simu-
lations. For comparison, a basic Johnson-Cook model (JC, 5 fitting
coefficients) developed for AISI 1045 (cf. [10]) is included to help
assess any benefits of the more complex material model for the con-
ditions studied. Fig. 3 compares the three models.
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Fig. 3. Comparison of isothermal stress curves over temperature and strain rate at a
strain of 0.1 for m-PTW and Johnson-Cook models.

The simulations were performed using DEFORM' v12.0.1 (from
SFTC) for all three material models (JC, m-PTW-0, m-PTW-1). Tem-
perature-dependent thermophysical properties, such as Young's
modulus, heat capacity, density, thermal conductivity, etc., were cal-
culated based on CalPhad method using JMatPro V11 and were trans-
ferred into DEFORM as a function of temperature.

Coulomb friction is modelled following friction test results per-
formed at IFT-TU Wien as part of the CIRP working group activity. An
inverted pin-on-disc-tests at elevated specimen temperatures up to
400°C reveal a cutting speed dependence. A linear fit for the friction
coefficient, represented by the following equation and applicable to a
Hertzian pressure of about 2140 MPa, was found for the range of
50 m/min to 300 m/min: p=-0.0012.v.+0.54. Simulations are per-
formed with elevated tool temperature (650°C, determined by mea-
surement) to emulate steady cutting conditions.

4. Experimental setup, cutting tests and DIC analysis

A DMG-MORI CTX gamma was used for the orthogonal cutting
experiments. Fig. 4 shows the test setup. Disc-shaped specimens

! Certain commercial equipment, instruments, or software products are identified in
this paper to adequately specify procedures and methods. Such identification is not
intended to imply recommendation or endorsement by NIST.
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Fig. 4. Experimental test setup for orthogonal cutting.

with a width of 4 mm were cut of a bar of annealed AISI 1045 with a
diameter of 80 mm and finally prepared by grinding, polishing and
etching. The specimens were placed on a mounting adaptor, which
was fixed in a three-jaw chuck. For the force measurement, the tool
holder was mounted on a dynamometer (Kistler Typ 9129AA) and
thus the cutting force and feed force were recorded. In the cutting
tests, HC cutting inserts SCMW 120408 (corner radius r,=0.8 mm),
grade P25 coated with TiAIN, were used. The cutting inserts have a
rake angle of y=0° and a cutting edge radius r5=30 wm. The cutting
speed was varied from 50 m/min to 300 m/min in steps of 50 m/min.
Within this investigation, a feed rate of f= 0.3 mm was selected.

Each cutting test was repeated three times and the tool inserts were
changed during the experiments to limit effects resulting from tool
wear. The temperature on the backside of the chips was measured with
a two-color pyrometer via a fiber optic cable. The cutting inserts were
modified with a borehole for the fiber optic, 1.6 mm away from the cut-
ting edge. To avoid the violation of the gray body assumption, the
pyrometer was validated on machined chips heated in a furnace.

For the experimental investigations of the shear zone, 2D DIC meas-
urements were performed using a high-speed camera (Photron S16)
with a field of view of 1 mm x 1 mm. Images were taken at 150.000 fps
with a resolution of 256 pixels x 240 pixels. Due to the 2D analysis, chip
displacements out of plane were ignored. DIC patterning was accom-
plished by etching the specimen surface. The cutting inserts were ground
plane on the side oriented towards the camera to improve the focus. The
DIC analysis was performed using commercial DIC software (GOM Ara-
mis). By following 21 pixel x 21 pixel subsets of the images, it was possi-
ble to determine displacements, velocities, strains and strain rates. The
reference image is located in the middle of a sequence of 30 images.
However, the average chip speed and chip compression ratio 4 as well as
the shear angle ® were evaluated for different cutting speeds. By calcu-
lating the differences in the von Mises strains from one image to the
next, strain rates were evaluated.

5. Comparison of simulation and experiments

In Fig. 5, the strain rate history of single material points through
the cutting zone is tracked in the time domain. These results were
achieved by DIC measurements and compared with 2D JC and m-
PTW-0/-1 models. The point trajectories and the element sizes in the
simulations are indicated in the upper right images, the lower right
image shows the point path and the subset size in the DIC. Because
the m-PTW-0/-1 solutions calculate a thinner chip compared to the
JC model, the JC model trajectory deviates from the other trajectories.
Both m-PTW models track the DIC result closely during the initial rise
in strain rate but reach significantly higher peaks compared to the DIC
result. This effect derives from the lower resolution of the DIC measure-
ment compared to the simulation which smoothes results in the pri-
mary shear zone (see subset and element size in Fig. 5). In DIC
measurements, the correlation typically uses only affine transforma-
tions of image subsets, and each measurement represents an average of
neighboring subsets. Both effects are relevant due to the relatively low
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Fig. 5. Strain rate histories of individual material points on their way through the pri-
mary shear zone.

resolution of the high-speed images and the small size of the shear
zone, causing the slow degradation of the strain rate. By taking the DIC
data and calculating a reduced subset size (3 neighboring subsets
instead of 6) the result shows the behavior of the narrow-resolution
FEA. Additional errors occur at the cutting edge radius where the mate-
rial separation causes an artificially large estimate of strain rate.

Fig. 6compares the 3D-simulated chip thickness against measure-
ments taken at the center of the chips. The real chips were found to
be thinner at the outer areas than in the center, indicating that the
cutting experiment does not satisfy plane strain conditions. As a
result, the focus will be on 3D rather than on 2D (plane strain) simu-
lation results. The m-PTW models show good correlation at higher
cutting speeds but poor correlation at the lowest speed. The JC model
predicts thicker chips compared to the m-PTW models and the
experiments with a consistent deviation compared to the experi-
ments.

Orthogonal cutting AISI 1045, HC

cutting speed: v, =50-300m/min  rake angle: y=0°

feed: f=0.3 mm clearance angle: a=7°

width of cut: b=4mm cutting edge radius: r5=0.03 mm
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Fig. 6. Chip thickness of orthogonal cutting test and simulation results.

Fig. 7 plots cutting and feed force measurements compared with the
2D and 3D simulations using all models. The orthogonal cutting tests
have a 4 mm width-of-cut. Standardized force values are calculated for a
reference width of cut of 1 mm to compare 2D and 3D simulations and
measurements. It is known from [11] that 2D models underestimate cut-
ting forces by about 10% compared to 3D. All simulation results show
decreasing cutting forces at increased cutting speeds in accord with
experiment. The 3D JC model overestimates the cutting forces by more
than 100 N, whereas the m-PTW-0 and the m-PTW-1 models predict
the cutting forces to 50 N or better but under-estimate the feed forces by
a larger amount compared with the JC model.

Fig. 8 depicts the measured (mean value from 3 repetitions) and
simulated temperature evolution along the chip bottom in the time
domain. The material passing through the shear zone exhibits a rapid
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Fig. 7. Experimental and simulation results of standardized cutting forces F. and feed
forces Fy.
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Fig. 8. Temperature results by measurements and simulation results.

temperature increase, exceeding the A1 temperature values around
the secondary shear zone.

For v. =300 m/min, the temperature measurements and the simu-
lation results show good correspondence. Temperatures from the 3D
simulation results have been averaged over the width of cut, and the
standard deviation for all simulated conditions is within + 25°C.

Differences in modelled chip thicknesses and cutting forces
between the JC and m-PTW models are associated with differences in
the strain hardening behavior, shown in Fig. 9. Beyond 0.5 plastic
strain, the m-PTW-0 model shows more rapid strain softening than
the JC model owing to the different hardening models used (Voce
versus power law). The m-PTW models are calibrated with experi-
ments only to 0.6 strain, so the computational results are extrapola-
tions. However, the Voce hardening achieves better agreement with
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Fig. 9. Comparison of calculated stress (solid) and temperature (dashed) for JC (green)
and m-PTW-0 (gray) 2D models at three positions. (For interpretation of the references
to colour in this figure legend, the reader is referred to the web version of this article.)

cutting forces and chip thicknesses compared with the power law
hardening at high cutting speeds in the more-realistic 3D simulation
results. Higher workpiece strain hardening levels are known to result
in larger chip thickness ratios, lower shear plane angles and higher
cutting forces for identical friction conditions (cf. [12]). Finally, Fig. 9
demonstrates that DSA effects, which are captured in the m-PTW
models, appear only in the chip root region and secondary shear
zone where the combination of strain rate and temperature are in
the necessary ranges. DSA effects do not appear in the primary shear
zone for the present range of cutting conditions and are not captured
by the JC model at all.

Finally, very little difference was noted between the m-PTW-0
and m-PTW-1 results, indicating little effect of heating time despite
having calculated temperatures above Al in the secondary shear
zone. This outcome may be linked to work hardening retention
through the phase transition, which is unavoidable in the current
FEA calculation but may be unphysical. This point will be explored in
future work. Also, because microstructural evidence of transforma-
tion is lacking, it is unclear whether transformation occurs under the
tested conditions. However, fairly good agreement is nevertheless
achieved with the m-PTW models and experiments at high cutting
velocity despite the possibly unphysical transformation behavior.

6. Conclusion and outlook

The use of material models that consider effects of high heating rate
and complex strain hardening show generally good agreement with
orthogonal cutting experiments at high cutting speeds. The prediction of
chip thickness, forces and temperatures matches well without any
model adaptions made specifically to improve agreement. DIC shows
promise in measuring the velocities and strain rates in the machining
tests with relatively low noise levels and good agreement with simula-
tions but higher image resolution is desirable. Increased adiabatic strain
softening in with Voce hardening in the new model seems to improve
chip morphology and cutting force predictions at high cutting speeds
compared to power law hardening formulation in the JC model.
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