
Measurement Science and Technology

Meas. Sci. Technol. 32 (2021) 055007 (13pp) https://doi.org/10.1088/1361-6501/abd81e

Powder thermal conductivity
measurements in laser powder-bed
fusion: an uncertainty study with
sensitivity analysis

Shanshan Zhang1, Brandon Lane2 and Kevin Chou1

1 Department of Industrial Engineering, University of Louisville, Louisville, KY 40292,
United States of America
2 Engineering Laboratory, National Institute of Standards and Technology, Gaithersburg, MD 20899,
United States of America

E-mail: shanshan.zhang@utrgv.edu

Received 11 October 2020, revised 10 December 2020
Accepted for publication 4 January 2021
Published 25 March 2021

Abstract
Laser flash testing and finite element (FE) heat transfer simulations have been together applied
to measure the thermal conductivity of metallic powder contained in a solid specimen made by
laser powder bed fusion (L-PBF) additive manufacturing. However, input parameters to the FE
model potentially influence the accuracy of thermal conductivity evaluations. This study intends
to investigate the effect of major uncertainties in the measurement of metallic powder thermal
conductivity in L-PBF, including specimen dimensions, solid material properties, as well as
the irradiation area and pyrometer detected area in laser flash testing, and to determine the
sensitivity of various factors. A dummy-treated Taguchi method with different levels of the
studied factors was utilized using the FE simulations and an inverse method. The results show
that the dimension of the specimen’s internal powder-enclosed cavity and the solid material
properties have dominant effects on the evaluation of powder thermal conductivity. In addition,
predictions from the regression equations are verified and give a reasonable agreement with the
simulated powder thermal conductivity values.

Keywords: sensitivity analysis, laser powder bed fusion, laser flash, finite element modeling,
inverse method, powder thermal conductivity, Taguchi method
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1. Introduction

In recent decades, laser powder bed fusion (L-PBF) additive
manufacturing (AM) has been employed in multiple engineer-
ing applications due to its irreplaceable advantages, such as a
finer surface and better part quality compared to other metal
AM technologies [1, 2]. Such a process applies a laser heat
source on the top of the metal powder bed along the model
profile layer by layer, to fabricate a three-dimensional (3D)
object. During the L-PBF fabrication, the heat transfer beha-
vior of the powder bed differs from that of solids due to the
partial contacts and inter-particle voids among the individual

powder particles. Although the metal powder bed plays an
important role in the heat transfer process, there has not existed
a technique to measure the powder thermal properties dir-
ectly. Numerical methods have been utilized by the authors to
estimate the powder thermal conductivity in PBF AM [3]. The
method utilizes finite element (FE) thermal modeling, which
is also widely used in AM process simulations. FEmodeling is
critical in understanding the heat transfer process, predicting
the optimal fabrication strategies and characterizing the fab-
ricated parts in metal PBF. Gong et al [4] used FE model to
obtain powder thermal conductivity by simulating the thermal
field/history in the powder-bed election beamAM. Cheng et al
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[5] and Zhang et al [3, 6] have recently developed a mul-
tivariable FE modeling approach to simulate the heat transfer
process in the laser flash. This is combined with multi-point
inverse optimization that uses the experimental results from
laser flash, and eventually extracts the thermal properties of
the powder.

Inputs of accurate material properties and process para-
meters in the FE simulation are important for the evaluation
of the powder thermal properties. However, the uncertain-
ties in the experiment and simulation processes are numer-
ous. The sources of uncertainties are categorized into three
types: the laser flash experiment, FE model, and the design
of the hollow specimen fabricated in L-PBF. First, in the laser
flash experiment, a flat cylindrical-shaped specimen receives
a transient laser pulse of radiant energy on one side, and
the thermal response is detected by an infrared (IR) pyro-
meter on the opposite side. The thermal diffusivity is then
calculated from the sample thickness and the time required
for the rising temperature to reach one-half of its maximum
value. The estimated diffusivity is based on Parker’s theory
[7], which assumes one-dimensional heat transfer without heat
losses and the tested specimen is homogeneous. Cezairliyan
et al [8] reported the uncertainty with the thermal diffusivity
caused by this assumption was estimated to be about 5% con-
sidering the heat loss effect. Subsequently, Ogawa et al [9]
investigated the heat loss effect and reduced the uncertainty
to under 0.4% by measuring a 3 mm thick alumina speci-
men at 1027 K. Another source of uncertainty in laser flash
is that the IR pyrometer possibly delivers a baseline drift of
the signal due to the electromagnetic disturbances induced by
the laser pulse [10]. Additionally, Baba and Ono [11] poin-
ted out that the laser irradiance on the sample is not spatially
uniform enough to satisfy the ideal initial and boundary condi-
tions whereby heat flows one-dimensionally in the specimen.
They therefore investigated nonuniform energy distribution of
the pulsed laser beam and developed the laser flash appar-
atus to decrease the nonuniform heating error by improving
the laser beam using an optical fiber. Moreover, although the
tested specimen is coated with dry graphite film to increase
the energy absorption from the laser beam and the emission
of the infrared radiation, the effect due to varying thickness of
the coating is neglected [5].

Second, in order to accurately make the predictions, the
thermal FE models require reliable material properties. Such
material information is either obtained from reference literat-
ure or use reasonable assumptions [4, 12–15]. For example, the
temperature-dependent material properties of solid titanium
alloy Ti-6Al-4V (Ti64) used in the FE heat transfer model
have an ±10% uncertainty of thermal conductivity and ±3%
uncertainty of density [16]. In FE modeling research, it has
been indicated that the specific heat and the latent heat of
powder could be estimated to have the same values as the
corresponding solid materials, due to the limited contribution
of interstitial gas between powder particles [17–19]. In addi-
tion, different approaches used in the numerical simulation of
the PBF process regard different sub-models to express the
powder thermal properties. In the research of Körner et al [20]
and Ammer et al [21], the models took the individual powder

particles into account by a mesoscopic approach. On the other
hand, in order to simplify the model and consequently to
reduce large amount of calculation, the powder bed is defined
as a continuum in some FEmodelingwork, such as that in [19].
The principal mechanism is to consider the powder bed with
the pores between particles in a gaseous environment, and the
effective thermal conductivity is based on the functional com-
bination of the thermal conductivities of the solid and filling
gas [17, 22, 23].

Third, the source of uncertainties is associated with the
dimension of as-built parts in L-PBF. It has been investig-
ated by some researchers that the dimensions of as-built parts
by L-PBF rely on fabrication conditions and scan strategies.
Van Bael et al found that the dimension of L-PBF Ti64 lat-
tice structures was influenced by the geometries of the parts,
and therefore, the pore shape and relative density were signi-
ficantly varied [24]. Zhang et al [25, 26] and Yang et al [27]
have investigated the effects of process parameters and scan
strategies on the thin features in L-PBF, and found that the
deposit with higher laser energy and which included contour
scans would cause a larger offset to the as-built part.

It is challenging to confirm all uncertainties from exper-
imental processes and simulations that are input into the
FE model development. Much research work in engineering
incorporates statistical analysis to speed up the design process
and reduce the associated development costs. Various methods
for design of experiment (DOE) have been utilized to optimize
manufacturing processes extensively. For example, Ma et al
[28] screened ten factors that may influence the part quality
and minimized the simulation runs with a 2-level fractional
factorial design to identify the critical variables. Shrestha and
Manogharan [29] applied a Taguchi optimization method to
determine the optimum AM parameters to improve trans-
verse rupture strength in binder jetting processes. Likewise,
the Taguchi method was revealed in numerous works [30–33]
to identify critical variables through an orthogonal array-
based DOE due to its straightforward and simple approach.
In addition, the analysis of variance (ANOVA) method has
been extensively reported. For instance, Zhang et al [34]
adopted ANOVA to assist the analysis on tensile property
variation based on different parameters and found addi-
tional correlations between the parameter factors and tensile
outputs.

In this study, the major uncertainties were investigated
in the measurement of metallic powder thermal properties
in L-PBF. This includes analysis of the sensitivity of meas-
ured thermal properties to the specimen dimensions, thermal
conductivity of solid material, irradiation region diameter,
and pyrometer measured region diameter. These effects are
subsequently demonstrated with the numerical-experimental
approach combined with an FE heat transfer modeling and
inverse method. Four major inputs in the FE model have been
selected to investigate their sensitivity to the measurement. A
statistical DOE approach was then adopted using a Taguchi
method with dummy treatment, and the significance investig-
ation and regression analysis were used to identify the critical
variables for accurate measurements of the metallic powder
thermal properties in L-PBF process.
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Figure 1. Illustration of dimension measurements of the powder-enclosed specimens with (a) double-conical feature (e.g.: 2Cone-0.5 and
2Cone-0.25) and (b) single-conical feature (e.g.: 1Cone-0.5). Note that the sketches do not reflect the dimensional ratio of actual specimens.

2. Methods

2.1. Experimental details

Similar to the studies of metallic powder-enclosed samples
previously demonstrated [6], the experimental results were
obtained from the laser flash apparatus using a sample size and
shape with nomenclature ‘D25mm Ti64 2Cone-0.5’. These
flat, cylindrical Ti64 samples were vertically fabricated via
L-PBF with a nominal external diameter of 25 mm, and
internal conical features that were 0.5 mm thick, as seen in
figures 1 and 2. As discussed in [6], the purpose of the con-
ical features inside the hollow specimens was aimed to avoid
a large-area gap caused by the powder settling, which may
consequentially result in a heat transfer problem during laser
flash. The same specimens were used for the sensitivity ana-
lysis purpose in this study. During measurement, the spe-
cimen is placed in the center of an alumina sample holder
with a circular stand supporting it. The irradiation of the laser
pulse in the laser flash process is assumed to have a uni-
form or ‘top-hat’ distribution, with an applied laser flux of
21.933 J s−1 mm−2 on the bottom side of the cylindrical spe-
cimen through a 22 mm opening. The pyrometer measures
thermal response over a circular area on the top side of the
specimen with approximate 10 mm diameter. Additionally,
to better understand the measured dimension of the internal
geometry, the specimens were sectioned through the center of
the cylindrical sample, and then observed using optical micro-
scopy for a fine measurement.

2.2. Numerical method

The inverse method combined with a heat transfer FE model
that simulates the laser flash process is utilized in this
study, which uses a powder-enclosed specimen design and
is described in detail in previous studies by Cheng et al [5]
and Zhang et al [3, 6]. The specimen and the alumina sample

holder within the laser flash instrument were modeled with
a mesh size of 0.5 mm and 0.7 mm, respectively. The fol-
lowing assumptions are set similar to the previous model: (a)
The encapsulated powder together with the interstitial gas was
treated as a continuum with designated homogenous powder
thermal conductivity (k) and bulk density (ρ) as unknown vari-
ables. From the powder bulk density variable and known solid
material density, powder porosity (Φ= 1− ρbulk/ρsolid) can be
calculated. The contact conductance between (a) the powder
and the top shell (kt), and (b) the powder and the bottom solid
shell (kb), are set as another two unknown variables. Addition-
ally, the specimen-holder contact conductance (kp) at testing
temperatures used values obtained in the previous study.

Because of multiple unknowns, a multivariate inverse
method with a multi-point optimization algorithm was util-
ized to fit the simulation results to the experimental results,
and used to extract the powder thermal conductivity as one
of the optimization variables through an iterative approach.
The inverse approach uses the Levenberg–Marquardt method,
which has been used in a variety of inverse heat transfer
problems [35]. In this study, 20 points are selected on the
experimental thermogram (i.e. measured temperature vs. time
output from the laser flash apparatus), including 12 points in
the heating period and 8 points in the cooling period, which
are compared against the FE simulation data at the same time
intervals. A sum-squared error (S) is calculated based on the
difference between the measured thermogram and the FE sim-
ulation thermogram from the current iteration. For each itera-
tion, a damping factor (u) is introduced to adjust the selection
of optimal property variables for the next step iteration. The
updated variable values, which include the unknown mater-
ial thermal properties, are reincorporated in the FE model to
perform the next iteration of the FE simulation and acquire
another thermogram output. The S value is evaluated at each
iteration to make sure that it is smaller than the previous
iteration. If the current S value is larger than that in the
previous iteration, the variables are calculated again from the
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Figure 2. Radial cross-section of a 2Cone-0.5 Ti64 powder sample observed under a microscope.

previous iteration. When the S value is smaller than a user-
defined criteria or cannot be further reduced, the iteration will
stop and the result is considered optimal.

3. Effect of major uncertainties

In the powder property measurement process, including the
L-PBF fabrication and laser flash analysis, there are plenty
of factors that may influence the measurement. However,
it is challenging and time-consuming to analyze the sens-
itivity of the measurement result to these parameters (e.g.
through a full-factorial experiment design). It was noticed
in the laser-flash specimens that there existed dimensional
deviation between the designed geometry and measured geo-
metry, where overall specimen thickness is a critical para-
meter in traditional laser flash analysis [7]. Also, thermal
conductivity of solid material is applied for the solid shell
of the powder-enclosed specimen as referred from literature
[36]. In that study, a ±10% uncertainty of the nominal value
induced non-negligible uncertainty. Furthermore, the input of
accurate material parameters is critical for accurate predic-
tions in the FE analysis. Therefore, four major uncertainties
are analyzed in this section, and some preliminary findings are
discussed.

3.1. Dimensions of the internal powder

The representative powder-enclosed specimens for the three
cone configurations were radially sectioned along the dia-
meter, and the dimensions were measured under an optical
microscope. The measured dimensions of cone-featured spe-
cimens are marked as D1 to D6 in figure 1. An example of the
radial cross-section of a 2Cone-0.5 sample was captured under
a microscope, shown in figure 2. The dimensional measure-
ments for three sample shapes (2Cone-0.5, 2Cone-0.25, and
1Cone-0.5) are shown in figure 3.

From the measurements of the Ti64 powder-enclosed spe-
cimens, it is noticed that the measured wall thickness (D5)
is approximately 30% larger than design, and that the cone
height difference (D3) varies between 8% and 13% while the
external thickness (D2) are about 10% greater than designed.
Such variation in dimension could be caused by the laser beam

offset compensation and the measurement error due to rough-
ness via L-PBF fabrication [37, 38].

To identify the dimension effect on the estimated powder
thermal properties, the measured dimensions of Ti64 speci-
mens were input into the FE heat transfer model in addition
to the designed geometry, and the inverse numerical optimiz-
ation algorithm applied to extract the corresponding thermal
properties. The double-conical configuration (2Cone-0.5) of
the Ti64 powder-enclosed specimens was investigated. Tran-
sient temperature is extracted from four nodal locations shown
figure 4 for both the designed and measured sample geometry,
with transient temperature results shown in figure 5.

From the comparison of temperature-time curves, it can be
seen that the peak temperatures at points B, C, and D with the
design dimension are higher than those with measured dimen-
sion input, while at point A, the comparison shows the oppos-
ite relationship, and the peak point occurs about 1 s later. For
the latter, it is guessed that since the distance between the two
cone tips is larger in the design-dimensioned model, the heat
from the laser pulse traverses a longer path to the inner top sur-
facewhere the laser-flash apparatus pyrometer wouldmeasure.

The measured dimension of the 2Cone-0.5 Ti64 specimen
was input into the FE models at 100 ◦C–500 ◦C to analyze the
powder thermal conductivity and density. In these models, the
coefficient of thermal expansion of Ti64 at different temperat-
ures is taken into account, as shown in figure 6.

The powder thermal conductivity at various temperatures
was analyzed using the inverse method and the results are
summarized in figure 7. Generally, the thermal conductiv-
ity still maintains an increasing linear trend with a high fit-
ting R2 value, although the measured dimensions lead to
a slightly higher thermal conductivity. Besides, it is noted
that the thermal conductivity ratio of the powder is consist-
ently about 5% relative to the solid counterpart regardless of
the temperature [6]. On the other hand, the powder porosity
remains in a range from 44.3% to 50%, with aminor difference
between design and measured dimensions (figure 8). From the
comparison between different dimensions in figure 8, it is also
noticed that the range that the powder porosity extracted from
the inverse method dimensions is slightly lower when using
the measured dimensions compared to that using the design
dimensions.

Similar to the 2Cone-0.5 Ti64 specimen, the measured
dimensions of the 1Cone-0.5 powder-enclosed specimen are
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Figure 3. Dimensional measurements with three different conical featured specimens.

Figure 4. 2Cone-0.5 Ti64 specimen in simulation at 100 ◦C, points taken on powder.

also input into the FE model to estimate the powder thermal
properties at the tested temperatures using the inverse method.
It is observed in figure 9 that the powder thermal conduct-
ivity has a highly linear trend despite an overall decrease of
the powder thermal conductivity ratio to the solid (approxim-
ately 3.6%). The porosity at various temperatures is noted and
shown to be within the range of 47.9%–52.8% for the meas-
ured dimension, which is about 1.85% lower than that from
the design dimensions (figure 10).

3.2. Thermal conductivity of the solid Ti64 material

According to the referred thermal conductivity of solid Ti64
material in figure 11, a ±10% uncertainty in the tabulated
values is provided, and therefore, will result in uncer-
tainty in powder thermal conductivity determined from the

simulation-based inverse method described in this work. To
investigate the effect of this uncertainty, the powder thermal
properties were analyzed using the inverse method incorpor-
ating a±10%of the average thermal conductivity of solid Ti64
at 100 ◦C in the FE simulation. The 2Cone-0.5 powder speci-
men was used for this purpose.

The analytical results for the 2Cone-0.5 Ti64 specimen
with ±10% of the average thermal conductivity at 100 ◦C
are summarized in figure 12. It is observed that the extrac-
ted powder thermal conductivity is about 5% higher when
applying a 10% lower solid thermal conductivity into the FE
model, while it is 3% lower with a 10% upper conductiv-
ity input. On the other hand, the powder density increases
no matter how the solid thermal conductivity changes,
and the powder density varies within approximately 5%
(figure 12).
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Figure 5. Comparison of temperature-time curves between design dimension and measured dimension at points A, B, C, and D, at 100 ◦C.

Figure 6. Coefficient of thermal expansion for Ti64 [39].

Figure 13 shows a comparison of thermograms among the
three cases. At the heating period, the curve exhibits a higher
slope when using a 10% higher solid Ti64 conductivity in the
model, while the curve with a 10% lower values is close to the
original. On the other hand, the plots using ±10% solid Ti64
thermal conductivity at the cooling period are distributed on
both sides of the original, respectively.

3.3. Irradiation area

Since the specimen is sitting on a circular stand of the sample
holder, the irradiation area cannot be expanded larger than the
diameter of 22 mm. To check the effect of the irradiation area
on the powder thermal property measurement, a 5% reduced
diameter is input into the FE model and the resultant powder

thermal properties are compared. Under the same conditions
in the FE model except for different irradiation diameter, the
comparison of optimization parameter S values exhibit little
difference, showing 0.001204 and 0.001206 respectively. The
non-significant change is also verified from the comparison
between the two thermograms in figure 14.

3.4. Detected area

Another uncertain parameter from the laser flash experiment
is the detected area on the top side of the specimen measured
by the pyrometer. The nominal diameter for the heat response
detection from the pyrometer is 10 mm. To investigate the
influence of the detected area on the analytical results of the
powder thermal properties, ±5% variation of the diameter of
the detected area is conducted in simulation. The results are
compared with that using the original diameter of 10 mm. The
compared thermograms between different detected areas are
shown in figure 15, indicating insignificant dependence on the
detector area.

4. Statistical sensitivity analysis

Based on the preliminary findings, it is noticed that the
specimen dimension and solid material thermal conductiv-
ity influence the evaluation of the powder thermal proper-
ties. Although the irradiation area and detected area were
not observed to have significant influence, their significance
degree can be statistically different, which may lead to non-
neglected weights in regression analysis. Therefore, the four
critical uncertain variables were all included to analyze their
sensitivity to the powder thermal properties in L-PBF. In
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Figure 7. Comparison of powder thermal conductivity from 2Cone-0.5 Ti64 specimen between using design dimension and measured
dimension at different temperatures.

Figure 8. Comparison of powder porosity from 2Cone-0.5 Ti64
specimen between using design dimension and measured dimension
at different temperatures. Overlay bands indicate the range of values
for the design or measured dimension datasets.

this study. a statistical DOE method was utilized. A dummy-
treated Taguchi method was used to design the factor com-
binations. The ANOVA method was adopted to analyze the
main factor effects and significance to the response. Then, the
regression analysis was conducted to estimate the correlations
between the factors and response, followed by a validation of
a case study.

4.1. DOEs

Due to the consideration of time and computational source
occupied, a Taguchi design approach was adopted in the sens-
itivity investigation. Four major variables at 100 ◦C were
selected based on the above work, including the coefficients
of biases for dimension (X1), thermal conductivity of the solid
Ti64 (X2), irradiation region diameter (X3), and pyrometer
measured region diameter (X4). An L27 (34) orthogonal array
with dummy treatment was carried out in this study, as shown
in table 1. This array included three levels for each control
factor to detect the effects of the interactions of paramet-
ers. Additionally, the dummy treatment allowed for the factor

X3 at two levels expanding into three, while maintaining the
orthogonality by repeating one of the only two levels [40].

4.2. Results and discussion

The FE heat transfer model was then updated using the 27
combinations of factor levels in table 1, and the inversemethod
was utilized to measure the powder thermal properties for
each corresponding condition accordingly. The analytical res-
ults were estimated and summarized in table 2. The resultant
powder thermal conductivity (k) and porosity (Φ) were invest-
igated based on the influences of the factors and analyzed stat-
istically using ANOVA and regression analysis.

4.2.1. Main effect The main effect plots for powder thermal
conductivity and porosity are graphed to indicate the mean
values of powder thermal conductivity and porosity at each
level of the four factors directly, shown in figure 16. It can be
observed that different factors and different levels affect the
responses differently. X1 and X2 seem to affect the powder
thermal conductivity more obviously because the plots cross
the mean values of the thermal conductivity wider. Also, as X1
and X2 increase levels, the thermal conductivity a decreases
linearly. For X3, there is no distinct effect on the powder
thermal conductivity demonstrated by a nearly horizontal plot.
The lower level of X4 leads to a higher powder thermal con-
ductivity, with the 0 level staying in between. On the other
hand, the plot between X1 = 0 and X1 = 0.3 shows a steep
slope, which indicates the main effect of higher level of X1
(dimension) has greater influence to the thermal conductivity
and powder porosity, although the entire plot shows a decreas-
ing trend as X1 increases. In addition, X2 (solid thermal con-
ductivity) andX4 (pyrometermeasured region diameter) result
in an opposite effect to the powder porosity, while X3 (irradi-
ation region diameter) shows no obvious effect.

4.2.2. ANOVA The main effect plots show a pattern how
the four factors affect the mean values of the powder
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Figure 9. Comparison of powder thermal conductivity from 1Cone-0.5 Ti64 specimen between using design dimension and measured
dimension at different temperatures.

Table 1. Dummy-treated L27 Taguchi design at 100 ◦C.

Run # 1 2 3 4 5 6 7 8 9

X1a 0.3 0.3 0.3 0 0 0 −0.3 −0.3 −0.3
X2 0.1 0 −0.1 0.1 0 −0.1 0.1 0 −0.1
X3 0 0 0 0 0 0 0 0 0
X4 0.05 0 −0.05 0 −0.05 0.05 −0.05 0.05 0

Run # 10 11 12 13 14 15 16 17 18

X1 0.3 0.3 0.3 0 0 0 −0.3 −0.3 −0.3
X2 0.1 0 −0.1 0.1 0 −0.1 0.1 0 −0.1
X3 −0.05 −0.05 −0.05 −0.05 −0.05 −0.05 −0.05 −0.05 −0.05
X4 0.05 0 −0.05 0 −0.05 0.05 −0.05 0.05 0

Run # 19 20 21 22 23 24 25 26 27

X1 0.3 0.3 0.3 0 0 0 −0.3 −0.3 −0.3
X2 0.1 0 −0.1 0.1 0 −0.1 0.1 0 −0.1
X3 0 0 0 0 0 0 0 0 0
X4 0 −0.05 0.05 −0.05 0.05 0 0.05 0 −0.05
a Coefficients of biases (dimensionless unit) for the four parameters.

Table 2. Analytical results using the inverse method based on the design in table 1.

Run # 1 2 3 4 5 6 7 8 9

k, W m−1 K−1 0.351 0.382 0.406 0.384 0.420 0.418 0.406 0.417 0.425
Φ, % 40.73 41.65 41.07 44.68 43.00 47.22 43.80 44.08 45.13

Run # 10 11 12 13 14 15 16 17 18

k, W m−1 K−1 0.357 0.381 0.399 0.389 0.415 0.416 0.398 0.410 0.413
Φ, % 40.68 41.70 39.49 42.74 43.87 47.34 45.13 45.27 47.03

Run # 19 20 21 22 23 24 25 26 27

k, W m−1 K−1 0.353 0.381 0.398 0.392 0.392 0.428 0.394 0.411 0.421
Φ, % 41.03 42.72 44.64 44.04 47.24 45.33 45.14 45.48 45.93
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Figure 10. Comparison of powder porosity from 1Cone-0.5 Ti64
specimen between using design dimension and measured dimension
at different temperatures. Overlay bands indicate the range of values
for the design or measured dimension datasets.

Figure 11. Solid Ti64 thermal conductivity [36].

thermal conductivity and porosity. However, to determine the
significance of each factor, the ANOVA is necessary. A gen-
eral linear model (GLM) is utilized to determine the signi-
ficance of the four factors with a confidence interval of 95%
in this case. In GLM, the calculations are performed using
a least squares regression approach to evaluate the statistical
relationship between one or more factors and the continuous
responses. Table 3 exhibits the significance investigation from
the ANOVA statistical analysis on the four main factors of
X1–X4 and their 2nd-order interactions to the powder thermal
conductivity and porosity, respectively. The corresponding R
squared values are 99.45% and 93.94%.

From table 3, it is noticed that the P-values for X1 and X2
as well as their interaction are less than 0.05, which interpret
that X1 and X2 are significant factors to the powder thermal
conductivity. Because of their P-values larger than 0.05, other
factors are non-significant. Additionally, the P-values for the
second order interactions of the four factors are greater than

Figure 12. Comparison of extracted powder thermal conductivity
and porosity when applying a ±10% change in solid material
thermal conductivity to the FE model.

Figure 13. Comparison of thermograms between the nominal solid
Ti64 thermal conductivity and when applying ±10% of the nominal
value (at a sample/environment temperature of 100 ◦C).

0.05, indicating no interaction is significant to the powder con-
ductivity. On the other hand, only X1 is seen as a significant
factor to the powder porosity while others are not significant.

4.2.3. Regression analysis Then, a regression analysis is
adopted to estimate the relationship between the factors and
the responses, and therefore widely used for prediction by
the resultant regression equations. The regression analysis
was performed in this work to investigate the relationship
between X1 and X4 and dependent outputs of powder thermal
conductivity and porosity. A fit regression model was utilized
and regression equations generated for a further prediction.

For the powder thermal conductivity (k), the linear and non-
linear equations were first attempted, as shown in equations
(1) and (2), respectively. The corresponding R2 for both
statistical models are 0.9158 and 0.9222, indicating the non-
linear equation is slightly more reliable. Another attempt was
to use the Box–Cox transformation [41], and the coefficients
of λ and g were introduced, as shown in equation (3). This
equation shows a higher R2 of 0.9808, which is considered a
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Figure 14. Comparison of simulated thermograms resulting from
two different irradiation areas.

more desirable reliability and will be used for analysis for the
next step.

k= 0.39892− 0.05675X1− 0.1818X2+ 0.0294X3

− 0.0936X4− 0.1245X1×X2− 0.378X1×X3

− 0.249X1×X4− 1.245X2×X3 − 1.110X2

×X4− 0.73X3×X4 (1)

−k−0.5 =−1.58520− 0.1167X1− 0.3699X2+ 0.046X3

− 0.1978X4 − 0.313X1×X2− 0.779X1×X3

− 0.554X1×X4− 2.55X2×X3 − 2.38X2×X4

− 1.56X3×X4 (2)

(kλ−1)
/
(λ× gλ−1) = −0.08723 − 0.06438X1− 0.1996X2

+ 0.0084X3 − 0.1169X4− 0.1369X1

× X1− 0.503X2 × X2− 0.315X4

× X4 − 0.3396X1× X2 − 0.262X1

× X3 − 0.111X1 × X4 − 1.050X2

× X3− 0.362X2 × X4 − 1.54X3

× X4 (3)

where λ = −4 and g = 0.397857 is the geometric mean of k.

Likewise, a regression analysis for powder porosity was
carried out to examine the relationship with the four factors.
Equation (4) shows the linear functions that include all four
main factors and their 2nd-order interactions, followed by a R2

of 0.795. When taking the squared factor terms into account,
the regression provides an updated equation, as shown in
equation (5). It is noted that since X3 is the least signific-
ant term from ANOVA, the squared X3 is not put into the
equation. Then this equation gives a higher R2 of 0.8714. In
addition, a non-linear equation was attempted with all feasible

Figure 15. Simulated thermogram results comparing different
detector areas.

1st- and 2nd order terms as shown in equation (6), and the R2

is 0.8737.

ρ= 0.44051− 0.0492X1− 0.0825X2+ 0.071X3

+ 0.1415X4 + 0.045X1×X2+ 0.392X1×X3

+ 0.141X1×X4+ 0.33X2×X3

− 2.118X2×X4− 0.10X3×X4 (4)

ρ= 0.45073− 0.0492X1− 0.0825X2+ 0.0712X3

+ 0.1415X4 − 0.1579X1×X1− 0.176X2×X2

+ 0.25X4×X4− 0.027X1×X2 + 0.573X1×X3

+ 0.318X1×X4+ 0.60X2×X3− 1.031X2×X4

− 0.53X3×X4 (5)

ln(ρ) = −0.7967 − 0.1139X1 − 0.1867X2 + 0.178X3

+ 0.314X4− 0.361X1 × X1 − 0.47X2 × X2

+ 0.38X4 × X4 − 0.070X1 × X2+ 1.324X1

× X3 + 0.725X1 × X4 + 1.14X2 × X3

− 2.43X2× X4 − 1.40X3 × X4 (6)

4.2.4. Case study Based on the equation reliability,
equations (3) and (6) are the optimal prediction for the powder
thermal conductivity and porosity with the range of tested
factors in this study. To investigate the prediction accuracy, a
case study section is conducted for verification purpose. Two
groups of randomly generated values within the investigated
ranges of X1, X2, X3, and X4 are shown in table 4. Based on
the variations in each case, the corresponding parameters were
input into the FE model for performing the powder thermal
conductivity and porosity estimation via the inverse method.

Through the inverse procedure using FEmodeling, the ana-
lytical results for both cases are exhibited in table 5. In addi-
tion, the predicted powder thermal conductivity and poros-
ity results are also calculated using equations (3) and (6),
respectively, and then compared with the analytical results.
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Figure 16. Main effect plots for (a) thermal conductivity and (b) porosity of Ti64 powder.

Table 3. Significance investigation on the powder thermal
conductivity and porosity and 2nd-order interactions evaluated at
100 ◦C.

P-value

Source k Φ

X1 0.000 0.003
X2 0.000 0.296
X3 0.919 0.802
X4 0.132 0.115
X1 × X2 0.004 0.827
X1 × X3 0.343 0.299
X1 × X4 0.177 0.318
X2 × X3 0.215 0.806
X3 × X4 0.355 0.986
R2 99.45% 93.94%

Table 4. Randomly generated properties for two cases.

Case 1 Case 2

X1 −0.10 0.17
X2 −0.04 −0.02
X3 −0.04 −0.01
X4 0.00 −0.04

It can be observed that the powder thermal conductivity and
porosity through FE simulation and the inverse method do not
significantly differ from the analytical regression equations.

Table 5. Comparison between the prediction and analytical results
in cases 1 and 2.

Simulation Analytical Difference

k, W m−1 K−1 0.418 0.410 1.74%
Case 1

Φ, % 45.70 46.89 2.61%
k, W m−1 K−1 0.403 0.401 0.46%

Case 2
Φ, % 43.02 44.17 2.66%

The differences between the predicted and analytical proper-
ties are less than 3%, and therefore, verify the reasonability of
the regression equations.

5. Conclusions

This study is focused on the sensitivity analysis of the uncer-
tainties in the FE model and laser flash experiment pro-
cess. First, the preliminary examinations investigated four
major uncertainties, including the dimensions of the powder-
encapsulated volume, solid Ti64 thermal conductivity, and the
irradiation area and pyrometer detected area from the laser
flash. It was found that the internal powder dimension and
the solid material properties resulted in a noticeable differ-
ence in the thermograms and analytical values, while the other
two variables did not cause obvious differences based on the
tested properties. Particularly, the measured dimensions led to
a slightly more linear trend in the thermal conductivity of the
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powder, ranging from 0.26 W m−1 K−1 to 0.65 W m−1 K−1.
On the other hand, the porosity remains in the range of
44%–52% across different temperatures, but compared to the
results using the design dimensions, the powder porosity using
the measured dimension stays in a narrower range.

In addition, the sensitivity of the four factors to the powder
thermal properties in L-PBFwas evaluated. A Taguchi method
with dummy treatment was utilized to design the experiments.
Then the corresponding FE models were set up with the
respective factors at varying levels, and the inversemethodwas
conducted to determine the powder thermal conductivity and
porosity. The results showed the significance of the factors and
their interactions using ANOVA. The relationship between the
factors and responses was predicted using the regression ana-
lysis. The major findings are concluded as follows.

(a) Within the tested temperature range, the internal dimen-
sion and solid material thermal conductivity appear to sig-
nificantly affect the extracted powder thermal conductivity
value, while the irradiation area and detected area do not
exhibit significant contribution.

(b) The internal dimension has a significant influence on the
extracted porosity values of the powder.

(c) The interaction of the internal dimension and solid thermal
conductivity significantly affects the extracted powder
thermal conductivity. Yet, none of the interactions of
the four factors significantly affect the extracted powder
porosity.

(d) The Box–Cox transformed non-linear regression equation
(equation (3)) exhibits an optimal prediction to the powder
thermal conductivity and a non-linear equation consider-
ing 2nd-order terms (equation (6)), gives an optimal pre-
diction to the porosity in this study. The two prediction
equations were then verified using the FE modeling and
the inverse method with a good agreement.
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