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Thelnformation Technology Laboratory (ITL) tte National Institute of Standards and Technology (NIST)
promotes the U.S. economy and public welfare by prov
standards infrastructure. ITL develops &gest methods, reference data, proofarfaept implementations, and

technical analyses to advance the development and productive use of information technology. ITL responsibilities
include the development of management, administrative, technicalhgsidad standards and guidelines for the
cost-effective security and privacy of other than national secuelgted information in federal information

systems.

The Public Safety Communications Research (PSCR) Division is the primary federal laborathrgtiog

research, development, testingdagvaluation for public safety communications technologies. It is housed within

the Communications Technology Laboratory (CTL) at the National Institute of Standards and Technology (NIST). It
addresses the resedrand development (R&D) necessary for catifeatures identified by public safety entities

beyond the current generation of broadband technology. PSCR conducts internal research, prize challenges and
sponsors federal grants across key public safetyntdolgy areas, otherwise known as researcttfplios including

applied analytics for mulinodal real time data in conjunction with the Information Technology Laboratory.



Executive Summary

Datasets available to researchers and the public have proliferated in the past Ihgsars.

datasets havbeen analyzed using various statistical and machine learning methods, resulting in
many useful insights, which have in turn helped to shape pudlicy and impacted other large

scale decisiomaking processes. However, certain risks have been assbgith the release

of many of these datasets as they may contain potentially sensitive inforafadiaimdividuals.
TheNational Institute of Statards and Technology (NIST) Technical Note 1917 Public Safety
Analytics Research and Development (R&D)Roadp s peci fically notes
proprietary or individual ci trecagrezaesthatahea may r
assurance of dataivacy is a critical condition in the development of public safety analytic
capabilities[1]

The public safetycommuniyp s move t o provide transparency
the rise of advanced analytics wartsaoonsideration for the processing procedures and
techniques that delentify data; and necessitate the ué tested, validated, higgpeed

algorithms that ensure the protection of both public safety personnel and the communities they
serve.

De-identification which is also referred to as anonymization in Europeses efapproacksthat
strips personal fiormation from a dataset. This term encompasses a broad and diverse range of
techniques for mitigating the risk of linkage attacks and other mis@iskedasets that contain
personally identifiable information (Pll)However, there is a utility vs. prieytradeoff, in that

a greater level of difficulty for carrying out a linkage attack will most likely imply a reduced
utility for analysis and reseen purposes when it comes teidentified datasets. Popular-de
identification techniques, such as fielpppression (and other fiekbecific perturbations) and
guaranteeingg-anonymity, which preserve tigivacy of the dataset, often must sacrifice too
great a level otitility in order to prevent linkage attacks and other potentially damaging uses of
the daasets. In addition, it is difficult or most often impossible to quantify the amount of privacy
that is lost with these techniques.

A growing body & academic research in the field of differential privacy claims strict
mathematical guarantees of data aay, but with a potentially greater loss of dataset utility.
Introduced by Cynthia Dwork in 2008ifferential privacy (DP) is a mathematical theaapd set
of computational techniques that provide a method eafldetifying datasets under the
restrictionof a quantifiable level of privacy log®] Algorithms that satisfy thBP guarantee
provide privacy protectiorhaitis robust against reentification attacks, independent of an
attacker 6s backgr serandomiked mechaeising and providera éugable
tradeoff between utility and privacy.

Informally, DP is atechniquethatserves tgrotectsprivacy no matter what thirgarty data is

available; it strictly limits what is possible to learn about any odwittual in the dataset. More
formally, epsilon orJdifferential privacy considers the output probability distribution of a
randomized datprivatization process and bounds the amount that probability distribution can
shift when one individual 6s data is added or



To address thgrowing need foprivacytechniques that can support high risk dedhographie

rich datalike that found in the public safety sectépplied Analytics Portfolio of the National

Institute of Standards and Technology (NIST) Public Safety Communications Research (PSCR)
Division patnered with the Information Technology Laboratory Information Access Division to
establish a project to test, evaluate and strengthen rese&PhTiis effort lead to the creation

of a series oprize challenges, or hedad-head competitionsna makingthe open source

algorithms available for public safety usghis publication describes theefforts focusing
primarily on the desi-ghasedimdvatiorechallehgdih awdrded® SCR 0
a cumulative of $190kn cash prizeandmakes reommendations for conducting future

challenges IDP.

Beginningin2017P SCR&6s Open I nnovation Office | ever a
in DP, Knexus Research Corporation, and contracted challenge implementers, HeroX and
Topcoder, thragh the Nitional Aeronautics and Space Administration (NASA) Center of

Excellence for Collaborative Innovation (CoECI) contract vehicle to aid in the design and to
implementthe 2018Differential Privacy Challenge A team of 10 experts drawn from

academa, industy, and government were recruited to validate challenge design, review
submissions for adherenceD®, and make recommendations to the PSCR judge pattet

Division Chief of PSCRwho served as the NIST appointed judge and made final decisions
prizeawards.

The challenge was split into two distinct phases. The first, a conceptual jitres@017
Unlinkable Data Challengelicited new ideas oBP methods through a white papemtest and
leveraged a twdold approach for evaluation andiards: a manual technical review by experts,
and afiP e o p Cheic@saward.

Prize Team Name Affiliation
Grand Private Synthetic |Used a Differentially Private
Prize Georgia Institute of D_ata Generation |Generative Adversarial Ne_-twork
$15,000 +| Georgia Tech Technology: Atlanta via GANs {DP—GAN} to generate private
People's | Privacy Team gy: ’ synthetic data for analysis tasks.
Choice GA
$5,000
DPSyn: Qur approach is to generate a
';:3“;(;0”2 Differentially synthetic dataset that
Pet;ple's DPSyn Purdue University; |Private Data approximate; many r_andc_>m|y-
Choice West Lafayette, IN |Synthesizer Eﬁgsisgur:lzggt;nsaeltd|str|but|ons of
$5,000 :
>>>Advancing Generated a synthetic dataset that|
Honorable Models in approximates many randomly-
Mention WesTeam Westat; Atlanta, GA |Pifferential chosen marginal distributions of
$5,000 Privacy>>> the input dataset.

Figure1li 2017 Unlnkable DataChallengeConcept Papeninners

The secongbhaseof the challenggitled 2018 Differential Privacy Synthetic Data dlbage,

took anempiricalapproach t@aggressively advance concefuisgenerating differentially private

synthetic dataia aseries of threeoding competitios or matchesThese competitions
introducedincreasingly complex metrics szoreDockercon@inersolutionsat three levels of



via aleaderboard during a provision phaagd finalsubmissionggainstwithheld data at three
or more |
manual validation oDP, one voluntary offered in the provisial phasen exchange for acore

boostfor the contestantand one mandatouringthe sequestered stag&dditional details on
challenge degn including marketing, data, metrics, and scoring are detailed in the document.

The five final winning solubnsof the Synthetic Data Challenggl into three basic categories

of approaches:

Marginals- determined the probability distribution of thariables contained in the ground

evel

S

of

U The stachastignatare BPavgsaderessedly ae d

truth data by using the marginal distribution of subeéthe random varidbés.

Probabilistic Graphical Model$PGM) - constructed of interpretable models thaé a graph

structure to record patterns of variabterelations; these graphs dearned automatically
from dataandthen manipulated by reasoning algorithimgenerte synthetic data

Generalized Adversarial Network8AN)- utilized a generator and a discriminator which are
trained under adversaria@drning approach to estimate the potential distribution of original

data samples and generate new synthetic datdesfnpm that distribution

Challengeresultsare expanded in the document amdude descriptions onhe effectiveness of

outreachand thefocus, participationand scoring methodology for each match.

Match 1 Match 2 Match 3
Prize Team Name - Prize Team Name Prize Team Name _
1st Place 1st Place 1st Place
$10,000 + jonathanps $15,000 + jonathanps $25,000 + rmckenna
Progressive (Marginal) 781,958 Progressive (Marginal) T4 421 Progressive (PGM) 902,307
Prize $1,000 Prize $1,000 Prize $1,000
2nd Place 2nd Place
2nd Place ninghui $10,000 + ninghui $15,000 + ninghui
$7,000 (Marginal) 736,780 Progressive (Marginal) 705,843 Progressive (Marginal) 870,007
Prize $1,000 Prize $1,000
3rd Place 3rd Place
$5,000 + rmckenna 3rd Place privbayes $10,000 + privbayes
) 664,623 641,671 ) 823,513
Progressive (PGM) $5,000 (PGM) Progressive (PGM)
Prize $1,000 Prize $1,000
4th Place 4th Place
4th Place manisrivatava $3,000 + rmckenna $5,000 + gardn999
$2,000 (GAN) 93,955 Progressive (PGM) 639,887 Progressive (Marginal) 768,802
Prize $1,000 Prize $1,000
5th Place
5th Place privbayes $2,000 + gardn999 5th Place manisrivatava
$1,000 (PGM) 82414 Progressive (Marginal) 604,066 $3,000 (GAN) 541,494
Prize $1,000
Progressive :
Prize $1,000 brettb}
Progressive
Prize $1,001 eceva

Figure2 - Winners of tle Synthetic Data Challenge by Match

p ha



Overall the strategy used for this challenge, which led contestants to evaluate ginapiv
document their solutions from a conceptual phase through an increasingly difficult sequence of
empirical matches, was wedlited to the problem and was a generally successful approach for
moving solutions from theory to practic8cores improveder the course of the challenge, and
the topranked, finalwinning solutions produced higuality results in a difficult, realvorld

use caseUnanticipated technicalutcomesncluded the higar performance o$impler

marginal based approachegainstmore recenGAN models high performance despite

unspecified workload, angbodperformance at lower levels bf

Thechallenge garnered global interest an8.Uked teams comprised of international partners
However,due tothelimited maturity ofDP technologies and fewroductionimplementations,
challenge implementoverestimatedhe number of potential elienge participants. This
challenge relied heavily on a limited numbeNd§T-externallyrecruitedsubject matter expts
andrevealedcritical lessons learned in regard to recruitment, scheduling, and collaboration, as
well as, data selection and tésirness design. These are further detailed in the document.

The NIST PSCR Differential Privacy Synthetic Data challeregeailts convincingly established
thatDP theory can be applied with current technologiyd that the high ranked final solutions
provide very meaningful insight as to how it can be doflee set of successful techniques far
exceeded the succemsticipatel by theDP academic community at the outset of the challenge.
The challenge effectively garnered global participation and supparttfre small circle of
researchers accelerating advancement in the field, as well as, expanding the addifien of
public safety data owners and technologists.

The chall engeds winning solutions not only s
which resulted in invited talks at conferences, but they also caught the attention of Fortune 500
companies looking to \erage demographidch data in an era of growing privacy restrictions.

While further work and investment witlerequired in the aresaof automated algorithm tuning,

software and computer engineering, and -usterface development to create a commercial
application that can be used to produce synthetic data, the PSCR challenge served as a necessary
bridge over the wide development gap.

Future research by the competing teams, as well as new researchers, and collaborations with the
public safety and comencial sector can continue to build and improve further on these

solutions. New techniques may also use these challenge resultsrechmbrking tool.DP
technologysolutions aremproving rapidly and hae promise to provide levels gfrivitization

that would allow broader use of data by public safety, government, academia and industry

Purpose

The purpose of this publication is toaiment the use of a prize challenge as a measiving
innovation in the developing field of differential privacy and to describe the process,
considerations, outcomes, and lessons learned.



Abstract

The push for open data has made a multitude ofdetavailableenabling researchers to
analyzepublicly available information using various statistical and machine learning methods in
support of policy development. An area of increasing interest that is being made available is
public safety data, whirccan include both sensitive information geasonallyidentifiable
information (PIl). Release of sensitive data and PII can lead to individual and organizational
harm. However, the removal of Pll alone is an insufficient approach to preventing linkage
attacks-- the process of combining unrelatedadto identify individuals and entities. A growing
body of academic research in the field of differential privacy exists which claims strict
mathematical guarantees of data privacy, but with a potentiabyegrioss of dataset utility. In
2017 Nationalnstitute of Standards and Technology (NIST) Public Safety Communications
Research (PSCR) Division initiated efforts to test, evaluate and strengthen research in
differential privacy and add to its growingdyoof knowledge by making available open source
algorithms for public safety use. This publication describegffioets focusing primarily on the
desi gn and r e s tphases inrovatioR [BifeRM@alkengenandl makes
recommendations for conductifigiure challenges in differential privacy.

Key words

Challenge; Innovation Challenge; Deidentification; Differential Privacy; Synthetic ety
Privacy; PrivacyPublic Safety;Public Safety Communications Research.
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1.1 Introduction

A rapid proliferation ofdataset has been made available to researchers and the public within the
last 10 years. These datasets have been analyzed using various statistical and machine learning
methods, resulting in many useful insightdich have in turn helped to shape public poacyl

impacted other largecale decisiormaking processed-owever, certain risks have been

associated with the release of many of these datasets as they may contain potentially sensitive
informationaboutindividuals. National Institute of Standards dmthnology (NIST) Technical

Note 1917 Public Safety Analytics (PSA) Research and Development (R&D) Roadmap
specifically notes that d@Amonitoring propriet
concers 0 and recogni zes t hagyisa tritical coaditisnunrttence of
development of public safety analytic capabilitigs.

Nonet hel ess, some public safety datrmdssvhins, f o
the City of Dallas Open Data Repositmontains 602,097 entries of up to 100 fields and

includes thepersonallyidentifiableinformation (PIl) of officers, victims, anglispecty3]

Datasets such as this contaimuadle information with potentially important essch

implications, including location data collected from mobile devices, which can be used for
contingency planning for disaster scenarios; travel data, which can be used to identify safety

risks within tre industry; hospital and medical record datacvltian assist researchers in

tracking contagious diseases, such as virus outbreaks, the epidemiology of drug abuse, and other
health epidemics; and patterns of violence in local communities. However, ticases within

the public safety sector, privacgncerns surrounding PII limit both the use of this data and the
ability to share this data freely.

The availability of this type of public data is expected to rise in the near fliuesto the
sensitivenature of information contained in these typedaiasetssteps can be taken to remove

PIl prior tothe datasetseingmade publicly available to analysts and researchers. However,
achieving privacy is not as simpleraslactingdentifiers. Simply reraving Pll from these

datasets is an insufficieapproach because contextual information, particularly when combined
with external databases, can allow fotidentification. It is weHknown that auxiliarydatasets

can be useth combination with records a redactedataseto identify anindividual. The

process of combining auxiliary information with released data to identify individuals and entities
is known as dinkage attack[2]

Examples of linkage attacks utilizingleased public safety data can be traced iratiiee back

as early as 2001 when Ochoa, et al. were able to positively identify a significant percentage
(35%) of the homicide victimsontained in the lllinois Criminal Justice Information Authority
databas by linking to the social security death indg#]

Public safetybés move to provide transparency
advanced analytics warrants consideration for the processing proceduteshemgues that de

identify data; and necessitate the s tested, validated, higgpeed algorithms that ensure the
protection of both public safety personnel and the communities they serve.



1.1. De-ldentification and Differential Privacy

De-identification,which is also referred to as anonymization in Eurapaniapproach that strips
personal information from a dataset. This term encompasses a broad and diverse range of
techniques for mitigating the risk of linkage attacks and other misuses of ddtatetmtain

Pll. However, there is a utility vs. privatradeoff, in that a greater level of difficulty for
carrying out a linkage attack will most likely imply a reduced utility for analysis and research
purposes when it comes to-wkentified datasetf2opular dadentification techniques, such as
field sugpression (and other fielsbecific perturbations) and guarantedirgnonymity, which
preserve therivacyof the dataset, often must sacrifice too great a leveildly in order to

limit linkage dtacks and other potentially damaging uses of the datdseaddition, it is

difficult or most often impossible to quantify the amount of privacy that is lost with these
techniques.

A growing body of academic research in the field of differential pyivdaims strict

mathematical guarantees of data privdmyt with a potentially greater loss of dataset utility.
Introduced by Cynthia Dwork in 2008ifferential privacy (DP) is a mathematical theory, and

set of computational techniques, that proviseedhod of dadentifying datasets under the

restrictionof a quantifiable level of privacy log®] DP analysis also known as mechanisms

(* )provide privacy pr ot adentification attadksg independecbah u st ¢
attackerodos background knowl edge.

The processf publicly releasing datasets whig@aranteeing privacy throudbP consists of

three parts: a generative model is built which captures the distribution of the original sensitive
data, perturbation steps are applied at various points to ensure the atistlesBP, and then

the privatized model is used to synthesizewa dataset consisting of synthetic individuals.
Because the synthetic data satisiié% the synthetic data provably contains no real individuals,
and thus, individuals cannot beidentified. Informally, differential privacy is satisfied if given
two datbases§i, D2) which differ by the data of a single individual, synthetic data ou@@ut (
reveals nalistinguishablenformation about the individudtom eitherdatabase.

The strengttand probability of thigrivacy guarantees controlledby tuning tke privacy loss
budget, or privacy p @ovidenote smdistinduishablé resels,itherébg v e |
increasing each[2lndividual 6s privacy.

Probability of seeing

output O on input B; | Pr[M(DI) = O] Indistinguishability:
< € —— bounded ratio of
Probability of seeing _— PrM(D>) € O] probabilities

output O on input D:
Figure 3 - Formal Definition of Differentl Privacy[5]

This constraint ensures thatidentification attacks will not be feasible on the privatized results,
which we can demonstrate with a contradiction argumkmt.specific unique person is
recognizable with céainty in the published results, then thelpability is unbounded, and this
violates the constraint @P.



The bound provides a formal measure of individual privacthe largeo is the more distance

that is permitted between probabilitiés and0¢, resulting in less overlap between possibl
realities and a weaker privacy guarantee. The definiti@Pdetsd 'Q where the parameter

is used to tune the privacy/utility trad€ or privacy budget, with small valuesfoproviding

better privacy and requiring larger amounts of addesenoVery large values 6f weaken the
constraint until it no longemsures protection againstidentification; very small values pf

can require the probability distribution to be so wide (and the added random noise to be
sufficiently large) thathe published results no longer bear any resemblance to the true data and
provide no utility for analysis.

0.25 D2 D1

P1/P2 <A

0.20

0.15

Prob(x € S) = P1

o0t 4 J \ NeusEEEEEEEEEEEEEESR -
n

Prob(x € S) = P2

0.00

45 46 47 48 49 50 51 52 53 54 55 56 57 58 59 60 61 62 63 64 65

Figure4 i Differential privacy definition illustrationshowing overlap of output probability
distributions from neighliing datasets D1, D2 and a specific sampled result S

0.05

Well-designed diffezntially private algorithms capture the desired information in the data while
using techniques that are robust to small changes, producing results that natura#iatikidty
l'ittl e when single individual 6gvelylgleor ds ar e
randomization to privatize. This problem becomes more challenging as the complexity of the
data, the size of the datpace, and theumber of features ithedesired output increase. The
problem of differentially private synthetic data, whrelgjuires retaining all information of

potential interest in a possibly large and complex dataspace, however, has remained a
notoriously difficult problem.

DP techniques may hold great promise in the field of dataleletification and provide a
pathwayfor publicly releasing public safety datasets, but only if the utility of theleletified
datasets that they produce can be substantially improved.

1.2. ResearchApproach

Increasing demands for public safety data necessitate the ability to propetgnifg datasets
with tested, validated, higbpeed algorithms that ensure the protection of Pl for both public
safety personnel and the community. However, ipgpthese techniques and refining the
algorithms to the point where they can be applied in pyypeserving data release pipelines
requires accelerated innovation to makedimtification of privacysensitive datasets practical
in time to meet the demdn



To address this need, in 2017 the Applied Analytics Portfolio of the National Institute of
Standards and Technology (NIST) Public Safety Communications Research (PSCR) Division
partnered with the Information Technology Laboratory Information Accegsibm to establish

a project to test, evaluate and strengthen reseai2R &nd add to its gwing body of

knowledge by exposing research by way of prize challenges, oitbvb@ehd competitions, and
making the open source algorithms available for pigafety use.

Additionally, following the challenge, NIST worked with representatives fromAlasios

National Laboratory and RAND Corporation to evaluate the utility metrics used in the challenge
for determining the accuracy of synthetic data, as weltleer applicable metrics. Detailed
information on the evaluation of techniques for differdlytigrivate synthetic data is covered by
Bowen and Snokg6]

This publication describes the consideration and design of the N¥&IEwtification contest and
the 2018 NIST Differential Privacy Synthetic Data Challengescaphasennovation prize
competition. It also identifies lessons learned and considerations for conducting future
challenges IDP. The information is present&dthe following manner:

First, we outline the rationale for utilizing the prize challenge @gogr, and cover
considerations taken into account in preparation for the challenge.

Second, we describe our design, gatparationand scoring methodologiés the
conceptual and empirical contests and follow with the results of each respectively.
Third, we provide details on participant approaches.

Fourth, we highlight technical observations from the challenge.

Fifth, we conclude with lessons learned, and futasearch directions the public
safety andP space.

We acknowledge the distinctidetween registered participants and contestants, although we
utilize the terms synonymously throughout the docum@se. note the difference in the results
discussion as registered participants or registrants who completed online registration on the
challenge platform but did not submit entries to the challenge contests; and contestants as those
who provided submissionsid actively participated in one or more phases of the challenge.

2. Prize Competition Approach and Challenge Management

The AmericaCOMPETESReauthorizatio\ct of 2010(Pub. Law 1141358, title I, § 105(a), Jan.
4, 2011)authorizes the use of point soluti@xposition, and participation prize competitions, or
more commonly referred to as prize challenges, to rejuvenate investment focltenoa,sci
technology, engineering, and mathemati¢gSincethat time prize challenges have offered
many advantages for rapidly advancing innovaébNIST. A major benefit of prize challenges
is the ability to expand the poot problem solvers beyond the traditional candidates. Prize
challenges generally extend theitgl pool of stakeholders, or interested parties, to attract
diverse talent from multiple disciplines, who come together to solve the problem. Other benefits
include:
The acceleration of the timeline; while traditional grants and contracting mechanisms
may address the problem statement, prize challenges can be designed to reach a specific
goal within a strict timeline.



The number of participants is limitlesscatine outreach global; prize challenges
encourage diverse groups to participate, resulting iryrddferent solutions and more of
them.

Cost effectiveness and development of many solutions.

Coalition and stimulation of thBP marketplace and focused raseh.

Cultivation of a collaborative community interested in solving and progreBéing
applications.

Over the last decade, NIST has explored the use of prize challenges to foster innovation and
drive standards. For example, to encourage Internéhiofy¥ (I0T) stakeholders to collaborate
with municipal leaders and develop smart cities, in 20808 launched the Global City Teams
Challenge (GCTC), an exposition prize challenge which fostered innovation acting as a
matchmaker and incubator to form figkprivate partnerships creating opportunities for
engagement and collaboration. The procedsresults informed foundation publications
including I0T-Enabled Smart Cities Framework and Municipal Internet of Things Blueprint to
assist city leader's detbrnrmaking.[8] Utilization of prize challenges within the NIST
Information Technology Laboratory had been limited to the Intelligence Advanced Research
Projects Activity (IARPA) sponsored Open Crdsagual Information Retgval prize challenge
whi ch sought tliogua iefarmeation petrigva (CIR) systeto assist English
speaking expert B]HawevehthedabticsSafdtyrConangumnicatpns Research
division of the Conmunications Technology Laboratory has taken a forward leaning approach,
establishing a dedicat€dpen Innovation Office to drive rapid advancement for public safety
communications and relevant supporting analytic needs.

PSCRG6s Open | newevaged i on Of fi ce |
contracted subject mattexpert inDP, Knexus
Research Corporation, and contracted challenge AUl t i mat el y, the abi
implementers, HeroX and TopCoder, through mobilize participants and  capital,
the National Aeronautics and Space spread the burden of risk, and set a
Administration (NASA) Center of Excellence problem -solving agenda makes them

. . a powerful instrument of change.
for C.:ollabor.atl_ve Innoyatlon (GECI) contract They offer a valuable form of
vehicle to aid in theekign and to conduct the leverage to sponsors that use them

Differential Privacy Synthetic Data Challenge aspartofawell -desi gned st

A team of 10 experts drawn from academia, Mckinsey & Company - 2009 [24]
industry, and government were recruited to
validate challenge design, review submissions

for adherace toDP, and make recommendations to the PSCR judge panel for awards to PSCR.
TheDivision Chiefof PSCR serveds the NIST appointed judge and made final decisions on
prize awards.

2.1 Challenge Considerations and Assumptions

For the first national Mel contest irDP to be successful, we understood that the challenge
would need to provide the necessary benchmarking tools, data, and metrics, along with the
motivation, leaderboards, and incentive prizes to spur the research community to determine



whethe effective pradtal solutions can be developed for thierentially private syntheticdata
problem. Considerations and assumptions that drove the challenge design included:

Concept maturity We understood th&aP methods were nascent and experthefield had
limited access to outside training datasetgakworldapplication platforms. The challenge
would require a mukiphased approach, almost a bootcamp siyiech would drive and
motivate teams to repeatedly evaluate their algorithmganaorld problers, use results to
improve their algorithms, and then evaluate and improve again.

Datai The datao be deidentifiedneeded to be relevant to public safety needs. Per NIST
Institutional Review Board guidelinggata could not contaiRll or be obtainedavithout

consent. Sample data would need to be provided for development butenndéeendent of
thefinal evaluatiordata Therefore, the challenge required at least three datasets: 1) sample
data for download and development, 2) psavial data for @rticipant testing, and 3)
sequestered data for final evaluation. Data should increase in difficulty as the phases of the
contest progressed.

Benchmarking tools and metrie§Ve recognized that not all algorithms are created equal.
Santizing data usig algorithms that satisfpP will preventre-identification, but poorly
designed algorithms may add too much randomized "noise" to protect the data and become
useless for analysis. Therefore, the contest would need to evaluate algestgmas well
asmeasurably determine the techniques that work well at preserving utility while protecting
privacy. To ensure fairness and efficiency, and to promote the developmentafdastic
algorithms multiple non-redundantmetrics would be reared for the challenge. Two
specific concerns drove metrics selection:

o Coverage to address a breadth of use cases for the data

o Discrimination’i to distinguish between real and synthetic data

Motivationi We understood that the contestants would con§@ata science teams

composedf students, academics, and industry professionals with already busy schedules. In
order to ensure that the challenge was more exciting than stressful, and to help contestants
stay actively engaged and striving to produ@rthest work throughout, it was important to

have a weldesigned set of incentives and milestones.

3. Challenge Design

In order to address the considerations and assumptions, the challenge was splitdigtneto

phases. The first, a conceptual phasieited new ideas oDP methods through a white paper.

The second, an empirical phase, aggressively advanced the concepts into applied research via a
coding competition. In this section, we discuss trelehge design for both phases, covering
overarcling issues applicable to both, then address details for each phase.

3.1 Team Eligibility

To be eligible for the cash prizes, each contestant or team of contestants were required to include
an Official Represetative who was age 18 or older at the time afyeand a U.S. citizen or

permanent resident of the United States or its territories.



3.2 Milestones and Incentives
The conceptualphs e contest known as the 2018 NI ST i’

Advancing Met hods i n Di f threernomhs in thé surBmer of 2088y 0 ©
This was followed by the empirical phase con
Synt hetic Data Challengeo which consisted of

that took place over eight mihrs from October 2018 through May 2019. These milestones were
designed to break down what may have seemed like an insurmountdidgrphato

comprehensible and conquerable stages. Financial incentives were provided early and frequently
to maintain mometm and participation.

Concept Paper Match #1 Match #2 Match #3 Open Source
1st place $15k 1st place $10k 1st place $15k 1st place $25k Additional $4k/team
2nd place $7k 2nd place $10k 2nd place $15k
2nd place $10k 3rd place $5k 3rd place $5k 3rd place $10k
3rd place $5k 4th place $2k 4th place $3k 4th place $5k
, . 5th place $1k 5th place $2k 5th place $3k
People’s Choice 2x$5k  progressived x 1k Progressived x $1k  Progressive 4 x $1k
($40k) ($29K) ($39K) ($62K) ($20k)
40k 329%) $3%%) 362%) 3299

Figure5 - Challenge Milestones and Incentives

3.3 Experts and Judges

NIST identified 10DP subject matter experts to assist with the challenge. The selected experts
were academic, government, and industry professionals with extensive backgrounds in statistics
and mathematics, agell as experience in gelopingDP-based solutions. The subject matter
experts participated iad hocdesign meetings and served as reviewers for contestant
submissions. Judges were appointed by NIST and consisted of PSCR senior staff.

3.4 Outreach

Ongoimg outreach, accessibility, and engagement throughout the challenge was critical to rapid
advancement of the discipline within the allotted time frame of the project. We leveraged a
variety of outreach approaches to recruit, educate, and providsafden participants.

3.4.1 Marketing Strategy

Official details about the challengeereposted to the Challenge.gov website, in addition to the
NIST PSCR and specific challenge websites. A NIST press rékeaddNIST Tech Beat

articles were issued to irease \8ibility to DP while inviting interested parties to participate.
Due to the complexity of the problem, the marketing strategy for the 2018 NIST Differential
Privacy Synthetic Data Challenge specifically targeted solvers with experieD€ im addition

! https://www.nist.gov/blogs/takinmeasure/differentigbrivacy-ga-nistsmary-theofanos
2 https://www.nist.gov/newsvents/news/2018/05/hekeepbig-datasafeenteringnistsunlinkabledatachallenge



https://www.nist.gov/blogs/taking-measure/differential-privacy-qa-nists-mary-theofanos
https://www.nist.gov/news-events/news/2018/05/help-keep-big-data-safe-entering-nists-unlinkable-data-challenge

to reaching out to the general data science challenge community.-pgxawg approach for
recruitment was applied:

Social Media HeroX developed and ran social media ad campaigns targetedd® the
community on Facebook and Twitter. Metricgrfr eachad set were continually tracked

and revised throughout the duration of the campaign in order to maximize success.
Targeted Emails HeroX, NIST PSCR staff, and the challersydbject matter expert

panel worked together to develop a targeted outréstzfocusing on experts iBP and
academic leadership for relevant departments in prominent universities. As the marathon
matches progressed, reminder emails were sent only to those that had opened a prior
communication, and the frequency of emailsrdaseds interested users registered on

the HeroX platform.

3.4.2 Registration

Registration was conducted through the HeroX platform for the conceptual phase and the
TopCoder platform for the empirical phase. To provide schedule flexibilifyafidicipants,
registation was intentionally fluid. For the conceptual phase, registration was open for three
solid months from February 1, 2018 to contest launch on May 1, 2018. In the empirical phase,
participants could join any of the three matchesoupne week prior tthe final scoring stages,

to allow time to submit their entry to the public leaderboard andgexning. Additionally,
contestants were not required to participate in all matches and could join, leave, and rejoin the
challenge, atheir schedules allogd.

3.4.3 Webinars

For the conceptual phase, and after the rules and guidelines were made publicly available, the
Topcoder, HeroX, and NIST teams requested and collected questions from prospective
contestants about the challenge. The NI8hgpal investigatoresponded to each question in a
pre-recorded video which was made available on the HeroX competitor forum as a way to open
the conversation amongst participants and clarify complex questions. For the empirical phase,
the challenge tea conducted an eduaanal webinar for each marathamatch.The goal of the

webinar was to increase engagement and educate solvers who were not already familiar with the
field of DP.

1. NIST DP #1 Webinaj10]
2. NIST DP #2 Webinajl11]
3. NIST DP #3 Webinajl2]

3.5 Conceptual Phase
The conceptual phase was designed to identify Conceptual Phase Goals
unique solvers iIDP, expose the ideas that may
have been evolving, but had yet to be document{ | pescribe public safety problem

and encourage new commuynibvolvement. Italsq 5 ncrease visibility o differential privacy
served to check current, relevaimbughts in the 3. Invigorate data science community
area ofDP and set expectations for the challenge| 4 Gather nevtechniques

team on which techniques could dygplied inthe
empirical phasg13]




Challenge rules, registratiomg@e, submission page, notifications, and an open onkcestion
forum were made available through both the HeroX and TopCoder platforms. The challenge
page and accompanying marketing strategy invited individuals with an inteERtansubmit
white papers proposing algorithms and solution features agams$olilowing problem
statement[14]

3.5.1 Problem Statement

Dedicated web pages for the challenge al so o
inter est . AThe Unl i nkabl Meth@ain Biffe@ritial Privaeynsgeks.a A d v a
mechanism to enable the protection of PIIl wh

3.5.2 Milestones
PreRegistration: February 1, 2018Viay 1, 2018
SubmissiorPeriod: May 1, 2018 August 2, 2018
HeroX Eligibility Screening: August 3, 2018August 6, 2018
NIST Evaluation and Judging: August 7, 2018eptember 10, 2018
Peopl eds Choice Awar dAudustt28, 2038 August 14,
Winner Announcement: Septder 12, 2018

3.5.3 Judging Procedures
A two-fold approach was utilized for evaluation and awards: a manual technical review by
experts, and a peer review, public choice award.

The manual technical review process consisted of three levels. First, submissiemeviewed
by the HeroX interngbanel toensureeligibility requirements were met. Next, the NIST selected
panel ofsubjectmatterexperts (SMESs) evaluated submissions for adherenb@theory and
provided comments and finalist recommendations. @ents and recommendations were then
passed to the NIST appointed official judge for final ranking and award.

Voting for the People's Choice Awards was held on the HeroX platform. The four finalist
submissions were posted on the challenge webpageptaial of two weeks. Visitors to the

page were able to review the finalist entries and register to vote for their favorite submission.
Votes were tallied and exposed in real time. Additionally, registered voters were designated as
followers of the challege and sent updates on results ardré events.

3.5.4 Results
In this section we summarize the results of the marketing strategy and participation in the
conceptual phase and highlight the winning team submissions.



3.5.4.1 Response and Patrticipation
The Unlinkabé Data Challenge garnered wide attention drawing 32 registered teams and a total
of 144 registered competitors from
104 countries. The challenge
community reache@10
participants which included 2o 2% 2F
individuals who voted in the 4%
Peopl eds Choiiewse ef

indicated a broader interest in the

Participants - Top 5 Countries

ge V mUnited States

contest reaching 103 countries with “India

spikes in views occurring pre “ Canada
contest launch and during the Germany
Peopl ebs Chiod he v = Spain
targeted outreach effort recruited

the most registrants (48), including 9%

the Honeable Mention award

winner and was followed by Figure6 - Unlinkable Data Challengeegistered
Facebook advertising (10) and Competitors

Twitter (2).

Page Views - Top 10 Countries

Views

3320

e

52

v L

Powered by Bing
© GeoNames, Microsoft, Navinfo, TomTom, Wikipedia

Figure7 - Unlinkable Data Challenge Global Following

3.5.4.2 Awards

Less than half of the teams who registered submitted papers for the challenge. Only four of the
11 papers submitted for the conceptual contest met thenomm eligibility requirements for
advancement. Eligibility requirements may have restricted registrations and submissions,
however, the complexity of the problem and limited understandibgaheory were deemed
leading factors by the HeroX team.
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Prize

Grand Private Synthetic |Used a Differentially Private
Prize Georgia Institute of Data Generation |Generative Adversarial Network
$15,000 +| Georgia Tech Tech gl . Atlant via GANs {DP-GAN} to generate private
People's | Privacy Team | C"0'08Y: Atlanta, synthetic data for analysis tasks.
Choice GA
$5,000
DPSyn: Our approach is to generate a
R:gn;gou-f Differentially synthetic dataset that
$P ! le' DPS Purdue University; |Private Data approximates many randomly-
gl?gi:es yn West Lafayette, IN |Synthesizer chosen marginal distributions of
$5,000 the input dataset.
r
>>>Advancing |Generated a synthetic dataset that
Honorable Models in approximates many randomly-
Mention WesTeam Westat: Atlanta. A [Pifferential chosen marginal distributions of
$5,000 ’ ' Privacy>>> the input dataset.
Figure8 - Unlinkable Data Challenge Winners
People's Choice Votes
160
140
120
100
80
60
40
20

Georgia Tech
Privacy Team

DPSyn

WesTeam

Figure9 - Unlinkable Data Challenge People's Choice Award Winner:

3.6 Empirical Phase

The empirical phase was designed to allow participants to apply and test the new techniques
described in the conceptual phase, and for the NIST challenge team to develop and provide a
means to evaluate and measure the techniques. Berkshanarfeedback eve incorporated

into the series of matches to rapidly drive iterative improvement of the techniques. The challenge
approach was intended to provide the motivation and tools necessary for teams to steadily refine

their solutions through peated evaluatioaf their algorithms on reakorld datasets.
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3.6.1 Challenge Overview
The design of the empirical phase, or the 2018 NIST Differential Privacy Synthetic Data
Challenge, consisted of three marathon matches, hosted on the TopCoder platiogreiGst
weeks ach. Challenge participants were invitediewelop a Uandl DP algorithm at varying
levels ofUfor each match. The marathon matches were run astage, heatb-head algorithm
competitions. The initial five weeks consistecagirovisional sige, where contestants focused
on submitting the synthetic data output by their algorithms for provisional scoring on a public
leaderboard. This was followed by an invitely, threeweeklongsequestered stage, where
teams submitted exe@ltle solutions,aurce code, and full documentation for review and final
scoring.

Match Stages Each of the three matches began with
requirement foteamsto submit
correctlyformatted synthetic datasets in

Sequestered order to earn a provisional leaderboard
Phase score. Scores calibe boosted by
aF . submitting code and documentation for a
inal Scoring . .
O pifferential pre-screening review by the SME panel
Privacy mid-way through the provisional stage.
Validation At the end of the fivaveek provsional

stage, all teams with a psereened score
on the leaderboard were invited to the
Figure10-Synthetic Data Challenge Match Sta¢ sequestered round of the match. The
sequestered stage required more
complete, stable solutions. Teams that advanced were required to codbenibhat accepted
standadizedti andUinput with no hardcoded data schemas (schema given as input), and
thorough code documentation aligned with the algorithm documentation. Each solution would
then undergo a source code review by multiple
DP SMEs, and theibocker containers wadd

runon the Topcoder platformsing the kel
sequegred datao generate final scores. If the
solution encountered problems in this process Mckenna SRR S0 .
the teams would be informed via a TopCoder ninghui 930228.00 2
forum post and allowed to fix and resubmit privbayes 83944510 3
their code.

805170.88 4
In each match, tearmmsceived cash prize manisrivastava 652890.07 5
awards designed to encourage continued e e .

LHOTIUED MU TEVWIO

participation in the following match which

would challenge teams with increasing

difficulty. In the final match, the final five (5) Figurell- Synthetic Data Challenge
winners had the optioiv receive a bonus casl ~ Leaderboardnapshofrom Match 3

prize award for psting their full source code

to a publicly available websi{&5], [16]. Sharing of source code was intended to expand the
knowledge base, spark collaborations, and accelerate developrpentdattionlevel solutions
that could be adopted by public safety.
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Throughout the empirical phase, challenge rules, registration patifecations, and an open
online discussion foruwasmade available on the Topder platform, along with a
downloadale competitor pack which included detailed information and instructions, data
dictionaries, sample data, and scripts for registereccipamnts.

3.6.1.1 Challenge Rules

In addition toNIST official rules posted on Challenge.gov, NIST aksserved theight to adjust
provisional and final scoring methodologies during the contest, in a manner fair for all
competitors[17] This statement in the rules enabled adjustment for flaws in the original protocol
or methodologies.

3.6.1.2 Milestones

Preregistration: October 1, 20180ctober 30, 2018

Match 1
o Development Period: October 31, 201Blovember 29, 2018
0 Progressie Prize Award: November 15, 2018
o NIST Evaluation and Judging: November 30, 20I3ecember 31, 2018
o Awards: January,2019

Match 2
o0 Development Period: January 11, 201Rebruary 9, 2019
o Progressive Prize Award: January 26, 2019
o NIST Evaluation and Judging: February 10, 201darch 6, 2019
o Awards: March 7, 2019

Match 3
o Development Period: March 10, 20¥gpril 23, 2019
o0 Progressive Prize Award: April 8, 2019
o NIST Evaluation and Judging: April 22, 200L%ay 20, 2019
o Awards: May 232019

3.6.2 Differential Privacy Definition Relaxed

For the empirical phase, a common relaxation oDtRelefinition was chosein -differential
privacy. Whei is bounded to a small amount pj € a strong practical privacy guarantee
can be retained, laling the use of several techniqueslimproving accuracy by reducing the
need for longtailed noise distributions, which may spoxaliy result in large addedbise
values. Given two neighboring datas&shiOc that differ in the data of a single indlual, a
data publication scheme satisfids -differential privacy if its published resu¥ satisfies the
following constraint.

OOYOm ™Y Q 0OYOp N Y |

Adapted Definition oEpsilonDelta (0 /) Differential Privacy[18]

3.6.3 Data and Data Preparation
The challenge was designed with the objective of spurringptastd researcind development
of practical solutions to release a privati z
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coll ection/ publication paradigm assumed a
of tabular (event or survey) data and asemtially arbitrary amount of time and computing
power to process the data for release. Data considerationsiatemtiSection 2.1 and challenge
preparation timelines drove data selection. Data was broketwiofoarts:A testing dataset that
was cmsidered to be publicly released data for the purposes of algorithm development, and a
sequestered dataset that wassidered sensitiy@rivate datao beused for final scoring. Often
two datasets were used in final scoringe whose distribution resiled the public testing data
and one with a significantly different distribution, to chaclalgorithm$generalizability

The first and second marathon matches leveraged open source data downloaded from the City
and County of San Francisco's Open DRdaal and the third match utilized United States

Census Bureau Public Use Microdata Sample (PUMS) df946 US. Census Dataetched

from the IPUMS USAwebsité. PUMS data was selected to increase complexity while still
providing public safety planngrelevance for the third challenge. Additional details on data
size, number of columns, and variables iacluded in thé&ig.s in Section 3.6.6.1.

The zip file@Competitor Packfor each match included the provisional training datasets,
provided in.csvformat, along with their corresponding data dictionaries, as JSON files, which
described all of the dtomns to be privatized, and additional details headmefile. Provisional
training datasets were accompanied by a training ground truth datasetl. STEensus PUMS
data codebook was also provided to competitors for the third match.

Field typesfor each column for all matches included:

0 enum - categorical data. The count field prowidbe number of possible values
in each of such columns; éihe possible valuegerefrom 0 (inclusive) td\
(exclusive).

o integer and float® typedenote columns with integer and float values. In both
cases, the dictionary providéheir minmum andmaximumvalues (both
inclusive); along with option@ooleanfield, whichtold whether the valuaas
optional (may be empty). For the columns with opdiequal “false’, each record
in the datasatequireda numeric value; while for the columns wahoptional
field equalto "true therecord may havladeither umeric value, or be empty.

Data Preparation for Matches 1 & 2For the sake of simplicitgll original data values
were converted to numeric formats as follows:

o Categorical values (string literals) were replaced by consecutive integer numbers
from O (indusive) to N (exclusive), where Was the total number of possible
values.

o Date/time valuesvere parsed and converted into integer Unix timestamps
(number of seconds from 00:00:00 UTC, January 1, 1970).

o Geographical coordinates were split into two seggactalumns containing real
numbers for latitude and longitude.

o Data columns were sorted gt sizes of value domains for each column
increases from the first to the last column; i.e. the first and second columns
contain categorical data with two possibialuesthe 3rdcolumn contains

8 https://usdpums.org/usa/
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categorical data witfive possible values; etc. Numerical (both integer and float)
columns were placed along with the categorical data columns containing 100
possible values. Count values were provided for each column.

Data Preparation for Match 3The original dataset was carted from its fixed column
width format to.csvfor ease of use and to correspond to the data formats used in the first
two matches. Not all of the columns mentioned in the US Census codeb®ok we
included in the dataset.

0 Leading zeros were removedinall codes in the dataset.

o For numerical columns the values |iB®998 corresponded to tHBI/A' value.

The'N/A' value in a certain column has as m&hyigits as necessary for the
value b fill the full width of the original column.

o For scoring purposes, the third match considered all columns categoric and unlike
in the previous matches, the values of categorical columns were not restricted to
continuous ranges from '0' to 'cotlrit wherécount' values were given. For this
data setcompetitors were permitted to use the input data to determine the set of
possible values for each columns.

o The provided count values specified the total number of distinct values found in
each column of thdataset; and 'maxval’ specified the maximwatug found in
each column.

Final scoring occurred on a sequestered dataset in the same schema as the original data. Both the
provisional and sequestered datasets were small partitions (selected by stafeoditlyegdame

large, publicly available datas The particular choice of subset that would be used for final
evaluation was not disclosed. Sequestered datasets were tightly retained, and password protected
throughout the challenge and restricted accessprovided only to selected NIST, Knexus, and
Topcoder staff directly involved in data development or execution of the final scoring stage of

the matches.

3.6.4 Python Scripts
Python scripts and instructions for each match were also contained in the Caniaetito
enhance understandingDP, enable iterative development, and facilitate submission and
scoring. These included:
8 a sample naive implementation of a simplifferential data privacy algorithm.
an auxiliary script for preparingthe Tapd er submi ssi onDR or t he
algorithm. This script ran the algorithm on the specified number of columns for the
match and generated a .csv file for each of theetlevels oflidentified in the challenge
rules, checked that the .csv files satisfied limit requirements, then packedfoesput
with the specified name.
stochastic ground truth generators for each scoring method used by the match. These
produced andomized sets of scoring tests used for provisional scoring.
0 atest scoring script which detected the number of columns amdedta score in the
range 0 to 1,000,000 for each dataset at the generated |&yeherf averaged the three
score results.

O« O

O«
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3.6.5 Measurement and Validation Techniques
In this section, we delve further into the scoring measuremeribBnrdlidation techniques
applied during the empirical phase of the challenge.

3.6.5.1 Synthetic Data Quality Metrics

NIST utilized three bespoke metrigsrheasure accuracy of synthetic data generated by the
contestant algorithms. A new scoring metric was introduced in each match and applied in
addition to the previous metrics to

progressively increase difficulty for éa H H
match. The first two were develeg by Progresswe Metrics
Topcoder, in conjunction with the NIST Match 3
technical lead, and the third was derived Match2

from suggestions and interviews with data Match 1 fég:évtic Use
users and subject matter expeftse Higher Order

Competitor Packs for each match included | 3 yarginal Conjunction

the code fogeneration of tests, and
subsequerdcoring of the synthetic datasets,
along with instructions on how to use them
for local scoring.

D\ ﬁ'\c\}“‘q

_ _ _ Figure12i New scoring metrics were
The scoring metrics used for this challenge introduced in each match

were designed to provide both good

coverage and good discriminative power, while being efficiently compuaableenerally

applicable to any tabular data schen@nly the original dataset could achieve a perfect score
against any metric. Each metric benchmarked competitor solutions against the original dataset.

3.6.5.2 k-Marginal
Thek-Marginalevaluationmetricis a randomized heuristic that measures similarity between two
high dimensional datasets, by considering all correlations of k or fewer varidible Synthetic

Data challengeds first metric captureée corre

How k-Marginals work:

1. Numericafeatures are groupedtd range bins.

2. A set set of kmarginals, e.g. variables from the available columns in the datas
are selected in accordance with the specified strategy (for exaropteose
marginals uniformly random at a sampling rate of 0.1).

3. Count and density for eh bin is determined for the selectedlarginals from
both the real and synthetic datasets.

4. For each selectedrkarginal, the difference between the real and synthetic dat
densities are calucated and converted to an absolute value

5. The sum of the absdkivalues of each bin provides the score. The total score
derived by averaging all test scores and then converted to a human readablg
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SCORE

REAL SYNTHETIC

Features Features o | o | T e | i

Counts | Density B Counts | Dansity 1 0.10 | 0.08 | 0.02 | 0.02

1 10 | 0.10 1 | b 8 |0.08 2 011 | 010 | 001 | 0.01
2 11 [on 2 | bl 10 | 010 3 0.16 | 017 | -0.01 | 0.01
3 16 | 0.16 3 | b1 17 | 0.17 4 0.15 | 0.8 | -0.03 | 0.03
é 4 15 | 0.15 | VS. § 4 bl 18 | 0.18 5 0.09 | 008 | 001 | 0.01
5 9 | 009 5 | b2 8 | 0.08 6 0.08 | 010 | -0.02 | 0.02
6 8 | 008 6 | b2 10 | 0.10 7 014 | 013 | 001 | 0.01
7 14 | 0.14 7 | b2 13 | 013 8 0.17 | 0.6 | 0.01 | 0.01
8 17 | 017 8 | b2 16 | 0.16 SUM 0.12

Figurel3- Overview of kmarginal scoring

3.6.5.2.1 3-Marginal Scoring Methodology

A single test worked on threearginals picked randomly. The domain of possible values in the
randomcolumns was split intbins For example, the algorithm selected two categorical

columns with 50 and 200 psible values, and a third numeric column

with integer values betweenandb, and empty values. The scoring algorithm then divided the
domain of the numerical column into 100 equal rangesize(ai b)/100each. As thecolumn
allowed empty valuest addedii v i r t u a l rangeo for itsAlellApty v
200 buckets, plus one speduah for records
outside of the valid value rang&henfor both the
original and submitted datasets it counted the

Three Marginals Output from Step 1: Actual and
Synthetic Person Data Sources

number of records falling inteachbin. Resulting ~ ®Wn  tumbed Unversty  Gount Gount
counts were divided by the total number of recort @A

in each dataset to get the density distribution of M $0-33K F

records. Then, the scoring algorithm calculated tt . ¢ ., .

absolute difference of density distributions for the

original and submitted datets by takng the sum Mo s T

of absolute differences of density values in F $0-33K T

corresponding pairs of buckets. Due to s04.66K i

normalization of density distributions to 1.0, the
resulting difference was a numtmibelongingto  Figure14- lllustration of a 3marginal
the range between 0.0 (perfect match of density distribution
distributiors) and 2.0 (density distributions for the
original and synthetic dataset do not overlap at all). The resulting single test score was defined
as:
. i

Y wpTm p c
To calculate the score shown in the provisional leaderboard, we cressgedfd 00 tests,
described above, with randomly picked columns for each test. The scores from separate tests
were averaged; and if the submitter had been approved in tHserpening procedure, the score
wasmultiplied by 1000.
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3.6.5.2.2 Higher Order Conjunctions (HOC)

Forthe higher order conjunction metric, target rows were randomly selected from the real data
and synthetic data to create a pool of #Asi mi
compared. This process used a randomly gesekmainilarity funcion for each feature, and the

solution was scored across the many, randomly selected target rows. The results were averaged
to create the final score.

Real Data Pool }; <> Synthetic Data Pool
Target Individual

Figurel5 - lllustration of a Higher Order Conjunction

3.6.5.2.2.1 Higher Order Conjunction Scoring Methodology

A single test consisted of a set afas for different columns. Each column had a 33% chance to
beincluded into a set, thus, on average, a single test rule was ~11 columns. For categorical
columns, the rule was a randomly selected subset of its possible values (from 1 to a maximum
number & values); for numeric columns, the rule was a randomly seleatege of values. A

dataset record satisfied the set of test rules if all categorical columns included in the test,
included values correspondi ng mmsintiudedinthel e 6 s
test had values within the selected randests were generated to guarantee that in the original
dataset there was at least a single record matching the test rules.

Thei-th test calculated the fraction of records satisfying thetéss in the original"Q; and in
the synthetically privaged (Q; ) datasets. Téir mismatch was then quantified using the
following formulas:

Q 111 Aa&xnNpe m e

y - B 'Q  hwhere N = 300 is the total number of tests

)

L. Y
YO O YOIl A ﬁhp P m

Submissions that had been submitted forgareening and approved wenultiplied by 1000.

3.6.5.2.3 Applied Analytic Use Case

The third measureméapproach pushed beyond enabling comparison of synthetic data in
columns or rows to provide a heuristar validating data extracted from a dataset.

3.6.5.2.3.1 Applied Analytic Use Case Scoring Methodology

A single test for each level &fof the applied analyticae case heuristic utilized two component
scores derived from the SEX, INCWAGE, and CITY columns of théheyic and original
datasets.
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Score 1- The measure of income distribution across each city, or Gini {ndes
calculated for the syntheticallyipatized dataset and original dataset. The nssprare
deviation between the two datasets was calcul#ited averaged by the number of cities
present in the CITY column to provide the Score 1 result.

Score 2 The gender pay gaps of the syntheticegated dataset and original dataset
were ranked by city, and the calculation of the
meansquare deviation of the two datasets w
utilized for the second score.

100%

The two score components were averaged to prodi
an overall score for each level Bf The resulting
three scores for the various leveldlsfere then
averaged together to provide the third measuremet
technique input for the Provisional Leaderboard
Scores.

Cumulative share of income earned

Sequestered scores for the Analytic Use Case Cumalativ shar o peopte flom owest tohigheat -0
heuristic were done with repeated triaisl

additional values oflas needed, and the final score Figurel16- lllustration of a Loren:
was computed as a privacy/accuracy AUC (Area  Curve used for determining Are
Under Curve). Under Curve

3.6.5.3 Privacy Budgets

As indicated in Section 1.4 very small privacy budget can require the probability distribution
to be so wide (and the @eld random noise to be sufficiently large) that the published results no
longer bear any resemblancetite true data and provide no utility for analysis. Balancing
privacy andutility with reasonable error depends on the sizé distributiorof the dataand

number of properties to be estimatdebr the first match, NIST set the three values of epsilon to
(10.0, 1.0, 0.1). This included a generously large privacy budget of 10 which along with the
large data size and smaller number of features, redhegquteblem complexity in order to
encourage contestant$owever, the second match sought to distingbetiveen solutions and
dramatically reduced the privacy budgets to better enable prize rgaking.1, 0.0). The

third match aimed to move contastmand solutions towards currently applied practical levels of
Usimilar to those used in applications such as On the Map or being tested bg.tBensus.

After consulting with additional advisors with fedeaad commercial experience, provisional
testingUlevels for Match 3 were held at 8, 1.0, and 0.3, tineesas for the Match 2 sequestered
testing.

3.6.5.4 Test Harness

The Tomoder python test script powered the live leaderboard once contestant syntiaetiaslat
uploaded to Togder ina Docker container environment and ran against a smatigmerated
set oftests, not known to the competitors.

4 https://www.census.gov/topics/incorpeverty/incomenequality/about/metrics/girindex.html
5 https://onthemap.ces.census.gov/
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Topcoder chose to run final scoring ostandalondaptop. Most competitor solutions were
reasonably fast even generating a single privatized dataset in approximately 30 minutes, using 1
processor coreGAN submissons, which required more resources and more runs, were also run

in the TomoderAWS cloud Scoring of a test case set at each levé) with selected

parameters, took between a few to ten minutes to run. Results were generated running four jobs
in pardlel overnight for approximately seven hours. The second match reduced the nutiber of
levels for the sequestered stage, decreasing the testing load. Tdoeldiogtaff ran as many test
cases as necessary to be sure that the score accararyces smdler than the score difference
between placements. Average scores and standard deviséicmshecked until the results were
accurate enough for fair ranking of competitor solutions.

The batches of the resulting calculations and scores were accuniniatadable and passed to
the SME panel for human revievdverall,the scoring procedsr each match took between
seven and fourteen days.

3.6.5.5 Differential Privacy Verification

Two checkpoints in the matches were introduced to prevent intentional defativiolations

of DP. Violations, which could be variations of anonymization that wet®P or solutions

that were hardcoded for the targeted datasets, could result in high scores and change leaderboard
results during the provisional stage, thus mectly awarding prizes in the sequestered stage. A
manual SME review approach was setedior validation of both itBP affordability and ease of
implementation. In addition to averting violations, the verification process provided feedback to
the tears to advance learning and development. General feedback about common problems was
postedon the forum, enabling newcomersP to avoid obvious pitfalls. Specific detailed

feedback, and requests for more information, were directly emailed to contésanmatiect

intellectual property.

3.6.5.5.1 Provisional Stage Prescreening

To earn a 1000score boost, contestants were required to submit clear, complete algorithm
specifications and privacy proofs to pad3RPrescreen. The precreen was conducted by a
minimum of three members of the SME panel during a weeklyhaitffehourlong SME reviev
teleconference. The peereen served as a quick check to ensure that the contestant made a
good faith effort to satisfipP and to identify obvious errors.

3.6.5.5.2 Sequestered fage DP Validation

SMEsconfirmed that algorithssatisfiedP and thathe code \as an earnest besftfort
implementation of that algorithm, without significant errors. Contestants invited to the
sequestered stage were required to submit source co@eguioe/documentation, updated
algorithm specification, and privacy proof for arhigh final pass/faiDP Validationby the

SME review panel. Two reviewers were assigned to each submission. Submission concerns
were introduced by the assigned reviewaerd discussed during ad hoc and weekly
teleconferences amongst all panel membetisaipass/fail decision was derived. Solutions
failing validation were eliminated from prize eligibility for that match. Detailed feedback was
provided by email. Contesits could fix or change strategies for the next match.
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3.6.5.6 Judging Process

Similar tothe conceptual phase, a manual technical review by experts proved critical to the final
judging of each match. At the end of each match, the Topcoder and SME reviewgudieel v

the scores, source code, and documentation from the sequestered stageided their

findings for review by the judge panel. The NIST team consolidated SME comments and finalist
recommendations for the judge determination meeting. In thismgeétie judge panel was

presented with the challenge data, contestant solutionSMEdcomments for evaluation. The
NIST-appointed judge reviewed solutions for adherence to the challenge rules and made the final
decision on final rankings and awards. Tjtiiecess was followed for each of the three matches.

3.6.6 Marathon Match Results

In this section, we describe the outcomes of the empirical phase in this challenge. We
summarize the overall response; detail the focus, participation, scoring approachhaghthig
issues faced by solutions during each marathon match and end with a $orgdtaen of each
solution.

3.6.6.1 Response and Participation

The Differential Privacy Synthetic Data contest drew many participants and teams from the
previous conceptualphasend | i ke t he conceptual phase, p a
exceeded the nuper of actual competitors.

120

107
1
00 87
80
80
60
40
20
20 15 15
0
Match #1 Match #2 Match #3
m Registered Participants Active Challenge Participants

Figure17 - Empirical Phase Participation

Tracking of contest submission numbers proved difficult in the empirieeegytskewing well
over the number of active participants, since the challengeailde@ged contestants to upload
datasets every four hours to test and spur further developmento8exsubmissions were
recorded for the first match, 93 for Match 2, add@& Match 3. HeroX andopco d efmd s
report cited only the total number oftdaiploads. These numbers were attributed only to the
number of data uploads in the HeroX arapco d e find eport, preventing further analysis on
the contestant develo@nt process.
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The data from the challenge implementer report regarding gladet end interest in the 2018
NIST Differential Privacy Synthetic Data Challenge was limited to summary information on the
nationality of contestants. The first match drewnpetitors from six countries and reduced to

four in the second and third match.

Additional information on the effectiveness of the marketing strategy, specifically the number of
hits and top sources of views of the webpages associated with the DidldPeiviacy Challenge
may be found iAppendix A.
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3.6.6.2 Match 1

Match 1
Prize Team Name
1st Place
$10,000 + jonathanps
Progressive (Marginal) 781,953
Prize $1,000
2nd Place ninghui
$7,000 (Marginal) 736,780
3rd Place
$5,000 + rmckenna
Progres sive (Marginal) 664,623
Prize $1,000
4th Place manisrivatava
$2,000 (GAN) 93,955
5th Place privbayes
$1,000 (PGM) 82,414
Progressive .
Prize $1,000 brettbj
Progressive eceva
Prize $1,000

Figurel8- Match 1 Results

Provisional

Sequestered

Focus:The first match was deagied to support
research prototypes and then increase software
requirements over the course of the final two
matches. This match focused on conserving the
clustering characteristics in the synthetic data.

Participation: Out of dl the submissions, there
were nine teams who passed Diepre-
screenings during the match. These nine teams
achieved the highest provisional scores and
were invited to participate in the sequestered
stage. Only seven chose to submit code and
documentatio for the final round andf those
five, all passed thBP validation review and
moved on for sequestered scoring.

Scoring:The sequestered scoring measured the
synthetic dataset performance against columns
in the 2017 San Francisco Fire dataset for 273
test cases, generatedihwa uniform chance of
each column being selected. Sequestered
scoring was repeated 100 times fa five
different values ofJidentified inFig. 13 below.
The average score of five separate runs
produced the final sequestered score.

Details:

San
Francisco
Fire Dept

2016

San
Francisco
Fire Dept

2017

Columns: 32 numerical and categorical columns with
continuous variables

Rows: ~236,000

Sample variables: Call Type Group, Number of Alarms, City,
Zip Code of Incident, Neighborhood, Emergency Call Received
Date and Time, Emergency Call Response Date and Time,
Supervisor District, and Station Area.

Match 1

[y
)
~og

3-
Marginal

(Conserve
Clustering
Characteristics)

‘Synthetc Peson Data Sources

Provisional Stage Pre-Screening: Manual SME panel review of
code, algorithm, and theoretic proof for feedback. 1000 Point boost.

Sequestered Stage DP Validation: Pass/Fail manual SME panel
review of theory and algorithm implementation.

Leaderboard Scoring: Randomly select 3 column, split domain of
possible values into buckets, create bucket for values outside of
valid value range. Divide domain of numerical column in 100 equal
ranges, plus 1 for null values. Count number of records in each
bucket. Obtain density distribution by dividing bucket counts by
total number of records in each dataset. Take sum of absolute
differences of density values in corresponding pairs of buckets to
calculate absolute difference of density distributions between
original and submitted datasets. Repeat process 100 times for each
value of epsilon. Average scores from the 100 separate tests.
Multiply resulting score by 1000 if approved in pre-screening.

Figure19- Summary of Match 1 Methodology
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The challenge implementer underestimated tamlag curve for competiterand complexity of

the challenge, initially setting the minimum prize eligibility score at 250,000 points, a target
level which only three of five teams met. Topd e r 6 s
judges chose to thwoout this requirement irhe first match to maintain participation and

maximize awards.

scori

ng

of f i

ci

al

Solution Progressionin the first match, three solutions required multiple passes to generate

each of the five required runs. The number of attempts varied for each solution, elimihating a
least one team in the sequestered stage after 100 attempts, and failing to halgwotiteim

load. Two solutions in the sequestered stage required multiple passes ranging in number
betweerthreeand 15 attempts for each level@fThe first match ab identified bugs in two
solutions resulting in null or insufficient output for scayi

3.6.6.3 Maitch 2

Topcoder conducted three runsemach level otJfor each dataset and calculated their average

Match 2
Prize
Name
1st Place
$15,000 + . h
Progressive jonat anps 748,427
Prize (Marginal)
$1,000
2nd Place
$10,000 + ninghui
Progressive (Marginal) 705,843
Prize
$1,000
3rd Place privbayes
$5,000 (PGM) 641,671
4th Place
$3,000 + rmckenna
Progrgssive (Marginal) 639,887
Prize
$1,000
5th Place
$2,000 +
Progressive gardn_999 604,066
. (Marginal)
Prize

Figure20- Match 2 Results

Focus:The second match sought to capta data
distribution across multiple features of the dataset.
The approach measured the synthetic dataset

performance across rows of the original dataset.

Participation: In the second match, seven out of
nine teamshat submitted documentation farep

screening received favorable feedback from the
reviewers. All nine teams advanced to the
sequestered stage but only six passedthe
validation review. The second match was the first
time thevalidationprocess requéd further input
from SMEs to reeh consensus. Four of the six

submissions passed after a full panel discussion.

These six teams advanced for sequestered scoring
and competed for prizes.

Scoring:Sequestered scoring was conducted

against the two datasets at the three level$ of
idertified in Fig. 14. The test set size was set at

300 for the 3Marginal method, and at 1000 for the
Higher Order Conjunction method.

scores, standard deviaticand percent standard deviation. A weighted mean average was
applied with a double weight assigned to tthe 0.1 conditionwhich created an overall score for
eachdataset. Aggregated final scores were the average of the two overall scores.

Teams wee allowed to process and submit subsets of the dataset consisting of the<fg4t N

consecutive columns. Teams selecting this strategy received a zero score3tddangynal test
that relied upon columns outside of the submitted subset. Columnesehpwere assumed to
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satisfy rule criteria for Higher Order Conjunctions (HOC). On average, contestants could not
expect a favorable bias by eliminating columnsaose, if all columns beyond the ones in the
submitted dataset were included in the tingn the test would include all of the records in the
submitted data. This would skew the count and result in a poor score.

Minimum score requirements for prizegbility were significantly reduced from the 250,000
requirement in the first match tanaminal 10,000 points for Match 2.

Figure21 - Summary of Match 2 Methodology

Solution ProgressionSolution improvements made during the second match reduced the scoring
complications experienced in Match 1, eliminating bgsiting in null or incomplete data

output. Teams that experienced difficulties with messy code in the first match did notisubmit

the second match. The Match 2 methodology utilized two datasets, however, it highlighted new
bugs that resulted in veryight variances in scores between years, valuésasfd runs; as well

as; one solutionds f aihk2006adataset. Tadsd solutionathat a n d a
appeared to produce deterministic scoring results also falecalidationupon review by the

SME panel.
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