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Problem

• People take to Twitter during crises, 
but no one can monitor it. 
• Hashtags and keywords have 

high volume, spam, irrelevant 
information. 
• Flood of hopes and prayers. 

• Can computer systems find critical, 
actionable tweets in this mess? 
• Can they get them to the right 

people in time?



• AI systems can be built to  
• filter out noise,  
• identify critical tweets, 
• prioritize them, 
• and route them to the 

right people 
• But AI depends on high 

quality training data.
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Text Retrieval Conference

• TREC is an evaluation workshop series started by NIST in 1992. 
• TREC features a set of tracks that pose data challenges around 

different problems in search, information filtering, and information 
access. 
• Each track creates a dataset for the open participant community: 

universities and industry research labs who sign up to attempt the 
challenge. 
• The community participation process is leveraged to create ground 

truth and simultaneously measure the effectiveness of participant 
solutions to the track challenge.

trec.nist.gov

http://trec.nist.gov
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TREC is an annual 
benchmarking 
exercise that has 
become a de facto 
standard in 
Information Retrieval 
evaluation.

Stephen Robertson
Microsoft

SIGIR 2007

Establishes 
the research 
methodology

TREC has proven to be a 
valuable forum in which 
IBM Research has 
contributed to an 
improved understanding 
of search, while at the 
same time the insights 
obtained by participating 
in TREC have helped to 
improve IBM’s products 
and services.

Alan Marwick, et al.
IBM chapter of the TREC book

2005

Facilitates 
technology 

transfer

In other words, for every 
$1 NIST and its partners 
invested in TREC, at 
least $3.35 to $5.07 in 
benefits accrued to IR 
researchers…These 
responses suggest that 
the benefits of TREC to 
both private and 
academic organizations 
go well beyond those 
quantified by this study’s 
economic benefits.

RTI International
Economic Impact Assessment 

of NIST’s TREC Program
December 2010

Amortizes the 
costs of 

infrastructure

This project [the TREC 
Legal track] can be 
expected to identify both 
cost effective and reliable 
search and information 
retrieval methodologies 
and best practice 
recommendations, which, 
if adhered to, certainly 
would support an 
argument that the party 
employing them performed 
a reasonable ESI search, 
whether for privilege 
review or other purposes.

Magistrate Judge Paul Grimm 
Victor Stanley v. Creative Pipe

Forms/solidifies 
a research 
community

The TREC data 
revitalized research on 
information retrieval.  
Having a standard, 
widely available, and 
carefully constructed set 
of data laid the 
groundwork for further 
innovation in the field.  
The yearly TREC 
conference fostered 
collaboration, innovation, 
and a measured dose of 
competition (and 
bragging rights) that led 
to better information 
retrieval.

Hal Varian
Google Chief Economist

March 4, 2008

Improves the 
state of the 

art
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TREC Incident Streams track

• Started in 2018. 
• Provides 33 Twitter datasets from earthquake, wildfire, hurricane, 

flood, bomb and shooting events. 
• Each tweet is labeled to indicate: 
• Relevance: Does it contain actionable information? 
• Categories: What kind of information does it contain? 
• Criticality: How important is it that public safety should see this 

tweet?



Requests Goods-Services

Search-And-Rescue

Information-Wanted

Call-To-Action

Volunteer

Donations

Move-People

Report

First-Party-Obs

Third-Party-Obs

Weather

Location

Emerging-Threats

New-Sub-Event

Multimedia-Share

Service-Available

Factoid

O�cial

News

Clean-Up

Hashtags

Original-Event

Other

Advice

Sentiment

Discussion

Irrelevant

25 categories in 4 major 
groups: 

• Immediate needs 

• or, Useful as metadata 

• or, Useful post-event 

• or, Useful for research 

Derived from existing 
taxonomies as well as 
research surveys of social 
media use during 
emergencies.
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A variant of the task 
focuses on a subset of 
12 categories. 

For this task, all the 
“Other” categories are 
collapsed. 

These categories are 
those most likely to be 
the most useful to 
public safety personnel 
during an emergency 
situation.
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• After assigning all pertinent categories, 
the assessor indicates the tweets 
criticality. 
• Does this tweet need immediate 

attention from emergency personnel, 
or can it wait?

Critical (Notify immediately)

High (Should be viewed by officer)

Medium (Can be viewed later)

Low (Can be safely ignored)
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Criticality
Anonymous version Incident Streams 2019

(a) Criticality Distribution (b) Average Criticality by Information Type (95% Confidence)

Figure 2. Criticality Distributions and Criticality by Information Type

Figure 3. Criticality Distribution by TREC-IS Edition

RQ1.3 – What Makes a Tweet Actionable?

Having shown that there is consistently valuable information available on social media during emergencies, the
natural question is: what makes a tweet actionable, or at least valuable for a response o�cer to see? This is important
for system builders, such that they have some idea what factors their systems should be considering. Our human
assessors provide both information type labels and priority labels for each tweet in the di�erent events. However,
this does not tell us why these labels were assigned or what information was used to make that determination. As
such, we require additional information to answer the above question.

To solve this, we perform a smaller-scale labelling study aimed at identifying common factors that indicate a
tweet is actionable. To do so, we select the 170 tweets that were labeled as ‘Critical’ priority by our assessors in
2019-B - forming a set of tweets that we can be confident are valuable. Next, we rendered each tweet using the
same assessment interface as the original assessor. Each tweet was viewed in turn, and a new assessor identified
features of the tweet that appeared to them to contribute to its action-ability. Note, this new assessor was a computer
scientist, and experienced in the construction of automatic systems for this task (i.e. was a participant in previous
TREC-IS editions). Hence, the way that they categorized information shown was reflective of factors that they
believed an automatic system should consider when categorizing each tweet. After all tweets had been analysed, we
aggregated the outcome into three high level information sources (Tweet Text, Linked Content and Author) with a
total of 10 sub-categories. These are shown in the top part of Table 4 below.

The right-hand columns of Table 4 report the number of critical tweets (and the proportion) where each type of
information was important when determining whether those tweets were actionable. First, as we might expect, the

CoRe Paper – Social Media for Disaster Response and Resilience

Proceedings of the 17th ISCRAM Conference – Blacksburg, VA, USA May 2020

Amanda Lee Hughes, Fiona McNeill and Christopher Zobel, eds.
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Call for 
participation

Task 
definition

Data 
procurement

Ground truth 
labeling

Participant 
experiments

Ground truth 
assessment

Results 
evaluation

Results 
analysis

TREC 
Conference

Proceedings 
publication

Yearly TREC Cycle
We can label a 
small number of 
tweets here …

… but we can label many 
more relevant tweets 
based on participant 
outputs

Currently we crawl Twitter, but next 
year we will be using their Enterprise 
API servicestrec.nist.gov/pubs.html

November 18-20, 2020
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cbnuC1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
cbnuS1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
DLR_BERT_R 0 0 0.12 0.05 0.05 0.25 0.11 0.15 0.45 0.08 0.17 0.01 0.29 0.19 0.42 0.2 0.13 0.4 0.21 0.04 0.32 0.06
DLR_Fusion 0 0 0 0 0 0.25 0.03 0.06 0.22 0.04 0.01 0 0.14 0.13 0.33 0 0 0.05 0.29 0.05 0.25 0.03
DLR_MeanMaxAAE_Regression 0 0 0.07 0 0 0.16 0.07 0.05 0.02 0.07 0.01 0 0.12 0.03 0.33 0.04 0.19 0.11 0.29 0.05 0.21 0.02
DLR_SIF_R 0 0 0 0.32 0.32 0.11 0.07 0.15 0.03 0.03 0.03 0 0.14 0.07 0.32 0.06 0.11 0.09 0.25 0.07 0.18 0.03
DLR_USE_R 0.12 0 0.31 0.14 0.14 0.28 0.08 0.11 0.38 0.08 0.16 0.03 0.5 0.2 0.46 0.06 0.26 0.41 0.33 0.06 0.32 0.08
ict_dl 0 0 0 0 0 0 0.09 0.27 0 0.01 0.14 0 0.47 0.07 0.29 0.05 0 0.24 0 0 0.17 0.09
IITBHU_run1 0 0 0 0 0 0.02 0.01 0.19 0.26 0.01 0.02 0 0.41 0.01 0.1 0.01 0 0.03 0.04 0 0.15 0.09
IITBHU_run2 0 0 0.01 0 0 0.02 0.06 0.15 0 0.02 0.15 0.01 0.01 0 0.34 0.02 0.02 0 0 0.07 0.01 0.01
Informedia-nb 0.07 0 0.11 0 0 0.37 0.11 0.08 0.44 0.23 0.13 0 0.21 0.28 0.54 0.26 0 0.46 0.31 0.06 0.35 0.09
Informedia-rf1 0 0 0 0 0 0.19 0.1 0.13 0.04 0 0 0 0.49 0.18 0.44 0 0 0.53 0 0.04 0.32 0.08
Informedia-rf2 0.05 0 0 0 0 0.11 0.08 0.19 0.05 0 0.07 0 0.38 0.26 0.37 0 0 0.44 0 0.03 0.33 0.08
Informedia-rf3 0.02 0 0 0 0 0.02 0.01 0.06 0 0 0.18 0.01 0 0.15 0.21 0 0 0.01 0 0 0.31 0.03
IRITrun1 0 0 0.11 0 0 0.03 0.11 0.28 0.12 0.04 0.05 0.01 0.61 0.02 0.39 0.03 0 0.64 0.32 0.05 0.26 0.08
IRITrun2 0 0 0.1 0 0 0.03 0.1 0.28 0.12 0.03 0.04 0 0.5 0.05 0.47 0.06 0 0.55 0.32 0.05 0.27 0.08
IRITrun3 0 0 0.06 0 0 0.02 0.1 0.02 0 0 0 0 0.66 0 0.24 0.03 0.04 0.7 0.03 0.06 0.22 0.05
IRITrun4 0 0 0.06 0 0 0 0.08 0.31 0 0 0 0 0.71 0 0.4 0.02 0 0.43 0.03 0.05 0.16 0.07
nyu.base.multi 0.04 0.01 0.05 0.05 0.05 0.16 0.09 0.26 0.42 0.38 0.22 0.06 0.54 0.22 0.5 0.25 0.05 0.55 0.37 0.05 0.33 0.1
nyu.base.sing 0.05 0 0.11 0.12 0.12 0.16 0.09 0.03 0.34 0.1 0.12 0.01 0.15 0.13 0.25 0.18 0.03 0.15 0.3 0.05 0.3 0.1
nyu.fast.multi 0 0 0.09 0 0 0.22 0.06 0.11 0.25 0.43 0.24 0.01 0.62 0.17 0.54 0.26 0.03 0.69 0.13 0.05 0.33 0.13
nyu.fast.sing 0 0 0.04 0.07 0.07 0.19 0.01 0.09 0.08 0.3 0.06 0.05 0.17 0.11 0.43 0.15 0 0.16 0.01 0.07 0.23 0.14
run1_baseline 0.02 0 0 0 0 0.04 0.02 0.01 0.11 0 0.03 0.03 0.06 0 0 0 0 0 0 0 0.18 0.11
run2_negative 0.02 0 0 0 0 0.04 0.01 0.01 0.1 0 0.03 0.02 0.06 0 0 0 0 0 0 0 0.16 0.1
run3_irn 0.02 0 0 0 0 0.04 0.02 0.01 0.11 0 0.03 0.03 0.06 0 0 0 0 0 0 0 0.18 0.11
run4_all 0.02 0 0 0 0 0.04 0.01 0.01 0.1 0 0.03 0.02 0.06 0 0 0 0 0 0 0 0.16 0.1
UCDbaseline 0.08 0.01 0.04 0.06 0.06 0.17 0.09 0.15 0.31 0.58 0.22 0.05 0.48 0.31 0.65 0.22 0.06 0.53 0.35 0.06 0.28 0.1
UCDbcnelmo 0.03 0 0.06 0.03 0.03 0.26 0.13 0.07 0.3 0.13 0.19 0.01 0.26 0.26 0.59 0.21 0 0.02 0.21 0.06 0.4 0.06
UCDbilstmalpha 0.08 0 0 0.07 0.07 0.27 0.1 0.09 0.36 0.11 0.05 0.03 0.2 0.21 0.6 0.08 0 0.37 0.31 0.06 0.32 0.04
UCDbilstmbeta 0.09 0 0.07 0.18 0.18 0.18 0.09 0.04 0.37 0.11 0.25 0.04 0.2 0.27 0.35 0.15 0.03 0.15 0.26 0.05 0.34 0.08
UPB-BERT 0.08 0.02 0.22 0.05 0.05 0.24 0.14 0.17 0.44 0.01 0.24 0.09 0.48 0.28 0.5 0.24 0.15 0.41 0.36 0.05 0.31 0.1
UPB-FOCAL 0.14 0.03 0.13 0.09 0.09 0.36 0.13 0.19 0.45 0 0.16 0.09 0.46 0.28 0.59 0.19 0.16 0.38 0.33 0.04 0.3 0.11

F1 scores
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Comparison of approaches
Anonymous version Incident Streams 2019

(a) Learning Paradigm Groups (b) Text Featurization Groups

Figure 5. Performance in Actionable Information Types by Comparison Group

across these groups to the meta-system comprised of all groups. These comparisons illuminate whether the di�erent
approaches capture similar dynamics in the content because, if the meta-system has similar precision or recall to
one or more of the comparison groups, then the alternate groups are providing little new information. Alternatively,
if the meta-system deviates significantly from the comparison groups, each comparison group must be capturing
di�erent aspects of the data.

In our first comparison, we divide systems by ML paradigm: one composed of systems using traditional ML models
(e.g., Logistic Regression, Naive Bayes, Random Forests, etc.) and the other of systems using deep learning methods
(e.g., LSTMs, CNNs, etc.). Based on the earlier analysis of system descriptions, 19 of the 2019-B systems use
traditional ML approaches, compared to 11 that use some form of deep learning. Figure 5a illustrates the di�erences
in precision and recall for these traditional and deep learning ML systems, showing the unified deep learning system
obtains a slightly higher precision but lower recall than the traditional ML systems. Crucially though, Figure 5a
shows the meta system achieves approximately 8% higher recall than either traditional or deep learning systems,
suggesting that while these two approaches generally capture similar messages across our actionable types, each
group appears able to identify a unique set of content. This in turn indicates that ensemble approaches may be
e�ective in the future.

An alternative driver for di�erences in performance may be the featurization strategy di�erent systems leverage
when converting text into a numeric feature space. Systems that use recent advances in embeddings, for example,
may outperform standard bag-of-words (BoW) methods by integrating context from large, pre-trained models. We
examine this possibility in our second set of comparison groups, wherein we divide systems into three featurization
groups: standard BoW (12 systems), word/n-gram embeddings (11 systems), and BERT-based bidirectional
embeddings (7 systems). From this analysis, we find that embedding-based systems (primarily GloVe and FastText)
outperform BoW- and BERT-based models in terms of recall (Figure 5b). As in the ML comparison, the meta-system
achieves at least 15% higher recall than any comparison group, suggesting that the di�erent featurization strategies
reveal di�erent sets of important messages.

CONCLUSIONS

In this paper we have provided an overview of the new 2019 editions (2019-A and 2019-B) of the TREC
Incident Streams (TREC-IS). TREC-IS is a standardization initiative that develops test collections and evaluation
methodologies for automatic and semi-automatic filtering approaches that identify and categorize information and
aid-requests made on social media during crisis situations. It also incorporates re-occurring data challenges in which
researchers/developers can participate, enabling comparison of state-of-the-art systems for the task. Indeed, over
two years and three editions, TREC-IS has manually annotated tweet streams for 33 emergency events, comprising
35,000 tweets and producing over 125,000 labels.

Furthermore, this paper provides analysis of both the labeled tweets and participating systems to TREC-IS in 2019.
It provides insights into both what information is actionable and critical for crisis responders, as well as what
automated techniques perform well in identifying high-priority, actionable information during times of crisis. From
this analysis, we have shown that high priority information on social media tends to be either calls for aid, warnings
about new sub-events or threats, evacuation information and reports of services coming back online, which is
consistent with analysis of TREC-IS 2018. Furthermore, we showed that overall the volume of high or critical

CoRe Paper – Social Media for Disaster Response and Resilience

Proceedings of the 17th ISCRAM Conference – Blacksburg, VA, USA May 2020

Amanda Lee Hughes, Fiona McNeill and Christopher Zobel, eds.
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Outcomes

• 33 emergency events collected and annotated. 
• 11 teams participated in the 2018 challenge,  

10 teams in 2019,  
expecting about the same for 2020. 
• Papers about the effort published in ISCRAM 2019 and 2020. 
• All event datasets freely available from trecis.org. 
• Papers by teams at trec.nist.gov under Publications ⇢ Proceedings.

http://trecis.org
http://trec.nist.gov
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