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Presenter
Presentation Notes
Welcome to RCNPR session.  Today we will present some information about a new area in our continuing research for public safety deployable communications.
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Certain commercial entities, equipment, or materials may be 
identified in this document in order to describe an experimental 
procedure or concept adequately.
Such identification is not intended to imply recommendation or  
endorsement by the National Institute of Standards and 
Technology, nor is it intended to imply that the entities, materials, 
or equipment are necessarily the best available for the purpose. 
* Please note: unless mentioned in reference to a NIST 
Publication, all information and data presented is 
preliminary/in-progress and subject to change

DISCLAIMER

Presenter
Presentation Notes
Up front, we need to acknowledge that we are not promoting any specific vendors or products and that all information is preliminary, since this is research in progress.
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Presenter
Presentation Notes
Our work for this project is sponsored by the DHS Science & Technology Directorate.  It is a collaborative project between PSCR and Johns Hopkins University Applied Physics Laboratory.
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Agenda

Resilient Communication Network Platform (RCNP) 
Overview
Samuel Ray (PSCR)

RCNP Components, Deployment Configurations
Hien Nguyen (PSCR)

Presenter
Presentation Notes
We have two presenters for this session, both from PSCR.  I am Sam Ray, and I serve as an Electronics Engineer and the lead for our DHS research portfolio.  Hien Nguyen is also an Electronics Engineer and the principle investigator for this project.

We will present this session in 2 parts:  first, I will give an overview of the platform and the reason we are shifting to add this concept to the portfolio.  Second, Hien will review the individual components and capabilities, deployment strategy and configurations.
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Resilient Communication 
Network Platform Overview

Sam Ray

Presenter
Presentation Notes
The Resilient Communication Network Platform is a new deployable concept for us.  We are currently in the acquisition process, and we expect to build the system and test the first stage this year.
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New Direction for Deployable Communications

Rapidly Deployable Research Platform
Five research platforms (require engineering support)

Focus:  accommodation for research applications

LTE-centric communications + Wi-Fi, MANET

Forward-looking research (continuing)

Resilient Communication Network Platform
Two identical systems, deployable from PSCR or APL

Focus on readiness, operation by field personnel

Unified communications over Wi-Fi/MANET

Modular/scalable for mission flexibility

Supports research applications

Presenter
Presentation Notes
PSCR has been researching DS since ~2015, resulting in several platforms that have evolved since that time.  Currently we have 5 platforms under the “Rapidly Deployable Research Platform” umbrella, focused on accommodating research applications.  They are LTE-centric, with Wi-Fi support for local users, and mobile ad hoc networks, or mesh networks, for interconnecting systems.  These systems are used for ongoing forward-looking research.

DHS has had a long-time need for a deployable communications system that would be ready to go for exercises, demonstrations and even use at incidents.  Previous/existing platforms were intended for R&D only and required engineering support for deployment.  DHS requested two identical systems, deployed at NIST and APL; modular, and ready for use **by FRs**.  The result, which we are presenting today, is the Resilient Communication Network Platform.  We are building 2 identical systems…
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❶ A first responder team arrives on a scene 
in a remote area with reported wildfires and 
medical incidents.

Presenter
Presentation Notes
This slide represents a demonstration we plan to implement later this year to verify the operations of the system in a generic scenario.
❶ A first responder team arrives on a scene in a remote area with reported wildfires and medical incidents.
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❷ First, responders with standalone comms 
move out (using LTE, or satellite devices 
where no LTE coverage is available).

Presenter
Presentation Notes
❷ First, responders with standalone comms move out (using LTE, or satellite devices where no LTE coverage is available).
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Micro Data Center

❸ The data center is deployed, with local 
Wi-Fi providing access to tools and data 
supporting the incident while remaining 
components are set up.

Presenter
Presentation Notes
❸ Then, the data center is deployed, with local Wi-Fi providing access to tools and data supporting the incident while remaining components are set up.
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Micro Data Center

❹ Next, a mast is raised while MANET radios 
with Wi-Fi access points are deployed around 
the area.

Presenter
Presentation Notes
❹ Next, a mast is raised while MANET radios with Wi-Fi access points are deployed around the area.
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Micro Data Center

❺The mesh is established, and Wi-Fi APs are 
online.
❻ At this point, FRs may begin 
communicating across the area.

Presenter
Presentation Notes
❺The mesh is established, and Wi-Fi APs are online.
❻ At this point, FRs may begin communicating across the area.
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Micro Data Center

Satellite backhaul 
(data, voice)

❼ Finally, a portable satellite system is set 
up, and backhaul enables voice and data 
communications with the PSTN and internet.

Presenter
Presentation Notes
❼ Finally, a portable satellite system is set up, and backhaul enables voice and data communications with the PSTN and internet.

Now that you have a mental picture for the concept of operations, we will review the architecture and components of the system.




13

Resilient Communication Network Platform
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Presenter
Presentation Notes
As I mentioned earlier, the architecture for the system is modular and scalable, so that only the components needed for a particular scenario have to be transported to an incident.  We have divided the system into 5 modules that you can see here.  We will acquire the components in two stages, shown here as “ST 1” and “ST 2.”
❶ At the center is the micro data center which provides unified communications for responders on or off-network—by that, we mean voice and data services between responders at the incident, and if backhaul is available, to anyone on the public switched telephone network and internet.
❷ The Access Network component is used to scale up the network and extend access over a larger area, using Wi-Fi bubbles on a mesh network.
❸ The Standalone Communications module provides access through commercial LTE and Iridium devices, and it can be deployed without the rest of the system when needed.
❹ Depending on what is available for a situation, one or more backhaul modes can be used with the data center, and we will go into details later.  The system operates with or without the backhaul connection to telephone and data services.
❺ The final component is elevation, and we have a 14-meter (or 46’) mast to improve coverage within the mesh network.

❻ At this point, Hien will review some details for each component area.
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RCNP Components
Deployment Configurations

Hien Nguyen
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Local Data Center / Communications Hub

Local Applications
• Unified Communications Solution

• Internal and external (PSTN) voice calls, 
voicemail, text, conferencing

• Active Directory
• ATAK/Situational Awareness/MCPTT
• Research Applications

Micro Data Center
• Servers, cores, memory, storage
• Wi-Fi access points for IC/immediate area
• LTE router
• SD-WAN Management

• Auto load balancing/failover for backhaul
• Future:  5G, Wi-Fi 6

LOCAL DATA CENTER/LAN 
COMPONENT

COMPUTE/STORAGE
(APP SERVER)

GATEWAY 
ROUTER

FIREWALL

Wi-Fi AP

LTE MODEM

Presenter
Presentation Notes
Concept/capabilities of data center, capabilities of UCS, how that would benefit an incident team.
Highlight mission readiness, commercially available applications.
Capabilities for R&D through additional server cards that would not be deployed for operational use.



16

Backhaul

Ethernet/Tactical Fiber
• Ruggedized
• High speed/bandwidth, low cost (where available)

LTE (Data Center)
• 2 LTE carriers via data center/comms hub
• High speed, moderate cost in covered areas
• Future:  extended SD-WAN management (failover, 

bonding, load balancing, etc.)

Satellite
• Portable system (1 VoIP connection)
• Low speed/bandwidth, high cost, high coverage

Wireless P2P
• High speed/bandwidth, low cost (where available)
• High setup time

BACKHAUL COMPONENT

Wi-Fi AP
LTE MODEM

SAT LINK

TACTICAL FIBER

Optical/
Ethernet

Converter

WIRELESS LINK

Optical/
Ethernet

Converter

ISP

SAT ISP

Presenter
Presentation Notes
Review backhaul modes, priorities.
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Access Network

Devices (UEs)
• LTE:  commercial/PS carrier (in coverage area)
• Wi-Fi:  PSTN/internet via data center backhaul

Local communications (no backhaul)

External Wi-Fi Access Point
• Command Center Support
• High power for local area

MANET—extends data center 
functions to remote teams
• Unlicensed 2.4/5 GHz ISM bands
• Wi-Fi dongles support remote UEs

ACCESS NETWORK
COMPONENT

Wi-Fi Devices

MANET
Edge Radio

MANET Radios

Wi-Fi
Access Point

Presenter
Presentation Notes
Review capabilities extended through the access network.
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Standalone Comms

Satellite Devices
• Wi-Fi Access Points for UEs, tablets, etc.
• Very low data throughput
• Future:  Low Earth Orbit (higher data rates)

Cellular/LTE Carrier
• LTE devices (priority/preemption)
• Wi-Fi used with local data center

LTE Devices

STANDALONE COMMS COMPONENT

Satellite Devices

Presenter
Presentation Notes
Review standalone network devices (satellite access points and LTE UEs).  The UEs are also used with the access network through Wi-Fi connections.
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Elevation

Portable Mast
• Up to 14 meters (46 feet)
• Increased coverage in terrain or vegetation

Aerostat
• Future research area
• Increased elevation for MANET/Wi-Fi radios

ELEVATION COMPONENT

Aerostat

Mast

Presenter
Presentation Notes
Mast would be used when needed to improve coverage in areas challenged by terrain, structures or vegetation.

Aerostat is a future research area…

Next, we will review the use cases for the system and some expected deployment configurations.



IC Rural Urban Regional
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Mast
Aerostat
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Use Cases
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Field Training/Exercise

Technology Demonstration

Research

Presenter
Presentation Notes
Four general use cases were identified for the system; the intention here is to show the flexibility/modularity that is available for planning an incident response—the system can be configured with whatever components are needed for each deployment.

These notional use cases apply across the disaster response, field training/exercise, technology demonstration and research lanes.
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Config 1:  MANET Wireless LAN

Presenter
Presentation Notes
Returning to our demonstration, we will walk through a few possible deployment configurations.

First, the mobile ad hoc network might be deployed standalone, with Wi-Fi access points moving through the area.  This would allow for some SA capabilities (e.g., ATAK), and possibly video or PTT across an isolated incident.
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Config 2:  Portable Satellite Comms

Presenter
Presentation Notes
The second possible configuration would be where nothing is in place, and communications are established quickly over a wide area using portable satellite devices.  Voice calls, text, and limited internet access would be possible.
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Config 3:  Mobility (LTE)

Presenter
Presentation Notes
Configuration 3 we call “Mobility”—in an area with LTE coverage, particularly a congested area where a public safety carrier like FirstNet is available, first responders would have access to full communications capabilities:  voice, text, and data, with priority and preemption.
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Wi-Fi or Ethernet Devices
(BYOD)

Config 4:  Satellite Communication System

Presenter
Presentation Notes
To support a small incident, or incident command team, across a small area, the portable satellite communications system can provide one POTS (telephone) line and Wi-Fi access for a limited number of devices.
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Micro Data Center

Satellite backhaul 
(data, voice)

Config 5:  Tactical Edge
(Connected Backhaul)

LTE

Presenter
Presentation Notes
With configuration 5 we start to bring in the data center, offering unified communications (voice and data) with optional backhaul for connection to the internet and the public telephone network.  Here the system is serving users across a small area through a local Wi-Fi network.
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Micro Data Center

Config 6:  Expanded Tactical Edge 
(Disconnected)

Presenter
Presentation Notes
Adding the access network extends unified communications capabilities to a large incident area.
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Micro Data Center

Satellite backhaul 
(data, voice)

Config 7: Expanded Tactical Edge
(Connected)

BYODLTE

Presenter
Presentation Notes
Finally, if backhaul is available, either through satellite, LTE or one of the other modes Hien presented earlier, all responders are fully connected to each other with full unified communications.  They have access to local applications, internet resources and voice communications with anyone who has a phone.

With this full configuration, we are using unlicensed bands and commercial carriers—so there is no need for licenses or permits to transmit.
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Research Goals
• Validate configurations.
• Document for deployment.
• Execute demonstration plan.
• Establish guidelines for coverage/capacity.
• Acquire Stage 2 elements.

Presenter
Presentation Notes
Moving forward, our research goals over the next year will include:
Validating the configurations to make sure they perform as expected.
Documenting the procedures for planning and deployment of the systems.
Running the demonstration at our test site.
Establishing guidelines for coverage and capacity expectations, and then
Moving on to the acquisition and testing of the second stage elements.
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Contact Us

samuel.ray@nist.gov
hien.nguyen@nist.gov
jay.chang@jhuapl.edu

Presenter
Presentation Notes
We welcome your questions and comments and look forward to future conversations as we continue our deployable communications research!

Our email addresses are listed below.  We have also included our partner at APL, Jay Chang.


mailto:samuel.ray@nist.gov
mailto:hien.nguyen@nist.gov
mailto:jay.chang@jhuapl.edu
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Acronyms/Abbreviations
• AP Access Point (Wi-Fi)
• ATAK Android Team Awareness Kit
• IC Incident Command
• ISM Industrial, scientific and medical (radio bands)
• ISP Internet Service Provider
• LTE Long Term Evolution
• MANET Mobile Ad Hoc Network
• MCPTT Mission-Critical Push to Talk
• P2P Point-to-Point
• PS Public Safety
• PSTN Public Switched Telephone Network
• PTT Push to Talk
• Sat Link Satellite Link
• SD-WAN Software-Defined Wide Area Network
• UE User Equipment (LTE device)
• VoIP Voice over Internet Protocol
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