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Abstract—Combinatorial testing typically considers a single input model and creates a single test set that achieves t-way coverage. This paper addresses the problem of combinatorial test generation for multiple input models with shared parameters. We formally define the problem and propose an efficient approach to generating multiple test sets, one for each input model, that together satisfy t-way coverage for all of these input models while minimizing the amount of redundancy between these test sets. We report an experimental evaluation that applies our approach to five real-world applications. The results show that our approach can significantly reduce the amount of redundancy between the test sets generated for multiple input models and perform better than a post-optimization approach.

Index Terms—Combinatorial Testing, T-Way Test Generation, Multiple Input Models, Shared Parameters

1 INTRODUCTION

C ombinatorial testing (CT) has been shown to be a very effective approach to software testing [1] [2]. In particular, CT has been applied in situations where interactions of certain elements need to be tested, e.g., configuration testing [3], GUI testing [4], web application testing [5], security testing [6], product line testing [7] [8], and others [9] [10]. A t-way combinatorial test set, or simply a t-way test set, is designed to achieve t-way coverage that requires every value combination of any t parameters be covered by at least one test [11], where t is typically small and is referred to as the test strength.

CT is a black-box testing strategy in that it generates tests by modeling and sampling the input space of the subject application without access to the source code.

Many approaches have been proposed to build a t-way test set [2] [12] [13]. However, existing approaches have mainly focused on how to create a t-way test set for a single input model. In this paper, we consider the problem of t-way test generation for multiple input models with shared parameters. A shared parameter is a parameter that exists in more than one input model. Even though shared parameters exist in multiple models, their interactions need to be tested only once. We refer to this problem as the CT-MM (Combinatorial Testing for Multiple Models) problem.

The CT-MM problem is found when we perform CT in practice, especially for large and/or complex software applications. For example, use case testing is one common approach to testing a software application. Each use case represents a scenario the user could use the application to achieve a goal. When we employ CT to perform use case testing, we could create one input model for each use case. Shared parameters may exist between the input models created for different use cases. Consider a loan management application. There could be different use cases for different types of loan applications. These use cases typically have some unique parameters that are specific to the loan types, and also some common parameters that are shared between the different loan types, e.g., parameters that represent the credit history of the applicant. Interactions between some shared parameters only need to be tested once when these parameters are processed by a common code module.

As a second example, based on the write-a-little-test-a-little strategy, smaller modules are often tested before they are integrated. When we employ CT to module testing, we could create one input model for each module. These modules are not completely independent because they could use some common components. Inputs that are processed by a common component may appear as shared parameters in the input models created for different modules. Since these parameters are processed by the same common component, their interactions only need to be tested once.

As a third example, Nguyen et al. present an approach that combines model-based testing (MBT) and combinatorial testing (CT) [14]. In their approach, a subject application is modeled as a Finite State Machine (FSM), where each transition is labeled with an event. An event represents a user action that may take one or more user inputs. To apply CT, a set of test paths is first generated from the FSM to achieve certain coverage, e.g., all-edge coverage. Second, an input model is created for each test path where each
event is modeled as a parameter. Representative user inputs are selected for each event as the possible values of the corresponding parameter. Third, a t-way test set is created for each of the input models, using post-optimization to remove redundant tests. This is a CT-MM problem, since the same event could appear in different test paths, and thus the corresponding parameter(s) would be shared among the input models created for the test paths.

Figure 1 gives an example FSM [14]. This FSM models part of the payment process of a large open-source e-commerce and banking web application called Cyclos. In the payment process, the user first inputs the user name \( (e_1) \) and the payment amount \( (e_2) \). Next, the user schedules the payment process \( (e_3) \), i.e., immediately pay or pay in the future. If the user chooses pay immediately, the user may type a description about this payment \( (e_4) \). Otherwise, if the user chooses pay in the future, they need to choose the number of payments, which can be single or multiple \( (e_5) \). Last, the user presses a button to submit or cancel this payment \( (e_6) \). In the FSM, \( S_0 \) represents the initial state and \( S_6 \) represents the final state. Table 1 gives the action each event represents and the representative user inputs that each event takes.

![Figure 1. An Example FSM](image)

To apply CT to this FSM, we first generate two test paths, including \( path_1 = (e_1, e_2, e_3, e_4, e_6) \) and \( path_2 = (e_1, e_2, e_3, e_5, e_6) \). Then, we create one input model for each test path. Event \( e_i \) is modeled as parameter \( p_i \). The representative user inputs for \( e_i \) are modeled as the possible values of \( p_i \). The model \( M_1 \) for \( path_1 \) consists of parameters \( p_1, p_2, p_3, p_4 \) and \( p_6 \). The model \( M_2 \) for \( path_2 \) consists of parameters \( p_1, p_2, p_3, p_5 \) and \( p_6 \). There are four shared parameters, i.e., \( p_1, p_2, p_3, p_5 \) and \( p_6 \), in the two input models.

One straightforward approach to the CT-MM problem is to build a t-way test set for each input model using an existing t-way test generation algorithm. However, this approach would produce redundancy for shared parameters. That is, combinations of shared parameter values may be covered multiple times in multiple input models.

The technical challenge of the CT-MM problem is how to avoid redundant coverage of shared parameter value combinations in multiple input models.

One approach to addressing the above challenge is to apply post-optimization [14]. That is, we first generate a t-way test set for each input model, and remove the redundant tests afterwards. A test is redundant, and thus can be removed, if all the value combinations covered by this test are also covered by other tests.

In this paper, we propose a new approach that tries to avoid redundant tests in the first place. Our approach extends an existing t-way test generation approach, namely In-Parameter-Order-General (IPOG) [15], for a single input model to multiple input models. We refer to this approach as IPOG-MM, where MM again stands for Multiple Models. The main idea of IPOG-MM is the following. If a combination of some shared parameters appears in multiple input models, their value combinations, which we refer to as shared value combinations, could be covered in any of the test sets generated for these models. Our approach distinguishes shared value combinations from unique value combinations. We try to distribute these shared value combinations among multiple test sets in a way that minimizes the total number of tests. Specifically, our approach uses a concept called capacity to estimate the number of shared value combinations a given test set could potentially cover.

One might consider an alternative approach in which we create a super model that combines all the input models and then builds a single t-way test set for the super model. This approach would not work because each test in the resulting test set must be split into multiple test sets, one for each input model, so that they can be actually executed. This split of tests could make t-way coverage incomplete, because some combinations that are covered in the original test may no longer be covered in the split tests.

We report an experimental evaluation in which we apply our approach to five real-world applications. We compare our approach to the IPOG approach, i.e., using the IPOG approach to build a separate t-way test set for each input model. The results show that IPOG-MM removes a significant amount of redundant tests produced by the original IPOG approach. We also compare our approach to another approach, IPOG-PO, where we first use IPOG to build a separate t-way test set for each input model and then perform post-optimization to remove the redundant tests. The experimental results show that IPOG-MM can produce fewer tests in most cases than IPOG-PO while remaining competitive in terms of test generation time.

In summary, the major contributions of this paper are:

1. To the best of our knowledge, our work is the first to identify and formulate the CT-MM problem. The CT-MM problem is found in different domains, especially for large and/or complex applications.

2. We propose a test generation approach, i.e., IPOG-MM, for the CT-MM problem. IPOG-MM tries to minimizes the number of tests by avoiding redundant coverage of shared value combinations.

3. We report an experimental evaluation on the effectiveness of the IPOG-MM approach. A prototype
tool, Stride, is built that implements the IPOG-MM approach. Stride is made available to the public1.

The paper is organized as follows. Section 2 shows a motivating example. Section 3 defines some basic concepts and the CT-MM problem. Section 4 introduces the existing IPOG approach. Section 5 presents the details of IPOG-MM approach. Section 6 summarizes the implementation of the tool. Section 7 reports some experimental results that demonstrate the effectiveness of our approach. Section 8 discusses the related work. Section 9 concludes the paper and discusses future work.

## 2 Motivating Example

In this section, we give an example to show that when directly applying an existing t-way test generation algorithm to the CT-MM problem, it could result in redundancy in the generated test sets. Furthermore, we show that though post-optimization can remove redundant tests, it can not remove redundant coverage of some shared value combinations. As a result, post-optimization can result in more tests than necessary.

Table 2 shows an SUT that has two input models, $M_1$ and $M_2$. There are a total of six input parameters, $p_1$, $p_2$, $p_3$, $p_4$, $p_5$, and $p_6$. Parameters $p_1$, $p_2$, $p_3$ and $p_4$ are shared parameters, as they appear in both $M_1$ and $M_2$. Parameter $p_5$ appears only in $M_1$ and $p_6$ only in $M_2$. The values of each parameter are also shown in the Table 2.

Table 3 shows a test suite with two 2-way test sets, $T_1$ and $T_2$, for $M_1$ and $M_2$, respectively. Note that the two test sets are artificially bloated for the illustration purpose. Specifically, each test set has nine tests in Table 3. However, it requires only six tests in each test set to achieve 2-way coverage for $M_1$ and $M_2$, e.g., if we use an existing tool called ACTS [16]. Also note that the motivating example, including the two test sets in Table 3, comes from [14], where the post-optimization approach was originally proposed.

We make two observations from Table 3. First, due to the existence of shared parameter combinations, there are shared value combinations in both test sets. For example, due to the fact that $p_1$ and $p_2$ form a shared parameter combination, all the value combinations of this parameter combination are covered in both $T_1$ and $T_2$. Second, covering the shared value combinations in both test sets produces redundant tests. For example, $T_2$ covers 10 value combinations, $(b, c)$, $(b, f)$, $(b, i)$, $(b, k)$, $(c, f)$, $(c, i)$, $(c, k)$, $(f, i)$, $(f, k)$, and $(i, k)$. As shown in Table 4, these value combinations are also covered by other tests. Removing $T_2$ would make $T_1$ by itself no longer a 2-way test set, as some pairs, e.g., $(b, i)$, $(c, f)$, $(f, i)$ are not covered by other tests in $T_1$. However, if we remove $T_2$, $T_1$ and $T_2$ together still achieve 2-way coverage as all the pairs covered by $T_2$ are also covered by some tests in $T_2$. Thus, $T_2$ is a redundant test. This suggests that when applying an existing t-way test generation algorithm to each input model separately, the redundant tests can be generated due to combinations of shared parameters.

Nguyen et al. [14] applied a post-optimization approach to reduce redundant tests. Similar to what we described above, they first generate a test set for each input model separately. Then, they apply the post-optimization approach as follows. For each test, they check whether the test covers any value combination that is not covered by any other tests. If so, the test is kept. Otherwise, the test is removed. This process is repeated until no more test can be removed. Note that the final test set produced by the post-optimization approach depends on the order in which the tests are checked.

After applying the post-optimization approach to the example, $T_1$ and $T_2$ are removed from $T_1$, and $T_1$ and $T_2$ are removed from $T_2$. Though post-optimization removes redundant tests, there is still redundant coverage of shared value combinations among the two test sets. For example, after removing the redundant tests $T_3$, $T_5$, $T_7$, $T_{13}$ and $T_{14}$, $(a, c)$ is still covered multiple times, i.e., by tests $T_0$, $T_1$, $T_6$, $T_{10}$, and $T_{16}$. Such redundant coverage causes the number of tests to be more than necessary.

This example indicates that there are opportunities for further optimization for the CT-MM problem. In the rest of the paper, we present an approach that aims to avoid redundant tests from being generated in the first place during test generation.

---

3 Preliminaries

This section introduces some basic concepts and defines the CT-MM problem. Assume the existence of a domain \( D \) of values.

**Definition 1. (Parameter)** A parameter \( p \) is a set of values. Formally, \( p \subseteq D \).

A parameter combination \( P \) is a set of parameters. Let \( \Pi(P) = p_1 \times p_2 \times ... \times p_i \times ... \times p_{|P|}, \) where \( p_i \in P \). We refer to \( \pi \in \Pi(P) \) as a value combination of \( P \). In the rest of the paper, we refer to parameter combination as PC and value combination as VC.

**Definition 2. (Input Model)** An input model \( M = (P, C) \) consists of a (non-empty) set \( P \) of input parameters and a set \( C \) of constraints, where each constraint \( c \in C \) is a function: \( \Pi(P) \rightarrow \{\text{true, false}\} \).

Let \( M = (P, C) \) be a model. A VC of \( P \) is also referred to as a test of \( M \), or simply a test when \( M \) is implied. We will use \( \tau \) to represent a test. A constraint \( c \) maps \( \tau \) to a boolean value. A test \( \tau \) is said to be valid if \( c(\tau) = \text{true} \). Otherwise, \( \tau \) is said to be invalid.

**Definition 3. (SUT)** A System Under Test (SUT) \( M \) consists of a non-empty set of input models, \( M_1, M_2, ..., M_m \), where \( M_i = (P_i, C_i) \), for \( 1 \leq i \leq m \). Formally, \( M = \{M_1, M_2, ..., M_m\} \).

In the rest of the paper, we are concerned with a single SUT and denote this SUT using \( M = \{M_1, M_2, ..., M_m\} \). We use \( P \) to denote the set of all the parameters in \( M \). That is, \( P = P_1 \cup P_2 \cup ... \cup P_m \).

Let \( p \) be a parameter. Let \( M|_p = \{M|_p \in P, 1 \leq i \leq m\} \). That is, \( M|_p \) includes all the models in which \( p \) appears. Let \( P \) be a PC. Let \( M|_p = \{M|_p \in P, 1 \leq i \leq m\} \). That is, \( M|_p \) includes all the models in which \( P \) appears.

**Definition 4. (Shared Parameter)** An input parameter \( p \in P \) is a shared parameter, if \( p \) appears in more than one input model of \( M \). Formally, \( p \) is shared if and only if \( |M|_p > 1 \).

A parameter \( p \in P \) is said to be a unique parameter if it is not a shared parameter.

**Definition 5. (Shared PC)** A PC \( P \) is a shared PC, if more than one input model contains \( P \). Formally, \( P \) is shared if and only if \( |M|_p > 1 \).

A PC \( P \subseteq P \) is said to be a unique PC if only one input model contains \( P \). It is possible that a PC is unique whereas every parameter in the PC is shared.

Further, a VC \( \pi \) of a shared PC is said to be a shared VC. Otherwise, \( \pi \) is a unique VC.

In the context of the CT-MM problem, we only consider interactions between parameters that appear altogether in at least one input model. In practice, parameters in different input models could interact due to poor modeling. Such interactions are not considered in our approach. If it is important to cover such interactions, an input model should be created that contains these parameters.

**Definition 6. (Cover)** A VC \( \pi \) is covered by a test \( \tau \), if \( \pi \subseteq \tau \).

A VC \( \pi \) is covered by a test set \( T \) if there exists a test \( \tau \in T \) such that \( \pi \subseteq \tau \). A VC \( \pi \) is said to be valid if there exists a valid test \( \tau \) such that \( \pi \subseteq \tau \).

**Definition 7. (T-way Test Suite)** A t-way test suite \( T \) for \( M \) is a set of test sets \( T_i \), where \( 1 \leq i \leq m \), for each model \( M_i \) such that for every VC \( \pi \) of every t-way PC, there exists at least one test set \( T_i \) that covers \( \pi \).

In the rest of the paper, we will use the term ‘test set’ to refer to a test set for a single input model and ‘test suite’ to refer to a test set for the entire SUT consisting of multiple input models. A test suite typically consists of a set of individual test sets, one for each input model in the SUT.

**Definition 8. (The CT-MM Problem)** The CT-MM problem is to find a t-way test suite \( T \) for \( M \), such that the total number of tests in \( T \) is minimum.

It is important to note that other metrics, e.g. the length of the test paths, the test execution cost at runtime, could be used to define the CT-MM problem.

We note that CT is a black-box approach. In CT, each test represents one external input to the system under test and is executed from an initial state to a final state. Furthermore, the system is typically reset to initial state between two test executions. Thus, these tests can be executed independently in terms that the execution of one test does not enable or disable the execution of another test, nor does it affect the outcome of another test.

4 The IPOG Algorithm

As mentioned earlier, IPOG-MM is built on top of the IPOG approach. In this section, we give an overview of the IPOG approach [17]. We also discuss several issues with directly applying IPOG to multiple input models.

4.1 Overview

Assume that a system consists of a set \( P \) of parameters. The IPOG approach takes three major steps to generate a t-way test set \( T \), including test set initialization, horizontal extension and vertical extension. First, IPOG initializes a test set \( T \) that satisfies t-way coverage for the first \( t \) parameters.

This is simply an enumeration of all the t-way combinations for the first \( t \) parameters. Next IPOG extends \( T \) to build a t-way test set for the first \( (t + 1) \) parameters by covering all the t-way combinations, i.e., all the t-way combinations that involve the new parameter and \( (t - 1) \) parameters of the first \( t \) parameters. IPOG continues the extension for the first \( (t + 2) \) parameters, the first \( (t + 3) \) parameters, and so on until it builds a t-way test set for all the parameters.

The extension to cover a new parameter is performed in the following two steps:

- **Horizontal extension**: IPOG extends each existing test in \( T \) by adding one value for the new parameter.
- **Vertical extension**: IPOG adds new tests to \( T \), if needed.

Algorithm 1 shows the IPOG test generation approach.

4.2 Example

We use an example to explain the main idea of horizontal extension and vertical extension. Assume that an input model has three parameters, \( p_1, p_2, p_3 \), where \( p_1 = \{11, 12\} \), \( p_2 = \{21, 22\} \) and \( p_3 = \{31, 32, 33\} \). In order to build a 2-way test set for this model, IPOG first initializes a 2-way test set \( T \) for the first two parameters (Algorithm 1, line 2), as shown in Figure 2a.
Algorithm 1: The IPOG Approach

**Input:** The input model $M$, strength $t$

**Output:** A $t$-way test set $T$ for $M$

1. $T \leftarrow \emptyset$;
2. initialize $T$ with VCs of the first $t$ parameters of $M$;
3. for $(\text{int } i = t + 1; i \leq n; i++)$ do
   let $\Pi$ be the set of VCs involving $p_i$ and $(t - 1)$ covered parameters;
   // horizontal extension to cover $p_i$;
   for (each test $\tau = (v_1, v_2, \ldots, v_{t-1})$ in $T$) do
   choose a value $v_i$ of $p_i$ and extend $\tau$ into $\tau' = (v_1, v_2, \ldots, v_{t-1}, v_i)$, such that $\tau'$ covers the most VCs in $\Pi$;
   remove from $\Pi$ the VCs covered by $\tau'$;
   // vertical extension to cover $p_i$;
   for (each VC $\pi \in \Pi$) do
   if ($\pi$ has not been covered by an existing test) then
   change an existing test, if possible, or otherwise add a new test to cover $\pi$;
   remove $\pi$ from $\Pi$;
4. return $T$;

Second, IPOG extends $T$ to cover $p_3$. There are in total 12 VCs that involve $p_3$ and thus need to be covered: $(11, 31), (11, 32), (11, 33), (12, 31), (12, 32), (12, 33), (21, 31), (21, 32), (21, 33), (22, 31), (22, 32) and (22, 33).

During horizontal extension (Algorithm 1, line 6 - 8), for each of the existing four tests, IPOG chooses a value of $p_3$ and adds it into the test to cover as many new VCs as possible. For example, assume that the tests $\tau_1 = (11, 21)$ and $\tau_2 = (11, 22)$ have been extended to $\tau_1 = (11, 21, 31)$ and $\tau_2 = (11, 22, 32)$, respectively. Now, IPOG extends the test $\tau_3 = (12, 21)$. If we extend $\tau_3$ into $(12, 21, 31)$, the new test would only cover one new VC, i.e., $\tau_1$, because $(21, 31)$ has already been covered by $\tau_1$. Thus, IPOG extends $\tau_3$ to $\tau_3 = (12, 21, 33)$ to cover two new VCs, i.e., $(12, 33)$ and $(21, 33)$. Figure 2b shows the test set after horizontal extension.

After horizontal extension, four VCs remaining uncovered, $(11, 33), (12, 32), (21, 32)$ and $(22, 33)$. IPOG performs vertical extension to cover them (Algorithm 1, line 10 - 13). To cover $(11, 33)$, IPOG creates a new test $\tau_5 = (11, *, 33)$ in $T$. Note that here represents a don’t care value of $p_2$, which is a value that can be changed later to other values while preserving the coverage. For example, in order to cover $(22, 33)$, IPOG can directly change the test $\tau_5 = (11, *, 33)$ into $\tau_6 = (11, 22, 33)$, i.e., without adding any new test. Figure 2c shows $T$ after vertical extension. At this point, all the 12 VCs involving $p_3$ are covered, and $T$ is a complete 2-way test set for all the three parameters, $p_1$, $p_2$ and $p_3$.

### 4.3 Issues with Applying IPOG to the CT-MM Problem

The IPOG algorithm is designed to build a $t$-way test set for a single input model. There are several issues to be addressed if we directly apply IPOG to the CT-MM problem.

First, since shared VCs exist in multiple input models, we may face the following two problems.

- **Redundancy during initialization.** IPOG builds an exhaustive $t$-way test set for the first $t$ parameters. If the first $t$ parameters are shared across multiple input models, their combinations would be covered multiple times, one for each model.
- **Redundancy during horizontal and vertical extension.** IPOG tries to cover all the $t$-way VCs for each model during horizontal and vertical extension. This means that shared VCs, if exist, would be covered multiple times, one for each model.

One may consider making a simple improvement on the original IPOG approach to avoid redundant coverage on shared VCs, by tracking coverage of shared VCs across multiple models. When a shared VC is covered for one model, we mark it as covered and do not cover the VC again for other models. This approach, however, does not distinguish between unique and shared VCs, which may produce more tests than necessary as discussed below:

- **During horizontal extension, IPOG extends each existing test to cover as many uncovered VCs as possible.** No distinction is made on whether such VCs are unique or shared. This may cause more shared VCs to be covered than unique VCs. Thus, more unique VCs would have to be covered by vertical extension, which could produce more tests than necessary. Note that shared VCs could be covered in other test sets, while unique VCs must be covered in the current test set.

The IPOG-MM approach is developed to address above issues, as detailed in the following section.

### 5 The IPOG-MM Approach

In this section, we present a new approach, IPOG-MM, for generating tests on multiple input models. Algorithm 2 shows the major steps of IPOG-MM. Similar to IPOG, IPOG-MM adopts the one-parameter-at-a-time framework. However, unlike IPOG, IPOG-MM makes a distinction between shared and unique PCs and VCs.

As shown in Algorithm 2, IPOG-MM consists of three major steps: 1) creating an initial test suite (line 3); 2)
Algorithm 2: The IPOG-MM Framework

Input: A set $M$ of input models, strength $t$
Output: A test suite $T$ that satisfies $t$-way coverage for $M$
1. let $P$ be the union of all input parameters in $M$;
2. sort the parameters in $P$ with a non-ascending order by the domain size of each parameter;
3. build an initial test suite $T$ for $M$;
4. // test sets extension
5. for (each parameter $p \in P$) do
6.   if ($p$ is a unique parameter) then
7.     // cover a unique parameter
8.     extend the only test set involving $p$ to cover $p$;
9.   else
10.  // cover a shared parameter
11.  extend the multiple test sets involving $p$ to cover $p$;
12. return $T$;

extending a single test set to cover a unique parameter (line 8); 3) extending multiple test sets to cover a shared parameter (line 11).

To cover a unique parameter $p$, we use the same strategy as IPOG. That is, we perform horizontal and vertical extension to extend the only test set involving $p$ to cover $p$ (Algorithm 1, line 6-13).

The rest of this section is organized as follows. Section 5.1 discusses how to cover a shared parameter in IPOG-MM, Section 5.3 analyzes the complexity of IPOG-MM, Section 5.4 discusses constraints handling. Section 5.5 provides some miscellaneous considerations.

Note that in Section 5.1 and 5.2, we assume that the input models do not have constraints. We discuss how to deal with constraints in Section 5.4. Also, we assume that no input model is a sub-model of another model. A sub-model is an input model whose parameters are all contained in another input model (which is referred to as a super-model). We discuss how to deal with sub-models, and some other issues in Section 5.5.

Also note that in this section, we use a running example to explain the major steps of IPOG-MM. Assume $t = 2$. Table 5 shows the input models of the example.

Table 5
Input Models of the Running Example

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Input model</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_1$ = {11, 12, 13, 14}</td>
<td>$M_1$ = {$p_1, p_2, p_3, p_4$}</td>
</tr>
<tr>
<td>$p_2$ = {21, 22, 23}</td>
<td>$M_2$ = {$p_1, p_2, p_3, p_5$}</td>
</tr>
<tr>
<td>$p_3$ = {31, 32, 33}</td>
<td>$M_3$ = {$p_3, p_4, p_5$}</td>
</tr>
<tr>
<td>$p_4$ = {41, 42}</td>
<td>$M_4$ = {$p_4, p_5, p_6$}</td>
</tr>
<tr>
<td>$p_5$ = {51}</td>
<td></td>
</tr>
<tr>
<td>$p_6$ = {61}</td>
<td></td>
</tr>
</tbody>
</table>

5.1 Initialization
For a given model $M$, IPOG-MM initializes the test set using unique VCs. That is, the initial test set for $M$ does not include shared VCs that also exist in other models. To minimize the number of tests, IPOG-MM selects a unique PC that has the largest number of VCs. This is similar to IPOG, where the parameters are sorted according to a non-ascending order of their domain sizes [18]. Doing so is likely to reduce the number of tests. Algorithm 3 shows the initialization process.

Algorithm 3: Initialize A Test Suite for $M$

Input: A set $M$ of input models, strength $t$
Output: An initial test suite $T$ of test sets
1. let $T$ be an empty test suite;
2. for (each input model $M \in M$) do
3.   let $T$ be an empty test set;
4.   if (there exists a unique PC in $M$) then
5.     let $P$ be a unique PC that has the most VCs;
6.     add into $T$ each VC $\pi \in \Pi(P)$ as a test;
7.     mark the parameters of $P$ as covered;
8.     $T \leftarrow T \cup \{T\}$;
9. return $T$;

Note that there may be no unique PCs in an input model $M$. In this case, the initial test set for $M$ will be empty.

Consider the running example. For $M_1$, the VCs of the PC ($p_1, p_4$) is chosen to create an initial a test set $T_1$ for $M_1$. This is because the PC ($p_1, p_4$) is unique and has the largest number of VCs, i.e., $4 \times 2 = 8$. Based on this strategy, we initialize a test set for each input model. Table 6 shows the test suite after initialization.

Table 6
The Initial Test Suite for the Running Example

<table>
<thead>
<tr>
<th></th>
<th>$T_1$ : {$p_1, p_4$}</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>{11, 41}</td>
</tr>
<tr>
<td></td>
<td>{11, 42}</td>
</tr>
<tr>
<td></td>
<td>{13, 41}</td>
</tr>
<tr>
<td></td>
<td>{13, 42}</td>
</tr>
<tr>
<td></td>
<td>{12, 41}</td>
</tr>
<tr>
<td></td>
<td>{12, 42}</td>
</tr>
<tr>
<td></td>
<td>{14, 41}</td>
</tr>
<tr>
<td></td>
<td>{14, 42}</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>$T_2$ : {$p_1, p_5$}</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>{11, 51}</td>
</tr>
<tr>
<td></td>
<td>{12, 51}</td>
</tr>
<tr>
<td></td>
<td>{13, 51}</td>
</tr>
<tr>
<td></td>
<td>{14, 51}</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>$T_3$ : {$p_3, p_4, p_5$}</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>{}</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>$T_4$ : {$p_4, p_6$}</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>{41, 61}</td>
</tr>
<tr>
<td></td>
<td>{42, 61}</td>
</tr>
</tbody>
</table>

5.2 Covering a Shared Parameter
In this section, we present an algorithm, i.e., Algorithm 4 that is used to cover a shared parameter (Algorithm 2, line 11).

Algorithm 4 consists of two phases. In Phase 1, we extend the test sets to cover all the unique VCs and as many shared VCs as possible involving the shared parameter (Algorithm 4, line 3-9). We explain the details of Phase 1 in Section 5.2.1, including the notion of capacity. In Phase 2, we further extend the test sets to cover all the remaining shared VCs (Algorithm 4, line 11). We explain the details of Phase 2 in Section 5.2.2.
Matching Pairs

In Phase 1, we first identify test sets that are not empty, involve \( p \), but do not cover \( p \) (Algorithm 4, line 2). A test set \( T \) is not extended in Phase 1 in the following two cases: 1) \( T \) is empty. This is possible if the model has no unique PCs. The horizontal extension of the IPOG framework requires an existing test when we try to cover a new parameter; 2) the shared parameter \( p \) to be covered has already been covered by \( T \). This is possible because \( p \) could be covered by a test set during initialization.

**Phase 1-1: Selecting a Test Set.** When we extend a test set to cover a new parameter \( p \), we need to cover all the VCs of the PCs that involve \( p \) and \( (t-1) \) covered parameters. We aim to select a test set that is likely to cover the most uncovered VCs.

Assume that we have initialized a test set \( T \) for the first \( t \) parameters. When extending \( T \) to cover a new parameter, it is difficult to calculate the number of uncovered VCs that \( T \) can cover. We introduce a notion, called capacity, to estimate this number.

To compute the capacity of \( T \), we first introduce the concept of matching pairs. Let \( P \) be a PC introduced by the new parameter \( p \). Since IPOG-MM covers one parameter at a time, \( P \) consists of \( (t-1) \) parameters that have already been covered by \( T \), in addition to \( p \). Let \( \pi \) be a VC of \( P \) that has not been covered yet. Let \( \tau \) be a test in \( T \). \( \pi \) and \( \tau \) are a matching pair if the \( (t-1) \) parameters have the same values in \( \pi \) and \( \tau \). Match(\( T \), \( P \)) denotes the total number of matching pairs between the tests in \( T \) and the VCs in \( P \).

Note that a test (or VC) could form a matching pair with multiple VCs (or tests). However, when we count the number of matching pairs, each test (or VC) can only be used to form one matching pair.

The capacity with respect to a parameter \( p \) represents the number of VCs involving \( p \) that could potentially be covered by \( T \). We compute \( \text{capacity}(T, p) \) by adding the number of matching pairs of all the PCs that involve \( p \). Specifically, the capacity is computed using Equation (1), where \( m \) represents the number of shared PCs that are involved in \( p \) and \( (t-1) \) parameters covered by \( T \).

\[
\text{capacity}(T, p) = \sum_{i=1}^{m} (\text{Match}(T, P_i)) 
\]

We select a test set with the highest capacity as the test set to extend next. Note that the capacity of each test set is computed dynamically, since uncovered VCs may change after a test set is extended. Also note that capacity is an approximation of the number of VCs that \( T \) could actually cover, since we simply add all the number of matching pairs without considering possible conflicts between different PCs. The term conflict means that the shared parameter \( p \) that is being covered takes different values in the matched PCs.

We use the running example to illustrate how to compute matching pairs and capacity. Let \( P \) be the set of all input parameters. After sorting, \( P = \{ p_1, p_2, p_4, p_5, p_3, p_6, p_7 \} \). As shown in Table 6, \( p_1 \) has been covered in both test sets \( T_1 \) and \( T_2 \) during initialization. We skip \( p_1 \) and cover the next parameter \( p_2 \).

First, we identify two test sets, \( T_1 \) and \( T_2 \), that satisfy two conditions (Algorithm 4, line 2): 1) these test sets involve \( p_2 \); 2) these test sets have not covered \( p_2 \). Second, we compute the capacities of \( T_1 \) and \( T_2 \). Adding \( p_2 \) into the test sets introduces one new shared PC, i.e., \( (p_1, p_2) \). Table 7 shows the VCs of this PC. All of the 12 VCs of \( (p_1, p_2) \) have not been covered yet. Figure 3 shows the possible matching pairs between \( T_1 \) and \( (p_1, p_2) \).

The only overlapping parameter between \( T_1 \) and \( (p_1, p_2) \) is \( p_1 \). Note that \( p_1 \) has four values, i.e., 11, 12, 13, and 14. For the value 11, although there are three shared VCs with 11 in \( (p_1, p_2) \), there are only two tests in \( T_1 \) with 11. Thus, there are only two matching pairs for value 11. Similarly, there are two matching pairs for each of the other values, i.e., 12, 13, and 14. Therefore, Match(\( T_1, (p_1, p_2) \)) = 2 + 2 + 2 = 6, capacity(\( T_1, p_2 \)) = 8. Similarly, we get Match(\( T_2, (p_1, p_2) \)) = 1 + 1 + 1 + 1 = 4 and capacity(\( T_2, p_2 \)) = 4. Since capacity(\( T_1, p_2 \)) > capacity(\( T_2, p_2 \)), we select \( T_1 \) to extend first.

**Phase 1-2: Extending the Selected Test Set.** The general strategy is to cover all the unique VCs and as many shared VCs as possible. A new test could be added to cover a unique VC if the VC could not be otherwise covered. However, we never add a new test to cover a shared VC in this step. This strategy essentially gives higher priority to unique VCs than shared VCs. This is because unique VCs
can only be covered in the current test set, whereas shared VCs can be covered in other test sets. IPOG-MM does not construct new tests to cover the shared VCs in this phase, because other test sets may be able to cover them.

IPOG-MM makes two modifications on the original IPOG approach:

- During horizontal extension, when adding a new value of the new parameter \( p \) into existing test, IPOG-MM chooses a new value of \( p \) to cover as many unique VCs as possible. If two or more values of \( p \) can cover the same number of unique VCs, IPOG-MM chooses a value that can cover more shared VCs;

- During vertical extension, IPOG-MM only tries to cover all the remaining unique VCs. Shared VCs are only covered as side effects. That is, when we try to cover the unique VCs, some shared VCs would be covered without additional effort.

Consider the running example. We now extend \( T_1 \) to cover \( p_2 \). There are two newly introduced PCs, \((p_4, p_2)\) and \((p_1, p_2)\). Table 7 the VCs of these two PCs. Since \((p_4, p_2)\) is a unique PC, all its VCs are unique VCs. Since \((p_1, p_2)\) is a shared PC, all its VCs are shared VCs.

### Table 7

<table>
<thead>
<tr>
<th>((p_4, p_2))</th>
<th>((p_1, p_2))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(41, 21)</td>
<td>(11, 21)</td>
</tr>
<tr>
<td>(41, 22)</td>
<td>(11, 22)</td>
</tr>
<tr>
<td>(41, 23)</td>
<td>(11, 23)</td>
</tr>
<tr>
<td>(12, 21)</td>
<td>(12, 21)</td>
</tr>
<tr>
<td>(12, 22)</td>
<td>(12, 22)</td>
</tr>
<tr>
<td>(12, 23)</td>
<td>(12, 23)</td>
</tr>
</tbody>
</table>

Next, we extend each test in \( T_1 \). Recall that \( T_1 \) has eight tests as shown in Table 6. First, we extend \( \tau_1 = (11, 41) \). If we add the value 21 to \( \tau_1 \), \( \tau_1 \) becomes \((11, 41, 21)\). The new test covers one unique VC \((41, 21)\) and one shared VC \((11, 21)\). If we add 22 to \( \tau_1 \), the new test would also cover one unique VC \((41, 22)\), and one shared VC \((11, 22)\). We would cover one unique VC \((41, 23)\) and also one shared VC \((11, 23)\) if we add 23 to \( \tau_1 \). Thus, we can choose any of the three values, 21, 22 or 23 for \( \tau_1 \). Assume that we choose 21 for \( \tau_1 \). We remove the VCs covered by \( \tau_1 \).

Second, we extend \( \tau_2 = (11, 42) \). Similarly, we add 22 into \( \tau_2 \). The new test covers one unique VC \((41, 22)\), and one shared VC \((11, 22)\). Then, we remove \((41, 22)\), and \((11, 22)\). We continue to do this for other tests.

After extending the test sets, all the unique VCs are covered. Table 8 shows \( T_1 \) and \( T_2 \) after covering \( p_2 \).

### Table 8

<table>
<thead>
<tr>
<th>( T_1 ) : ( {p_1, p_4, p_2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(11, 41, 21)</td>
</tr>
<tr>
<td>(12, 41, 23)</td>
</tr>
<tr>
<td>(13, 41, 22)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( T_2 ) : ( {p_1, p_5, p_2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(11, 51, 25)</td>
</tr>
<tr>
<td>(13, 51, 21)</td>
</tr>
</tbody>
</table>

Note that in this example, we do not have to do the vertical extension after covering \( p_2 \). But there will be remaining shared VCs after covering the next parameter \( p_3 \). We discuss how to cover the remaining shared VCs in Section 5.2.2.

#### 5.2.2 Phase 2: Cover Remaining Shared VCs

In Phase 1, we have covered all the unique VCs, but not necessarily all the shared VCs. In Phase 2, we cover all the remaining shared VCs, if exist, either by updating existing tests (i.e., replacing don’t care values), or by constructing new tests.

Algorithm 5 shows the details of Phase 2. The goal of the algorithm is to minimize the number of tests that are added to cover the remaining (shared) VCs. This is similar to the goal of the vertical extension in the original IPOG approach. The difference is that we need to minimize the number of tests that could be added to multiple test sets, instead of a single test set.

### Algorithm 5: Cover Remaining Shared VCs

**Input:** A set \( \Pi \) of the remaining shared VCs, a shared parameter \( p \), an existing test suite \( T \), strength \( t \)

**Output:** An extension of \( T \) that covers all the VCs in \( \Pi \)

1. let \( T|_p \) be a subset of test sets in \( T \) that involve \( p \);
2. // reuse existing tests to cover shared VCs
3. for (each VC \( \pi \in \Pi \))
4.      change an existing test \( \tau \in T|_p \) into \( \tau' \) to cover \( \pi \), if possible;
5.      remove from \( T \) the VCs that are covered by \( \tau' \);
6. // construct new tests to cover shared VCs
7. while (\( \Pi \) is not empty)
8.      let \( \tau \) be an empty test;
9.      for (each test set \( T \in T|_p \))
10.         create a test \( \tau' \) such that if added to \( T \), it would cover the most VCs in \( \Pi \);
11.            if (\( \tau' \) covers more VCs than \( \tau \)) then
12.                \( \tau \leftarrow \tau' \);
13.            add \( \tau \) to the corresponding test set as a new test;
14.            remove from \( \Pi \) the VCs covered by \( \tau \);
15. return \( T \);

In Algorithm 5, the test suite \( T \) of test sets is obtained after Phase 1. When extending \( T \) to cover remaining VCs, we first try to cover as many VCs as possible without adding a new test, i.e., by changing some don’t care values in the existing tests. Then, we cover the remaining VCs by constructing new tests. For each test set that involves \( p \), we create a test that would cover the most remaining VCs if added to the test set. Among all the tests created, one for each test set, we choose one that could cover the most remaining VCs. We add the chosen test to extend the corresponding test set and remove the VCs covered this chosen test. This process is repeated until all the remaining VCs are covered.

In order to create a test \( \tau' \) that would cover the most remaining VCs if added to a test set \( T \), we create a set of candidate tests from which we choose one that covers the most remaining VCs. First, we check if there exists a PC \( P \) that have the most remaining VCs. If \( P \) does not exist, \( T \)
already covers all the VCs for the parameters involved in $T$. Thus no candidate test is built for $T$. Second, we create a candidate test $\tau$ from each remaining VC of $P$, such that in $\tau$, all the parameters involved in the VC take the same values as in the VC and the other parameters take don't care values. Third, we extend each candidate test $\tau$ of $T$ by adding a remaining shared VC $\pi \in \Pi$ into $\tau$, such that 1) $\tau$ is compatible with $\pi$; and 2) this addition covers the most remaining shared VCs. Note that $c$ is compatible with a VC $\pi$ if any parameter that exists in $\tau$ and $\pi$ take the same value in them. We continue to select VCs to extend $\tau$, until no further extension could be made, which happens when there exists no more don't care values or no compatible VCs can be selected from II.

Let’s continue with the running example. Table 9 shows $T_1$ and $T_2$ after covering $p_3$ in Phase 1.

\begin{table}
\centering
\caption{The Test Sets Involving $p_3$ after Phase 1 Extension}
\begin{tabular}{c|ccc}
\hline
$T_1$ & (11,41,21,31) & (11,42,22,32) & (11,42,22,32) & (13,42,23,33) \\
(12,41,23,33) & (12,42,21,31) & (14,41,21,32) & (14,42,22,32) \\
\hline
$T_2$ & (11,51,23,31) & (12,51,22,32) & (13,51,21,33) & (14,51,23,31) \\
\hline
\end{tabular}
\end{table}

The following Table 10 shows the remaining shared VCs after Phase 1.

\begin{table}
\centering
\caption{Remaining Shared VCs Involving $p_3$}
\begin{tabular}{c|cc}
\hline
\textbf{From:} (p_1, p_3) & \textbf{From:} (p_2, p_3) \\
(11,33) & (22,31) \\
(13,31) & (23,32) \\
\hline
\end{tabular}
\end{table}

Since there are no don’t care values in existing tests for reusing, we build new tests to cover the VCs in II. Figure 4 shows the major steps for constructing a new test for $T_1$ (Algorithm 5, line 10 - 12).

At step 1, we initialize a set of candidate tests. The PCs $(p_1, p_3)$ and $(p_2, p_3)$ are both involved in $T_1$. They have the same number of remaining VCs Thus, for $T_1$, we could use the VCs of either PC to initialize candidate tests. Without loss of generality, we use the VCs of $(p_1, p_3)$ to initialize the candidate tests $\tau_{11}$ and $\tau_{12}$.

At step 2, we extend the candidate tests. We use the VCs of $(p_2, p_3)$ for the extension based on the greedy strategy. For $\tau_{11}$, since there are no VCs could be used to extend, we assign don’t care values to the parameters $p_2$ and $p_4$, respectively. For $\tau_{12}$, since it is compatible with the remaining VC $(22,31)$, we assign the value $22$ to $p_2$ and don’t care values to $p_4$.

At step 3, we choose a candidate test that can cover the most remaining VCs. The candidate test $\tau_{12}$ is chosen because it covers more remaining VCs than $\tau_{11}$, i.e., $(13,31), (22,31)$.

A test could be similarly constructed for $T_2$ to cover the most remaining VCs. In this example, $\tau_{12}$ is selected and added into $T_1$ as a new test. After this extension, the remaining VCs $(13,31)$ and $(22,31)$ are covered and thus being removed from II. We continue the above steps until all the remaining VCs in II are covered. Table 11 shows the final test suite that achieves 2-way coverage for the running example.

\begin{table}
\centering
\caption{The Final Test Suite for the Running Example}
\begin{tabular}{c|c|c|c|c}
\hline
$T_1$ & $T_2$ & $T_3$ & $T_4$ \\
(11,41,21,31) & (11,42,22,32) & (11,42,22,32) & (13,42,23,33) \\
(12,41,23,33) & (12,42,21,31) & (14,41,21,32) & (14,42,22,33) \\
(13,41,21,33) & (11,51,23,31) & (12,51,22,32) & (13,51,21,33) \\
(14,51,23,31) & (13,51,21,33) & (14,51,23,31) & \\
\hline
\end{tabular}
\end{table}

5.3 Complexity Analysis
In this section, we assume that the strength is $t$. Also assume that there are $n$ input models, at most $k$ parameters in one input model, and at most $d$ values for one parameter.

5.3.1 Space complexity
The space complexity is dominated by the number of VCs involving a new parameter when extending a test set to cover the new parameter $p$. There are at most $C(k-1,t-1)$ PCs when extending a test set. Each PC contains $O(d^t)$ VCs. Thus, the space complexity for the VCs is $O(d^t \times k^{t-1})$.

5.3.2 Time complexity for test set selection
To select the next test set for extension, the time complexity is dominated by computing the capacity for each test set when covering a new parameter. IFPG-MM computes the capacity of each test set by adding all the matching pairs between the tests and the shared VCs. Instead of directly computing matching pairs by matching the tests with shared VCs, we count the number of times that a distinct value combination occurs in the tests and the shared VCs. We compute the number of matching pairs by adding the minimum number of times that each distinct value combination occurs in the tests or the shared VCs.

According to [17], each time when covering a new parameter, there will be at most $O(d^t \times \log k)$ tests in a test set. And there will be at most $O(d^t)$ shared VCs for a given PC. Using the bitmap data structure [15], it takes us $O(1)$ time to check occurrence times that a distinct combination occur in a test and a VC. Thus, it takes $O(d^t \times \log k)$ to check matching pairs between the tests and the VCs of a shared PC. Since there are at most $O(k^{t-1})$ newly introduced shared PCs each time, to compute capacity for a test set, the time complexity is $O(d^t \times \log k \times k^{t-1})$.

5.3.3 Time complexity for test set extension
The time complexity is dominated by choosing the values of a new parameter $p$ for the tests to cover the newly introduced VCs. Since we use a bitmap structure to store the VCs, which takes $O(1)$ time to check whether $\tau$ could
Input models can be pre-processed to improve efficiency of single input model are treated as unique parameters.

When there is a single input model, IPOG-MM is naturally reduced to IPOG. This is because all the parameters of the SUT is a super-model of M1, if the existing test sets could potentially be reused. However, when we remove a model that includes shared PCs, the test set generated for the new model could cover some shared VCs. Thus, the existing test sets could be reused. Note that when the new model includes shared PCs, the test set generated for the new model could cover some shared VCs. Thus, the existing test sets could be reused.

Whether the constraints of M1 are stronger than those of M2. Alternatively, we could just keep both models as long as they contain constraints. In this case, our approach might produce more tests.

Also, some input models may have less than t parameters while the total number of parameters of the SUT is greater or equal to t. In this case, we could simply enumerate all possible combinations for these input models. And during the later test generation, we do not generate tests for such input models anymore.

5.5.4 Model Evolution

As discussed in [19], input models could be changed due to model corrections and software changes such as bug fixes and enhancements. When this happens, the test sets must be updated in order to maintain t-way coverage. It is often desired to reuse as many existing tests as possible so that the time and effort spent on the existing tests could be saved [20].

We consider the following types of model changes and their impact on the existing test sets:

- **Adding a new input model**: The new model may or may not include shared parameters. In either case, we need to generate a test set for the new model to cover the VCs that are unique to this model. All the existing test sets could be reused. Note that when the new model includes shared PCs, the test set generated for the new model could cover some shared VCs. Thus, the existing test sets could potentially be reduced.

- **Removing an existing input model**: When we remove a model that does not include any shared PCs, we could simply remove the corresponding test set. The other test sets could be reused. However, when we remove a model that includes shared PCs, some
shared VCs (of these PCs) may be covered only in the test set for this model. In this case, the existing test sets must be updated to cover these shared VCs.

- **Modifying an existing input model**: An existing model could be modified in different ways, including adding and/or removing parameters, parameter values, and/or constraints. Let \( M \) be the model being modified. Let \( T \) be the existing test set for \( M \). \( T \) must be updated to cover all the unique VCs in \( M \), e.g., introduced by adding a new parameter or parameter value. In addition, if a test is removed due to some parameter value being removed from \( M \), \( T \) must be updated to cover shared VCs that are covered only in this test. This could help minimize changes to, and thus maximize the reuse of, the other test sets. Note that it is possible that a shared VC \( \pi \) was originally covered in \( T \), but could no longer be covered in \( T \) due to a constraint change. In this case, some other test sets must be updated to cover \( \pi \)

6 **Stride: A Prototype Tool**

We have built a prototype tool, called Stride, that implements the IPOG-MM approach. Stride also implements two other approaches, IPOG and IPOG-PO, which are needed for our experimental evaluation, as explained in Section 7. The tool, with its source code, is made publicly available on GitHub\(^2\). In this section, we discuss the major design decisions of the tool and our effort to verify the tool implementation.

6.1 **Major Components**

The Stride tool is written in Java. It takes as input a data file that contains a group of input models and a test strength. The output is a data file that contains a test suite that satisfies \( t \)-way coverage for the group of input models.

Figure 5 gives an overview of Stride.

There are five major components, including Input Model Manager, Test Generation Engine, Combination Manager, Test Set Manager, and Constraint Handler. The major responsibilities of these components are shown below:

- **Input Model Manager**: This component is responsible for managing input models. In particular, it is responsible for parsing the input model files, preprocessing the input models, and performing query operations, e.g., retrieving the models that contain a shared PC.

- **Constraint Handler**: This component supports constraints that are written as forbidden parameter tuples. It performs two types of validity checks. One is to check the validity of a combination, and the other is to check the validity of a test. We used the constraint handler from our earlier work \([22]\). Currently, the tool only supports constraints that are written as forbidden tuples.

In addition, Stride includes a component that generates random constraints. This component is only used for the purpose of evaluation, and is thus not needed during production use.

6.2 **Tool Verification**

Several steps have been taken to ensure the correctness of the tool. At the unit level, we have created JUnit\(^3\) test cases to help test key functions, such as finding shared combinations, computing capacity, and test set extension, including horizontal and vertical extension. At the system level, we have created small input models, run the tool and manually checked that the output tests are as expected.

We have also implemented an assistive analysis tool to automatically check the validity and coverage of the resulted tests. The inputs of the tool include the set of input models, strength \( t \), and the generated test suite. The output of the tool includes the validity and coverage of the generated test sets. In particular, if the test suite fails to achieve the expected coverage, the tool will produce a warning message and report the remaining uncovered VCs. This tool has been integrated inside the Stride after the verification and is also publicly available.

7 **Experiments**

Our experiments are designed to evaluate the effectiveness and efficiency of IPOG-MM in comparison with the following two approaches:

- **Test Generation Engine**: This component implements the core algorithms of the three test generation approaches, including IPOG, IPOG-PO, and IPOG-MM. The three approaches share common data structures and functions such as covering the unique VCs. IPOG-PO implements the post-optimization approach, which was originally proposed and implemented in the M[agi]C tool \([21]\). However, we found some faults in the implementation as confirmed by its developer.

- **Combination Manager**: This component is responsible for managing different types of combinations, including both shared/unique PCs and VCs. This component employs advanced data structures which are similar to \([15]\), so that combinations can be generated, updated, and searched efficiently.

- **Test Set Manager**: This component is responsible for managing and outputting test sets, including adding new tests, updating existing tests, and performing query operations, e.g., checking whether a VC is covered by a test, retrieving the value of a given parameter, and others.

- **Constraint Handler**: This component is responsible for handling constraints. In particular, it performs two types of validity checks. One is to check the validity of a combination, and the other is to check the validity of a test. We used the constraint handler from our earlier work \([22]\). Currently, the tool only supports constraints that are written as forbidden tuples.


1) **IPOG**: This is the baseline approach upon which IPOG-MM is built upon. IPOG does not make any effort to avoid redundant tests that may be generated in multiple test sets.

2) **IPOG-PO**: This is a competition approach to IPOG-MM. IPOG-PO also builds upon IPOG, but it uses post-optimization to avoid redundant coverage of shared VCs.

We note that the Nguyen et al. [14] used post-optimization to avoid redundant tests in multiple test sets, and provided a 2-way test generation tool called M[agi]C [21]. However, the M[agi]C tool does not produce correct results due to some implementation issues. This is the reason why we had to re-implement the post-optimization approach with IPOG.

### 7.1 Research Questions

Our experiments are designed to ask the following three research questions:

**RQ1**: How does IPOG-MM compare to IPOG?

IPOG-MM builds on top of IPOG by considering how to avoid redundant coverage of shared VCs. This question helps to evaluate the impact of this consideration on the test generation process.

**RQ2**: How does IPOG-MM compare to IPOG-PO?

IPOG-MM tries to avoid redundant coverage of shared VCs during test generation, whereas IPOG-PO tries to do so in a post-mortem manner, i.e., after test generation. This question is designed to compare the effectiveness and efficiency of these two approaches.

**RQ3**: How does the amount of shared VCs affect the effectiveness of IPOG-MM?

IPOG-MM is centered on the idea of how to avoid redundant coverage of shared VCs. This question is designed to evaluate the impact of shared VCs on the effectiveness of IPOG-MM.

### 7.2 Subjects

In the experiments, we used the following applications as our experimental subjects:

1) **NotePad**: an Android application for editing text and taking notes.

2) **OpenManager**: a free and open source app for file management.

3) **iosched**: a scheduling application for Google I/O developer conference.

4) **k9mail**: an Android application for email management on smartphones.

5) **cyclos**: a Java web application for banking. Because it is a large system, only the payment part is modeled.

We selected these applications because they were used to evaluate the post-optimization approach in [14]. Use of the same applications allows us to make a direct comparison between IPOG-MM and the post-optimization approach. Also, the FSM models of these subjects were given in [14]. This helps to remove one major variable that could potentially impact the comparison.

Table 12 shows the size of each FSM model in terms of number of states (States #) and transitions (Transitions #), as given in [14].

<table>
<thead>
<tr>
<th>Subjects</th>
<th>NotePad</th>
<th>iosched</th>
<th>cyclos</th>
<th>k9mail</th>
<th>Open-Manager</th>
</tr>
</thead>
<tbody>
<tr>
<td>States #</td>
<td>10</td>
<td>17</td>
<td>27</td>
<td>19</td>
<td>19</td>
</tr>
<tr>
<td>Transitions #</td>
<td>20</td>
<td>58</td>
<td>52</td>
<td>53</td>
<td>60</td>
</tr>
</tbody>
</table>

### 7.3 Input Models

We create both unconstrained and constrained input models. The purpose of generating constrained/unconstrained input models is to evaluate the impact of constraints on the effectiveness of our approach. Many practical applications have constraints in their input models [13]. Constraint handling is thus considered to be an important feature for practical applications of CT.

#### 7.3.1 Input models for unconstrained experiments

A total of ten groups of unconstrained input models are created for the experiments. Each group consists of multiple input models. Table 13 gives some statistics of these input model groups. Note that we have removed sub-models in each model group.

<table>
<thead>
<tr>
<th>Model Group</th>
<th>Total # of Parameters</th>
<th>Total # of Input Models</th>
<th># of Parameters in Each Model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>max</td>
<td>min</td>
<td>average</td>
</tr>
<tr>
<td>G1</td>
<td>20</td>
<td>14</td>
<td>4</td>
</tr>
<tr>
<td>G2</td>
<td>55</td>
<td>43</td>
<td>5</td>
</tr>
<tr>
<td>G3</td>
<td>42</td>
<td>23</td>
<td>9</td>
</tr>
<tr>
<td>G4</td>
<td>47</td>
<td>33</td>
<td>4</td>
</tr>
<tr>
<td>G5</td>
<td>59</td>
<td>42</td>
<td>3</td>
</tr>
<tr>
<td>G6</td>
<td>42</td>
<td>103</td>
<td>14</td>
</tr>
<tr>
<td>G7</td>
<td>28</td>
<td>52</td>
<td>5</td>
</tr>
<tr>
<td>G8</td>
<td>42</td>
<td>167</td>
<td>12</td>
</tr>
<tr>
<td>G9</td>
<td>42</td>
<td>128</td>
<td>14</td>
</tr>
<tr>
<td>G10</td>
<td>52</td>
<td>48</td>
<td>14</td>
</tr>
</tbody>
</table>

Note that the ten groups of input models are from the test paths of the subject FSM models. For each subject, we first use the M[agi]C tool to generate a set of test paths from its FSM model, and then construct a group of input models, one for each test path. The M[agi]C tool provides a number of algorithms that could be used to generate test paths from an FSM, among which four algorithms are applicable to the FSMs in our experiments. The test paths generated by each of the four algorithms achieve all-edge coverage. In our experiments, we tried every algorithm that could be applied. If more than one algorithm can be applied to an FSM, then multiple groups of input models are created for the FSM, one for each algorithm.

Note that the implementation of the post-optimization of the public available version of M[agi]C is not correct, and it cannot satisfy pair-wise coverage after the post-optimization. This has been confirmed by the original developers.
Table 14 shows the ten input model groups created for our subjects. If a path generation algorithm can be applied to a FSM, the name of the input model group is shown in Table 14; otherwise, the corresponding cell is empty. Note that since the test paths are different, for \( i, j = 1, 2, \ldots, 10, i \neq j \), the input model group \( G_i \neq G_j \), even if they are generated based on the same FSM.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>NotePad</th>
<th>iosched</th>
<th>cyclos</th>
<th>k9mail</th>
<th>Open-Manager</th>
</tr>
</thead>
<tbody>
<tr>
<td>breadth-first G_1</td>
<td>G_2</td>
<td>G_3</td>
<td>G_4</td>
<td>G_5</td>
<td></td>
</tr>
<tr>
<td>breadth-first with loop (global) G_6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>breadth-first with loop (local) G_7</td>
<td>G_8</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>uniform coverage G_9</td>
<td>G_10</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### 7.3.2 Input models for constrained experiments

For each unconstrained input model group (or simply each unconstrained group), we randomly generate five sets of forbidden tuples. The forbidden tuples are used to simulate constraints that may exist in real-world applications. We create a constrained input model group (or simply a constrained group) by combining an unconstrained group and each of the forbidden tuple sets created for the group. Thus, there are a total of \( 10 \times 5 = 50 \) groups of constrained input models.

To distinguish the five constrained groups for an unconstrained group, in the rest of the paper, we name the constrained groups as \( CG1, CG2, CG3, CG4, \) and \( CG5 \), respectively.

Constraints are often expressed as forbidden tuples, allowed tuples, or logical expressions [12]. Constraints could be identified from requirements [23], derived from UML diagrams [24], or learned using machine learning techniques [25]. Our experiments adopt random constraints for evaluation for two reasons. First, in the literature, we could not find subject applications that provide multiple input models with constraints. For example, in [14], the subject applications do not have constrained input models. Second, random constraints have been commonly used in several studies that evaluate the impact of constraints on CT, such as [26].

A random constraint generator is implemented to generate random constraints. The constraint generator allows the user to control the following options:

1) The input models involved in forbidden tuples. We randomly choose from one to ten input models to be involved in forbidden tuples. If the total number of input models is less than ten, then we randomly specify from one to the total input models to be involved in forbidden tuples.

2) Number of forbidden tuples in an input model. In our experiments, we randomly create from one to ten forbidden tuples in an input model.

3) Size of a forbidden tuple. In our experiments, we choose a random size between 2 and \( k \) to construct the forbidden tuples, where \( k \) is the total number of parameters in the input model.

4) Parameters involved in a forbidden tuple. We randomly select the parameters with two or more values from the input model.

5) Parameter values in a forbidden tuple. For each selected parameter, we randomly choose a value from its value domain.

Table 15 gives the information of the randomly generated forbidden tuples, in terms of number of forbidden tuples and size of forbidden tuple for each model group.

### 7.4 Metrics

We measure the effectiveness and efficiency of the three approaches, i.e., IPOG, IPOG-PO, IPOG-MM, in terms of number of generated tests and the amount of time taken for test generation. In addition, for RQ1, in order to make explicit the comparison between IPOG-MM and IPOG, we compute the following test reduction ratio:

\[
\text{reduction\_ratio} = \left( \frac{\text{IPOG tests} - \text{IPOG-MM tests}}{\text{IPOG tests}} \right) \times 100\%
\]  

(2)

For RQ2, in order to make explicit the comparison between IPOG-MM and IPOG-PO, we also compute the following test reduction ratio:

\[
\text{reduction\_ratio} = \left( \frac{\text{IPOG-PO tests} - \text{IPOG-MM tests}}{\text{IPOG-PO tests}} \right) \times 100\%
\]  

(3)

For all RQs, the shared VC ratio for each unconstrained or constrained group is computed as follows:

\[
\text{Shared\_VC\_Ratio} = \frac{\#\ of\ valid\ shared\ VC\ s}{\#\ of\ valid\ VC\ s} \times 100\%
\]  

(4)

In constrained experiments, a shared VC may be valid in some input models, and invalid in other input models. In Equation (4), we count a shared VC only if it is valid in more than one input model. To evaluate the impact of shared VC ratio, we perform Spearman Rank Correlations to measure...
the degree of correlation between the shared VC ratio and the test reduction ratio by IPOG-MM.

We note that the shared VC ratio is a variable that depends on the input models.

7.5 Procedure

There are a total of 10 groups of unconstrained input models and 50 groups of constrained input models. For each input model group, we use the three approaches, i.e., IPOG, IPOG-PO, and IPOG-MM to create test suites for test strength \( t = 2 \) to 6. Thus, we have conducted a total of \( 10 \times 5 = 50 \) unconstrained experiments and a total of \( 50 \times 5 = 250 \) constrained experiments. For each experiment, we record the number of tests and also measure the amount of time used to run the experiments.

All the experimental subjects, input models and results are available on GitHub\(^5\). All the experiments are carried out on the platform with Intel Core i5 CPU (3.20 GHz×2) and 8GB Memory.

7.6 Results for RQ1

In this section, we present both unconstrained and constrained experimental results for RQ1. We also provide some additional discussion on the results.

7.6.1 Unconstrained Experiments

Table 16 shows the detailed results of unconstrained experiments.

Among the 50 unconstrained experiments, there are 25 experiments where IPOG-MM generates fewer tests than IPOG. IPOG-MM achieves the highest test reduction rate of 94.82% for \( G_8 \) with \( t = 2 \).

For the other 25 experiments, IPOG-MM generated the same number of tests as IPOG. We have investigated the possible reasons. One reason is that in some experiments, there are no shared VCs between input models. This means that all the VCs are unique VCs. There is no opportunity for optimization as there is no redundant coverage of shared VCs. Thus, IPOG-MM generates the same number of tests as IPOG. A second reason is that in some experiments, there are only a small number of shared VCs. These shared VCs are all covered as side effect when we try to cover unique VCs. That is, no additional tests are generated to cover shared VCs. Thus, avoiding redundant coverage of shared VCs does not help generate fewer tests.

We observe that in some experiments, as strength \( t \) increases, the number of tests generated by IPOG remains the same, whereas the number of tests generated by IPOG-MM increases. For example, this happens when \( t \) increases from 5 to 6 for \( G_6 \). The reason is that in each input model of \( G_6 \), at most five parameters have multiple values, while other parameters are single-value parameters. When \( t \) increases from 5 to 6, the total number of VCs to be covered in each input model remains the same. Thus, IPOG generates the same number of tests. However, IPOG-MM considers shared VCs across multiple input models. As \( t \) increases from 5 to 6, the number of shared VCs decreases. This means that there are fewer opportunities for optimization. Thus, IPOG-MM generates more tests.

Table 17 shows the average number of tests and reduction ratio for each strength for the unconstrained experiments where one or more shared VCs exist between input models.

<table>
<thead>
<tr>
<th>Strength</th>
<th>IPOG</th>
<th>IPOG-MM</th>
<th>Reduction Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>479.90</td>
<td>72.40</td>
<td>84.91%</td>
</tr>
<tr>
<td>3</td>
<td>1181.25</td>
<td>200.50</td>
<td>83.23%</td>
</tr>
<tr>
<td>4</td>
<td>2893.67</td>
<td>598.50</td>
<td>79.32%</td>
</tr>
<tr>
<td>5</td>
<td>5296.00</td>
<td>1673.20</td>
<td>68.41%</td>
</tr>
<tr>
<td>6</td>
<td>5296.00</td>
<td>3141.00</td>
<td>40.69%</td>
</tr>
</tbody>
</table>

We observe that the reduction ratio decreases as the test strength increases. This can be explained by the fact that the shared VC ratio decreases as the test strength increases, and thus there are fewer chances to do optimization. In general, the bigger a VC, the more parameters it involves, the less chance it is shared between different models.

In terms of generation time, we focus on the experiments where at least one approach spent more than one second. There are 12 such unconstrained experiments.

Table 18 shows the detailed results for these 12 unconstrained experiments. IPOG-MM is slower than IPOG because IPOG-MM has to perform additional computations to avoid redundant coverage of shared VCs.

<table>
<thead>
<tr>
<th>Group</th>
<th>Strength</th>
<th>IPOG</th>
<th>IPOG-MM</th>
<th>Reduction Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>( G_6 )</td>
<td>3</td>
<td>0.45s</td>
<td>2.17s</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>1.13s</td>
<td>10.42s</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>3.92s</td>
<td>20.55s</td>
<td></td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>4.65s</td>
<td>25.66s</td>
<td></td>
</tr>
<tr>
<td>( G_8 )</td>
<td>3</td>
<td>0.98s</td>
<td>3.18s</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.92s</td>
<td>16.80s</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>3.40s</td>
<td>43.27s</td>
<td></td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>4.89s</td>
<td>73.99%</td>
<td></td>
</tr>
<tr>
<td>( G_9 )</td>
<td>3</td>
<td>0.26s</td>
<td>1.15s</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.40s</td>
<td>4.40s</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.63s</td>
<td>8.95s</td>
<td></td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>0.87s</td>
<td>11.14%</td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td>1.84s</td>
<td>18.62s</td>
<td></td>
</tr>
</tbody>
</table>

7.6.2 Constrained Experiments

Among the 250 constrained experiments, we focus on 170 such experiments where the shared VC ratio is greater than 0, which provides opportunity for optimization.

Table 19 shows the average results of the 170 experiments, including average shared VC ratios, average number of tests, and average reduction ratios. For each input model group, the results are averaged over five random forbidden tuple groups. The detailed results for individual random forbidden tuple groups are available on our Github.

The results in Table 19 show that IPOG-MM performs better than IPOG in most experiments. Specifically, the detailed results (available on our Github) show that IPOG-MM can generate fewer tests than IPOG in 125 out of the

---

5. https://github.com/swjtu-railway/IPOG-MM
170 experiments. In particular, IPOG-MM can achieve the highest reduction ratio of 94.83% for model group \( G_6 \) with test strength equal to 2 for forbidden tuple group \( C G_3 \).

Similar to the unconstrained results in Table 17, in some experiments, when \( t \) increases, e.g., for \( G_6 \) from \( t = 5 \) to \( t = 6 \), IPOG generates the same number of tests whereas IPOG-MM generates more tests.

Table 20 shows the average number of tests and reduction ratio for each strength for the 170 constrained experiments. Similar to the unconstrained results in Table 17, the reduction ratio decreases as the test strength increases. This is also due to the same reason, i.e., the number of shared VCs decreases as the test strength increases.

Note that for constrained experiments on strength \( t = 5 \) and \( t = 6 \), IPOG still generates the same number of tests where there is one or more shared VCs between multiple input models. IPOG-MM generates fewer tests than IPOG.

For the 204 experiments, there are a total of 54 experiments where IPOG-MM generated the same number of tests as IPOG (26.47%). There are a total of 150 experiments (73.53%) where IPOG-MM generated fewer tests than IPOG.

For RQ1, we make the following conclusion:

In most cases, IPOG-MM can generate fewer tests than IPOG, with a test reduction ratio up to 94.83%, when there exist shared VCs between multiple input models. IPOG-MM takes more time than IPOG, but all the experiments take no more than 90 seconds.

### 7.7 Results for RQ2

In this section, we present both unconstrained and constrained experimental results for RQ2. We also provide some additional discussion on the results. We only focus on the 204 out of the total 300 experiments where the shared VC ratio is greater than 0, which means both IPOG-MM and IPOG-PO have opportunities for optimization.

### Table 16: Detailed Tests Generation Results

<table>
<thead>
<tr>
<th>Group</th>
<th>Strength</th>
<th>Shared VC Ratio</th>
<th>IPOG</th>
<th>IPOG-MM</th>
<th>Reduction Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>( G_1 )</td>
<td>2</td>
<td>10.64%</td>
<td>31</td>
<td>23</td>
<td>25.81%</td>
</tr>
<tr>
<td>( G_1 )</td>
<td>3</td>
<td>0.00%</td>
<td>35</td>
<td>35</td>
<td>0.00%</td>
</tr>
<tr>
<td>( G_1 )</td>
<td>4</td>
<td>0.00%</td>
<td>35</td>
<td>35</td>
<td>0.00%</td>
</tr>
<tr>
<td>( G_1 )</td>
<td>5</td>
<td>0.00%</td>
<td>35</td>
<td>35</td>
<td>0.00%</td>
</tr>
<tr>
<td>( G_1 )</td>
<td>6</td>
<td>0.00%</td>
<td>35</td>
<td>35</td>
<td>0.00%</td>
</tr>
<tr>
<td>( G_2 )</td>
<td>2</td>
<td>14.75%</td>
<td>193</td>
<td>85</td>
<td>55.96%</td>
</tr>
<tr>
<td>( G_2 )</td>
<td>3</td>
<td>5.86%</td>
<td>193</td>
<td>193</td>
<td>0.00%</td>
</tr>
<tr>
<td>( G_2 )</td>
<td>4</td>
<td>0.00%</td>
<td>193</td>
<td>193</td>
<td>0.00%</td>
</tr>
<tr>
<td>( G_2 )</td>
<td>5</td>
<td>0.00%</td>
<td>193</td>
<td>193</td>
<td>0.00%</td>
</tr>
<tr>
<td>( G_2 )</td>
<td>6</td>
<td>0.00%</td>
<td>193</td>
<td>193</td>
<td>0.00%</td>
</tr>
<tr>
<td>( G_3 )</td>
<td>2</td>
<td>42.86%</td>
<td>182</td>
<td>85</td>
<td>53.30%</td>
</tr>
<tr>
<td>( G_3 )</td>
<td>3</td>
<td>41.31%</td>
<td>370</td>
<td>206</td>
<td>44.32%</td>
</tr>
<tr>
<td>( G_3 )</td>
<td>4</td>
<td>38.58%</td>
<td>376</td>
<td>460</td>
<td>57.50%</td>
</tr>
<tr>
<td>( G_3 )</td>
<td>5</td>
<td>33.61%</td>
<td>1312</td>
<td>880</td>
<td>32.93%</td>
</tr>
<tr>
<td>( G_3 )</td>
<td>6</td>
<td>26.64%</td>
<td>1312</td>
<td>1312</td>
<td>0.00%</td>
</tr>
<tr>
<td>( G_4 )</td>
<td>2</td>
<td>13.68%</td>
<td>55</td>
<td>55</td>
<td>0.00%</td>
</tr>
<tr>
<td>( G_4 )</td>
<td>3</td>
<td>6.94%</td>
<td>55</td>
<td>55</td>
<td>0.00%</td>
</tr>
<tr>
<td>( G_4 )</td>
<td>4</td>
<td>0.00%</td>
<td>55</td>
<td>55</td>
<td>0.00%</td>
</tr>
<tr>
<td>( G_4 )</td>
<td>5</td>
<td>0.00%</td>
<td>55</td>
<td>55</td>
<td>0.00%</td>
</tr>
<tr>
<td>( G_5 )</td>
<td>2</td>
<td>56.58%</td>
<td>127</td>
<td>68</td>
<td>46.45%</td>
</tr>
<tr>
<td>( G_5 )</td>
<td>3</td>
<td>51.56%</td>
<td>127</td>
<td>127</td>
<td>2.36%</td>
</tr>
</tbody>
</table>

In most cases, IPOG-MM can generate fewer tests than IPOG, with a test reduction ratio up to 94.83%, when there exist shared VCs between multiple input models. IPOG-MM takes more time than IPOG, but all the experiments take no more than 90 seconds.
TABLE 19
IPOG vs IPOG-MM (Constrained): Tests Generation Results
(Note: The results are average results among five random forbidden tuples for each model group)

<table>
<thead>
<tr>
<th>Model Group</th>
<th>Strength</th>
<th>Shared VC Ratio</th>
<th>IPOG</th>
<th>IPOG-MM</th>
<th>Reduction Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>G₂₁</td>
<td>2</td>
<td>10.92%</td>
<td>29.2</td>
<td>22.4</td>
<td>23.25%</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>5.95%</td>
<td>18.6</td>
<td>18.6</td>
<td>0.00%</td>
</tr>
<tr>
<td>G₂</td>
<td>2</td>
<td>43.19%</td>
<td>176</td>
<td>81.8</td>
<td>53.52%</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>41.64%</td>
<td>363.6</td>
<td>199.2</td>
<td>45.22%</td>
</tr>
<tr>
<td>G₃</td>
<td>2</td>
<td>14.37%</td>
<td>51</td>
<td>51</td>
<td>0.00%</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>7.69%</td>
<td>51</td>
<td>51</td>
<td>0.00%</td>
</tr>
<tr>
<td>G₄</td>
<td>2</td>
<td>6.26%</td>
<td>52</td>
<td>52</td>
<td>0.00%</td>
</tr>
<tr>
<td>G₅</td>
<td>2</td>
<td>93.83%</td>
<td>1207.6</td>
<td>105</td>
<td>91.31%</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>90.03%</td>
<td>2890</td>
<td>319.6</td>
<td>88.94%</td>
</tr>
<tr>
<td>G₆</td>
<td>2</td>
<td>14.37%</td>
<td>51</td>
<td>51</td>
<td>0.00%</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>7.69%</td>
<td>51</td>
<td>51</td>
<td>0.00%</td>
</tr>
<tr>
<td>G₇</td>
<td>2</td>
<td>48.90%</td>
<td>92.8</td>
<td>56.2</td>
<td>39.43%</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>43.99%</td>
<td>92.8</td>
<td>72.2</td>
<td>22.17%</td>
</tr>
<tr>
<td>G₈</td>
<td>2</td>
<td>79.99%</td>
<td>596</td>
<td>1034.8</td>
<td>46.44%</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>69.04%</td>
<td>1068.6</td>
<td>2852.8</td>
<td>73.31%</td>
</tr>
<tr>
<td>G₉</td>
<td>2</td>
<td>87.10%</td>
<td>1002.4</td>
<td>94.8</td>
<td>90.54%</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>78.05%</td>
<td>1619.4</td>
<td>314.6</td>
<td>80.57%</td>
</tr>
<tr>
<td>G₁₀</td>
<td>2</td>
<td>56.76%</td>
<td>120.4</td>
<td>66.6</td>
<td>44.67%</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>31.96%</td>
<td>120.4</td>
<td>117.8</td>
<td>2.16%</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>14.40%</td>
<td>120.4</td>
<td>120.4</td>
<td>0.00%</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>5.13%</td>
<td>120.4</td>
<td>120.4</td>
<td>0.00%</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>1.49%</td>
<td>120.4</td>
<td>120.4</td>
<td>0.00%</td>
</tr>
</tbody>
</table>

TABLE 20
IPOG vs IPOG-MM (Constrained): Test Generation Results by Strength

<table>
<thead>
<tr>
<th>Strength</th>
<th>IPOG</th>
<th>IPOG-MM</th>
<th>Reduction Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>475.20</td>
<td>70.96</td>
<td>85.07%</td>
</tr>
<tr>
<td>3</td>
<td>1173.93</td>
<td>196.98</td>
<td>83.22%</td>
</tr>
<tr>
<td>4</td>
<td>2475.33</td>
<td>593.47</td>
<td>76.02%</td>
</tr>
<tr>
<td>5</td>
<td>5249.96</td>
<td>1670.24</td>
<td>68.19%</td>
</tr>
<tr>
<td>6</td>
<td>5249.96</td>
<td>3146.00</td>
<td>40.08%</td>
</tr>
</tbody>
</table>

TABLE 21
IPOG vs IPOG-MM (Constrained): Test Generation Time for G₆ with t = 5

<table>
<thead>
<tr>
<th>Approach</th>
<th>CG₁</th>
<th>CG₂</th>
<th>CG₃</th>
<th>CG₄</th>
<th>CG₅</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>IPOG</td>
<td>4.54s</td>
<td>4.11s</td>
<td>4.11s</td>
<td>2.49s</td>
<td>3.85s</td>
<td>3.82s</td>
</tr>
<tr>
<td>IPOG-MM</td>
<td>23.00s</td>
<td>29.33s</td>
<td>18.30s</td>
<td>22.13s</td>
<td>20.54s</td>
<td>20.57s</td>
</tr>
<tr>
<td>overhead ratio</td>
<td>5.06</td>
<td>4.71</td>
<td>4.45</td>
<td>8.90</td>
<td>5.41</td>
<td>5.43</td>
</tr>
</tbody>
</table>

1. overhead ratio = (time cost of IPOG-MM) / (time cost of IPOG)

7.7.1 Unconstrained Experiments
There are 34 (out of 50) unconstrained experiments where the shared VC ratio is greater than 0. Table 23 shows the detailed results for these experiments.

There are 20 experiments where IPOG-MM generates fewer tests than IPOG-PO. IPOG-MM achieves the highest test reduction ratio of 42.87% for G₈ with t = 4.

There are 13 experiments where IPOG-MM generates the same number of tests as IPOG-PO. There is only one unconstrained experiment, G₇ with t = 2, where IPOG-MM generates more tests than IPOG-PO. In this experiment, IPOG-MM generates 57 tests in the experiment while IPOG-MM generated 59 tests.

Table 24 shows the average number of tests and the reduction ratio for each strength. IPOG-MM generates fewer tests than IPOG-PO for each strength, but the reduction ratio does not show a consistent relationship with test strength. This is because both IPOG-PO and IPOG-MM are heuristic approaches. The reduction ratio depends on the number of shared VCs and also other factors, e.g., some heuristic decisions made by the two approaches.

In terms of generation time, we focus on the experiments where IPOG-PO and/or IPOG-MM spent more than one second. There are 12 such experiments. Table 25 shows the detailed results of these experiments. As Table 25 shows, IPOG-MM is slower than IPOG-PO in most of these experiments, but on average, the difference is small.
7.7.2 Constrained Experiments

Table 26 gives the average results of the 170 constrained experiments, where the shared VC ratio is greater than 0.

<table>
<thead>
<tr>
<th>Group</th>
<th>Strength</th>
<th>Shared VC Ratio</th>
<th>IPOG-PO</th>
<th>IPOG-MM</th>
<th>Reduction Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>G1</td>
<td>2</td>
<td>10.64%</td>
<td>23</td>
<td>23</td>
<td>0.00%</td>
</tr>
<tr>
<td>G2</td>
<td>2</td>
<td>19.79%</td>
<td>65</td>
<td>85</td>
<td>20.00%</td>
</tr>
<tr>
<td>G3</td>
<td>3</td>
<td>5.86%</td>
<td>93</td>
<td>93</td>
<td>0.00%</td>
</tr>
<tr>
<td>G4</td>
<td>2</td>
<td>42.86%</td>
<td>93</td>
<td>85</td>
<td>8.60%</td>
</tr>
<tr>
<td>G5</td>
<td>3</td>
<td>41.51%</td>
<td>222</td>
<td>206</td>
<td>7.20%</td>
</tr>
<tr>
<td>G6</td>
<td>5</td>
<td>38.58%</td>
<td>460</td>
<td>460</td>
<td>0.00%</td>
</tr>
<tr>
<td>G7</td>
<td>5</td>
<td>33.61%</td>
<td>880</td>
<td>880</td>
<td>0.00%</td>
</tr>
<tr>
<td>G8</td>
<td>6</td>
<td>26.68%</td>
<td>1312</td>
<td>1312</td>
<td>0.00%</td>
</tr>
<tr>
<td>G9</td>
<td>4</td>
<td>13.68%</td>
<td>95</td>
<td>95</td>
<td>0.00%</td>
</tr>
<tr>
<td>G10</td>
<td>3</td>
<td>6.94%</td>
<td>55</td>
<td>55</td>
<td>0.00%</td>
</tr>
</tbody>
</table>

On average, IPOG-MM can generate fewer tests than IPOG-PO. The detailed results (available on our Github) show IPOG-MM generates fewer tests than IPOG-PO in 93 out of the 170 experiments. Specifically, IPOG-MM achieves the highest reduction ratio of 42.86% for constrained group $G_0$ of model group $G_8$ with $t = 4$.

IPOG-MM generates more tests than IPOG-PO in 9 out of the 170 constrained experiments. Both IPOG-MM and IPOG-PO are heuristic approaches. Thus, it is possible for IPOG-MM to generate more tests than IPOG-PO. For example, in the experiment of $G_3$ (constrained group CG4, $t = 5$), IPOG-MM generates 27 more tests than IPOG-PO.

In general, we find that in the experiments where IPOG-MM generates more tests than IPOG-PO, the number of shared VCs for some PCs is often significantly larger than the number of unique VCs for any PC. In IPOG-MM, unique VCs are covered in Phase 1, whereas shared VCs are covered in Phase 2. Thus, more VCs need to be covered in Phase 2 in these experiments. Unlike Phase 1, which includes both horizontal and vertical extension, Phase 2 only includes vertical extension. Recall that horizontal extension could cover VCs without adding any new test. As a result, compared to Phase 1, Phase 2 typically has to generate more tests to cover the same set of VCs. This explains why IPOG-MM generates more tests in these experiments. In contrast, IPOG-PO does not distinguish between unique and shared VCs. Both types of VCs are covered in the same way during test generation.

Table 27 shows the number of tests and reduction ratio for each strength for the 170 constrained experiments. Similar to unconstrained experiments, the average reduction ratio does not show a consistent relationship with test strength. This is again due to the fact that both IPOG-PO and IPOG-MM are heuristic approaches.

<table>
<thead>
<tr>
<th>Group</th>
<th>Strength</th>
<th>Shared VC Ratio</th>
<th>IPOG-PO</th>
<th>IPOG-MM</th>
<th>Reduction Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>G1</td>
<td>2</td>
<td>10.64%</td>
<td>23</td>
<td>23</td>
<td>0.00%</td>
</tr>
<tr>
<td>G2</td>
<td>4</td>
<td>19.79%</td>
<td>65</td>
<td>85</td>
<td>20.00%</td>
</tr>
<tr>
<td>G3</td>
<td>2</td>
<td>5.86%</td>
<td>93</td>
<td>93</td>
<td>0.00%</td>
</tr>
<tr>
<td>G4</td>
<td>3</td>
<td>42.86%</td>
<td>93</td>
<td>85</td>
<td>8.60%</td>
</tr>
<tr>
<td>G5</td>
<td>4</td>
<td>41.51%</td>
<td>222</td>
<td>206</td>
<td>7.20%</td>
</tr>
<tr>
<td>G6</td>
<td>5</td>
<td>38.58%</td>
<td>460</td>
<td>460</td>
<td>0.00%</td>
</tr>
<tr>
<td>G7</td>
<td>5</td>
<td>33.61%</td>
<td>880</td>
<td>880</td>
<td>0.00%</td>
</tr>
<tr>
<td>G8</td>
<td>6</td>
<td>26.68%</td>
<td>1312</td>
<td>1312</td>
<td>0.00%</td>
</tr>
<tr>
<td>G9</td>
<td>4</td>
<td>13.68%</td>
<td>95</td>
<td>95</td>
<td>0.00%</td>
</tr>
<tr>
<td>G10</td>
<td>3</td>
<td>6.94%</td>
<td>55</td>
<td>55</td>
<td>0.00%</td>
</tr>
</tbody>
</table>

In terms of generation time, we focus on the experiments
where IPOG-PO and/or IPOG-MM spent more than one second. There are 60 such experiments. To save space, we do not present the detailed results for all of the 60 experiments, which are available on our Github.

We note that for these 60 experiments, the average times taken by IPOG-PO is 12.91s, and the average times taken by IPOG-MM is 18.12s.

7.7.3 Discussion

Table 28 shows an overall comparison between IPOG-PO and IPOG-MM. We focus on the 204 (out of 300) experiments where there is one or more shared VC during test generation. Note that \( \text{MM} < \text{PO} \) indicates IPOG-MM generates fewer tests than IPOG-PO. \( \text{MM} = \text{PO} \) indicates IPOG-MM generates fewer tests than IPOG-PO. And \( \text{MM} > \text{PO} \) indicates IPOG-MM generates more tests than IPOG-PO.

<table>
<thead>
<tr>
<th>Strength</th>
<th>Unconstrained</th>
<th>Constrained</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \text{MM} &lt; \text{PO} )</td>
<td>( \text{MM} = \text{PO} )</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Sum.</td>
<td>20</td>
<td>13</td>
</tr>
</tbody>
</table>

As Table 29 shows, the correlation coefficient \( \rho \) is always larger than 0.85 and reaches at most 0.98. This indicates there is a strong and positive correlation between the shared VC Ratio and the reduction ratio. The \( p \)-value is less than 0.05 in most cases, which provides a strong evidence that the correlation holds with a high possibility instead of by chance.

Thus, for RQ3, we reject the null hypothesis \( (H_0) \), and accept the alternative hypothesis \( (H_1) \). We make the following conclusion:

There exists a high positive correlation between shared VC ratio and the test reduction ratio achieved by IPOG-MM. This suggests that IPOG-MM can be more effective when the shared VC ratio is high.

7.9 Threats to Validity

One threat to external validity is that the subjects used in our experiments may not be representative. The subjects we used are of different sizes and represent different application domains. Further, the subjects are also used in other studies e.g., [14] and [33]. In the constrained test generation part, we used a tool to randomly generate constraints for the input models. It is important to note that the results do not depend on the actual implementation of the SUTs, only the input models that were constructed based on the test paths and constraints.

There is also a threat that the implementation of IPOG, IPOG-PO and IPOG-MM may not be correct. We carefully examined the results to ensure the correctness. For small subjects, such as Notepad, we have manually checked the generated test suite covers all valid VCs and satisfy constraints. For large subjects, such as cyclos, we implemented a tool to automatically check the coverage and validity of the tests.

8 Related Work

In this section we review existing work on CT, including both CT for single input model (Section 8.1) and CT for
multiple input models (Section 8.2). We also briefly review existing work on test set reduction (Section 8.3), which is related to our work as it also tries to avoid redundancy in a test set.

8.1 CT for Single Input Model

A large body of work has been reported on $t$-way test generation for a single input model [2] [12] [13]. Mathematical approaches, e.g., [34] [35] [36], could construct optimal $t$-way test sets, but they often impose restrictions on an input model and typically do not support constraints, limiting their applications in practice.

Computational approaches can be classified into greedy approaches and search-based approaches. Many greedy approaches, e.g., AETG [3] [26] [37] [38], TCG [39], DDA [40] [41], PICT [42], FoCuS [43], the MDD (Multivalued Decision Diagram) based approach [44], adopt a one-test-at-a-time framework, where each test is constructed to cover as many uncovered VCs as possible. Other greedy approaches, including IPOG [17] and its variations [18] [45] [46] [47], adopt a one-parameter-at-a-time framework, where $t$-way test set is built to cover the first $t$ parameters, and then is repeatedly extended to cover the remaining parameters, one at a time.

Search-based approaches, e.g. [48] [49] [50] [51] [52] [53], typically start with a randomly construct test set and then use some search strategies to find a $t$-way test set that is as small as possible.

More recently approaches are reported that convert the problem of $t$-way test set generation to a constraint satisfaction problem and then use a constraint solver to generate tests [54] [55] [56]. These approaches could leverage the power of existing constraint solvers and handle constraints naturally.

Our work differs from the above work in that we focus on $t$-way test generation for multiple input models. In principle, the general idea of our approach, i.e., trying to avoid redundant coverage of shared VCs across multiple input models, could be applied to these single-model test generation approaches to extend them for multi-model test generation.

IPOG-MM is built on the top of IPOG. However, there are major differences between the two. IPOG-MM addresses multiple input models with shared parameters. During initialization, IPOG-MM creates initial test sets with the VCs of unique PCs instead of the VCs of first $t$ parameters. During test sets extension, IPOG-MM distinguishes shared parameters and unique parameters. As a result, it extends each test set differently.

IPOG-MM uses the notion of capacity to estimate the number of VCs a test set could potentially cover, which is used to choose which test set to extend. Bryce et al. [40] [41] used in their DDA algorithms the concepts of factor density and level density to estimate the number of VCs a parameter value could potentially cover in a test, which are used to determine which parameter value to use.

While the notion of capacity is similar to the two density notions, they are computed very differently and are used for different purposes.

8.2 CT for Multiple Input Models

Anna et al. [57] described a method for combinatorial test generation for multiple input models. Their input models are required to have a sequential relationship, i.e., the output of the previous model is used as the input of the next model. Kampel et al. [58] presented a test generation approach for hierarchical models. There are two levels of input models. Each lower-level model is considered to be an abstract parameter in the upper-level model. During test generation, they first generate a $t$-way test set for each input model at the lower level. Next, they generate an abstract $t$-way test set at the upper level, where each test of a lower level model is considered as an abstract value of the corresponding abstract parameter at the upper level. A structure called nested covering array is used to represent the final test set.

In contrast, our work does not assume a sequential or hierarchical relationship between input models. Instead, input models in our work are in a peer-to-peer relation. Also, no nesting relationship exists between test sets.

Two approaches have been reported on applying CT to systems that are modeled as FSMs. Nguyen et al. [14] first select test paths from an FSM, and then construct an input model from each of the selected test paths. A pairwise test set is constructed for each input model. A post-optimization approach is used to remove redundant tests that may exist in multiple test sets. In contrast, IPOG-MM tries to avoid generating redundant tests in the first place.

Chang et al. [10] reported an empirical study where they constructed multiple input models from the FSMs of a track circuit receiver used in high-speed rail systems, and then generated pairwise test sets for these input models. This study did not remove redundant tests, but it provided the original motivation for the CT-MM problem.

8.3 Test Set Reduction

The problem of test set reduction has been studied extensively in the literature, especially in the context of regression testing [59].

Test set reduction is typically performed with respect to a set of test requirements. A test requirement is an entity that must be covered, e.g. statement, branch, or interaction. The reduced test set is a subset of the original test set that covers the same set of test requirements. Most approaches, e.g. [60] [61] [62], adopt a greedy framework to construct the reduced test set. Each time when they add a test into the reduced test set, they try to select a test that covers the most uncovered test requirements. Some heuristics are developed to optimize the framework, e.g., by covering test requirements that are more difficult to cover first.

Post-optimization [14] can be considered as a test set reduction approach. Instead of trying to add tests into the reduced test set, it tries to remove redundant tests one at a time. A test is redundant if it could be removed while still preserving the same coverage, i.e., covering the same set of test requirements as the original test set.

Test set reduction is in principal a post-mortem approach. That is, redundant tests are removed after they come into existence. In contrast, IPOG-MM tries to prevent redundant tests from being generated in the first place.
9 Conclusions and Future Work

Existing research on CT has mainly considered a single input model. In this paper, we formulated the CT-MM problem, i.e. CT for multiple input models, for the first time. We developed a test generation approach, i.e., IPOG-MM, to address the CT-MM problem. IPOG-MM distinguishes unique VCs from shared VCs, and tries to minimize the number of tests by avoiding redundant coverage of shared VCs. Our experimental results show that IPOG-MM can significantly reduce the number of tests in comparison with two other approaches, i.e., IPOG and IPOG-PO.

The key insight behind existing work on CT for single input model is that many faults in practical applications are caused by interactions between a small number of factors [2]. We believe that this insight also applies when there exist multiple input models. Similar to existing approaches to CT for single input model, IPOG-MM constructs a t-way test suite for multiple input models to cover every t-way interaction at least once. Thus, it is reasonable to believe that tests generated by IPOG-MM would be effective for fault detection. This has been demonstrated by the experimental results in [14]. As part of our future work, we plan to conduct a thorough evaluation of the fault detection effectiveness of the tests generated by IPOG-MM. In particular, we plan to evaluate the impact of avoiding redundant tests on the numbers and types of fault that could be detected in different types of application.

There are several additional directions for future work. First, IPOG-MM currently assumes the same test strength for all the input models. We plan to support different test strengths for different input models. Second, our algorithm currently minimizes the total number of tests. We plan to investigate other optimization goals, e.g., the total length of tests, or the total cost of test execution. The length of a test could be defined as the length of a test path in an FSM or in the source code. The cost of a test could be defined as the time or other resources taken to execute a test. Third, we currently use randomly generated constraints to evaluate the impact of constraints on the performance of IPOG-MM. We plan to investigate the characteristics of constraints that occur in real-world applications and use these characteristics to improve our random constraint generator. We also plan to use real-world constraints, in addition to random constraints, to evaluate the impact of constraints. Finally, we plan to develop algorithms to support model evolution. These algorithms aim to reuse existing test sets as many as possible, i.e., without building them from scratch, when one or more input models are changed due to model correction and/or updates.
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