Plasmonic Electronic Raman Scattering as Internal Standard for Spatial and Temporal Calibration in Quantitative Surface-enhanced Raman Spectroscopy
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ABSTRACT. Ultrasensitive surface-enhanced Raman spectroscopy (SERS) still faces difficulties in the quantitative analysis because of its susceptibility to local optical field variations at plasmonic hotspots in metallo-dielectric nanostructures. Current SERS calibration approaches using Raman tags have inherent limitations due to spatial occupation competition with analyte molecules, spectral interference with analyte Raman peaks, and photodegradation. Here, we report that plasmon-enhanced electronic Raman scattering (ERS) signals can serve as an internal standard for
Spatial and temporal calibration of molecular Raman scattering (MRS) signals at the same hotspots, enabling rigorous quantitative SERS analysis. We observe a linear dependence between ERS and MRS signal intensities upon spatial and temporal variations of excitation optical fields, manifesting the $|E|^4$ enhancements for both ERS and MRS processes at the same hotspots. Furthermore, we find that ERS calibration’s performance limit is caused by orientation variations of analyte molecules at hotspots.
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Surface-enhanced Raman spectroscopy (SERS) has emerged as an ultrasensitive molecular detection approach for biological and chemical analysis,$^1$-$^5$ and exploits plasmonic enhancement of both excitation and inelastic scattering processes for analyte molecules present in optical hotspots.$^6$, $^7$ Due to the $|E|^4$ plasmonic enhancement of molecular Raman scattering (MRS) processes,$^8$ where $|E|$ is the magnitude of the incident electric field, SERS signals are highly sensitive to the spatial and temporal variations of local optical fields at hotspots such as those originating from subtle changes of optical focusing conditions, nanoscale geometrical variations, and excitation laser power fluctuations. Therefore, despite enormous progress in high-performance SERS substrates,$^1$, $^9$, $^{10}$ it is challenging to use SERS for accurate and reproducible quantitative analysis even with the same SERS substrates, which significantly limits its usage in real-world applications with less controlled experimental conditions.$^{11}$,$^{12}$ Towards quantitative biological and chemical analysis, a significant effort in SERS research is to develop internal standards for SERS
calibration by introducing exogenous Raman tags at plasmonic hotspots such as thiolate ligands,13-16 cucurbit[8]uril,17 4-mercaptobenzoic acid,15 18 mercaptobenzimidazole,19 isotopes,20-22 and carbon-nanotubes.23 Since reference signals from Raman tags experience similar local field enhancements at the same hotspots, the calibrated ratiometric SERS signals for analyte molecules are significantly less sensitive to spatial variations of local optical fields as well as temporal fluctuations of laser excitation fields. However, SERS internal standards based on Raman tags face several inherent challenges for practical applications, including (i) spatial occupation competition between the analyte and exogenous reference molecules at hotspots; (ii) spectral interference of Raman bands; (iii) laser-induced degradation/desorption of Raman tags aggravated by plasmonic photochemical/photothermal effects; and (iv) the restricted shelf-life due to chronic chemical degradation of Raman tags. Notably, Raman tags can be embedded at hotspots inside core-molecule-shell nanoparticles to mitigate the issue of spatial occupation competition with analytes,9,15,16 but the other three challenging limitations still cannot be simply resolved in this way.

In this work, we report that electronic Raman scattering (ERS) background signals from metal nanostructures at plasmonic hotspots can serve as internal standards for spatial and temporal calibration in quantitative SERS analysis, which can eliminate the use of exogenous Raman tags and thus bypass their associated limitations. Plasmonic ERS signals originate from the surface-plasmon-enhanced inelastic light scattering of $sp$-band electrons in the metal (Figure 1A-left, Supporting Information) and are present in the broad SERS background with other possible emission sources, including photoluminescence signals by interband electronic transitions or intraband electronic transitions.24-32 Recent studies have shown that ERS signals dominate in the low-wavenumber range of the SERS background under continuous-wave laser excitation at near-infrared wavelengths where the interband transitions hardly occur due to the small photon energy,
while intraband transitions are difficult to occur because of significant momentum mismatch in the
sp-band dispersion.\textsuperscript{24, 27, 30} By using a long-pass filter to block the laser line (Rayleigh scattering),
the filtered SERS background continuum exhibits an ERS pseudo-peak in the measured Raman
spectra (Figure 1A-right).\textsuperscript{24, 27, 33} The plasmonic ERS intensity is proportional to the density of
electron-hole pairs, $n_{e-h}$, in metal nanostructures\textsuperscript{24, 27, 30} expressed as $n_{e-h} (\Delta \omega_e) = \left| \exp \left( -\frac{\hbar \Delta \omega_e}{k_B T} \right) - 1 \right|^{-1}$ where $\Delta \omega_e$ is the Stokes-shifted frequency for the ERS process, $\hbar$ is the
Planck constant, $k_B$ is the Boltzmann constant, and $T$ is the temperature. An ERS event involves
the quantum transitions between a correlated pair of occupied and unoccupied electronic states.
Therefore, the thermodynamics statistics of the ERS processes obey a Bose-Einstein distribution
for a correlated electronic pair system with integer spin ($s = 1$), and the ERS intensity can
exponentially increase when $\Delta \omega_e$ approaches zero. Compared to ERS signals showing a broad
spectral feature because of the continuous electronic sp-bands of the metal, MRS signals in SERS
carry many distinct narrow peaks in the measured spectra due to discrete inelastic energy shifts
associated with discrete vibrational modes of a molecule (Figure 1B). While the previous studies
suggest that the observed low-wavenumber pseudo-peaks in SERS measurements originate from
the sideband amplified spontaneous emission in the excitation laser,\textsuperscript{34, 35} we experimentally rule
out such possibility with control experiments using reference samples of Si substrates and flat Au
films. Furthermore, this work introduces a rigorous theoretical analysis to interpret the origin of
plasmonic ERS processes behind the observed low-wavenumber pseudo-peaks and the mechanism
of how the ERS signals can act as the internal standard to correct spatial and temporal variations
in SERS measurements. Notably, this work also provides the first study to investigate the molecule
orientation variation effects on the SERS calibration performance using either ERS or MRS signals
the internal standard.
Since the electromagnetic boundary condition relates the dominant perpendicular electric fields on the two sides of the metal-insulator interface at plasmonic hotspots (see details in Supporting Information and Figure S1), the ratio between MRS and ERS signals from the same plasmonic hotspots can be approximated as:

\[
\frac{I_{MRS}}{I_{ERS}} = \left| \frac{\varepsilon_M}{\varepsilon_I} \right|^4 \frac{\sigma_{MRS}(\omega_0, \Delta \omega_m)}{\sigma_{ERS}(\omega_0, \Delta \omega_e)} \frac{1}{|n_{e-h}(\Delta \omega_e)+1|} \cdot r \cdot N = C \cdot r \cdot N \tag{1}
\]

where \(\varepsilon_M\) and \(\varepsilon_I\) are the complex permittivity of metal and insulator, respectively, at the excitation laser frequency \(\omega_0\), \(\sigma_{ERS}\) and \(\sigma_{MRS}\) are the effective cross-sections for the ERS and MRS process, respectively, \(\Delta \omega_m\) is the Stokes-shifted frequency for the MRS process, \(r\) (\(0 < r < 1\)) is the effective coefficient related to the orientation of transition dipole moment for a specific vibrational mode of analyte molecules,\(^{36}\) and \(N\) is concentration of analyte molecules. In eq. (1), except for \(r\) and \(N\), all other terms can be grouped into a material-related parameter \(C\), where 

\[C = \left| \frac{\varepsilon_M}{\varepsilon_I} \right|^4 \frac{\sigma_{MRS}(\omega_0, \Delta \omega_m)}{\sigma_{ERS}(\omega_0, \Delta \omega_e)} \frac{1}{|n_{e-h}(\Delta \omega_e)+1|}.\]

Therefore, by ERS calibration, the ratiometric value, \(I_{MRS}/I_{ERS}\), becomes less dependent on the spatial and temporal local field variations, and can better quantify the concentration of analyte molecules compared to the directly measured \(I_{MRS}\). Also, eq. (1) predicts that \(I_{MRS}/I_{ERS}\) is still subject to orientation variations of the vibrational transition dipole moment for molecules at hotspots, setting the performance limit of the ERS calibration process for quantitative SERS analysis.

Here, we first test plasmonic ERS signals, \(I_{ERS}\), as the internal standard for spatial calibration of MRS signals, \(I_{MRS}\), by using nanolaminate SERS substrates functionalized with a self-assembled monolayer of benzenethiol (BZT) molecules (Figure 1C). Nanolaminate SERS substrates consist of multilayered metal-insulator-metal (MIM) nanocavity arrays and MIM nanohole arrays separated by polymer nanopillar arrays (Figure 1D-E, and fabrication details in
Supporting Information), and represents a generalized metallo-dielectric plasmonic system that supports multiple localized and delocalized plasmonic modes. \textsuperscript{37-39} To investigate plasmonic enhancement effects in ERS and MRS processes, we conducted Raman measurements for nanolaminate SERS substrates functionalized with BZT molecules and compared them with measurements on various reference samples, including bare nanolaminate SERS substrates, unpatterned Au thin-film (nominally 150 nm thick) with BZT molecules, and a bare silicon substrate (Figure 1F). Raman measurements performed under 785 nm laser excitation show several key results. First, BZT-functionalized nanolaminate SERS substrates exhibit distinct MRS signal of BZT molecules, while a BZT-functionalized flat Au film does not show MRS signals due to the lack of plasmonic modes needed for local field enhancement. Second, nanolaminate SERS substrates with and without BZT show a distinct ERS pseudo-peak at approximately 87 cm\(^{-1}\), whereas the silicon substrate and flat Au film do not show background ERS emission signals. While a few previous studies suggest that the low-wavenumber pseudo-peak in SERS background may originate from the inelastic backscattering signals from the amplified sideband spontaneous emission of the excitation laser source,\textsuperscript{34, 35} our measurements can rule out this possibility by showing the absence of such signals from the reference samples of the silicon and flat Au film. Third, the intensities of plasmonic ERS signals in the relatively high wavenumber range (>200 cm\(^{-1}\)) can change slightly after introducing surface-modified molecules in plasmonic hotspots (Supporting Information and Figure S2). However, the low-wavenumber ERS-pseudo peaks show a similar intensity for the plasmonic nanostructured sample with and without surface-modified molecules. These observations suggest that when \(\Delta \omega_e\) is small, \(n_{e-h}(\Delta \omega_e)\) in metal nanostructures can become much higher than the molecule density at hotspots to dominate over the effects due to the charge transfer process between the metal sp band and molecules. Therefore,
the ERS calibration’s performance based on the low-wavenumber ERS-pseudo peak is generally not affected by the adsorbed molecules and related charge transfer process.

To verify that ERS-calibrated MRS signals are insensitive to variations of local field intensities from different hotspots, we analyzed the spatial-correlation of ERS and MRS signals from 10,000 pixels over a 100 μm × 100 μm area using BZT-functionalized nanolaminate SERS substrates. To generate additional spatial variations of local optical fields, we intentionally varied the excitation laser focusing condition by inducing geometric deformation of the sample (Figure 2A). Figure 2B shows the averaged SERS spectrum with one standard deviation (SD) expressed as gray shaded regions. Without deformation, the sample shows a high spatial uniformity with a low coefficient of variation (CV) value = 5.6 % (Figure S3), where CV is the ratio of the SD to the mean. With surface-immobilized BZT molecules on the Au surface, we can assume a uniform distribution of molecule concentration but with spatial variations of molecule orientations among different hotspots. For a facile comparison of relative spatial variations, two-dimensional (2D) map results were plotted with scale bar ranging from zero to two-times the average intensity values of each 2D map (Figure 2C-D). As shown in Figure 2C, the 2D maps of $I_{\text{ERS}}$, $I_{422}$ and $I_{1004}$ exhibit significant spatial variations but with spatially-correlated distribution patterns among them. In contrast, the ERS-calibrated MRS signals ($I_{422}/I_{\text{ERS}}$ and $I_{1004}/I_{\text{ERS}}$) show much more uniform spatial distributions (Figure 2D), in agreement with the theoretical prediction from eq. (1) that ERS calibration can remove the spatial variations of local field intensities between different hotspots. Similar to ERS calibration, MRS-normalized signals ($I_{1004}/I_{422}$) also exhibit a more uniform 2D pattern by removing the effects of local field variations among hotspots. Notably, no matter by ERS calibration or MRS calibration, the 2D patterns of calibrated MRS signals still show residual random spatial variations due to the uncontrollable orientation variations of surface-assembled
BZT molecules between different hotspots on the SERS substrates, as predicted in eq. (1). Therefore, while the ERS and MRS calibration approaches can significantly improve quantitative SERS analysis in 2D mapping by removing the spatial variations of excitation optical field intensities between different hotspots, they cannot calibrate the variations from the random orientations of analyte molecules.

Figure 2E shows a statistical analysis of 10,000 pixels in 2D maps to examine the dependence of \( I_{\text{MRS}} \) for MRS peaks at 280 cm\(^{-1}\), 422 cm\(^{-1}\), 1004 cm\(^{-1}\), and 1074 cm\(^{-1}\) on \( I_{\text{ERS}} \), which can be compared with the dependence of \( I_{\text{MRS}} \) for three MRS peaks at 280 cm\(^{-1}\), 1004 cm\(^{-1}\), and 1074 cm\(^{-1}\) on \( I_{\text{MRS,422}} \) of a specific MRS peak at 422 cm\(^{-1}\) in Figure 2F. For the quantitative assessment of the strength of the linear relationship, we calculated the coefficient of determination values (R\(^2\)) between MRS and ERS signals for 10,000 pixels (Figure 2E). The observed high values of R\(^2\) (≈ 0.99) confirm the strong linear dependence between MRS and ERS signals at different locations with spatial variations of local optical field intensities, which means that both ERS and MRS signals follow \(|E|^4\) enhancements at the same hotspots.\(^{24, 27, 29-32, 40, 41}\) The different slopes for different MRS peaks are due to their different values of Raman scattering cross-sections, which reflects that different vibrational modes can have transition dipole moments of different amplitudes and orientations.\(^{42-44}\) In Figure 2F, the distribution plots display a linear relationship (R\(^2\) ≈ 0.99) between \( I_{\text{MRS}} \) at 422 cm\(^{-1}\) and \( I_{\text{MRS}} \) at 280 cm\(^{-1}\), 1004 cm\(^{-1}\), and 1074 cm\(^{-1}\), and also show a distribution spreading due to the orientation variations of surface-modified BZT molecules at hotspots.

To quantitatively evaluate ERS calibration, we show the intensity histograms of raw (Figure 2G-top), ERS-calibrated (Figure 2G-middle), and MRS-normalized (Figure 2G-bottom, using 422 cm\(^{-1}\)) data with CV values for different vibrational modes. After ERS calibration, the CV values
for vibrational modes at 280 cm\(^{-1}\), 422 cm\(^{-1}\), 1004 cm\(^{-1}\) and 1074 cm\(^{-1}\) are reduced from 21.4 %, 20.2 %, 22 %, and 20.4 % to 5 %, 5.5 %, 10.8 %, and 9.7 %, respectively. CV is a quantified value representing the uncertainty of measured data, and the reported uncertainty of MRS signals for BZT data in Figure 2 was calculated using one SD obtained from 10,000 individual measurements unless otherwise noted. Accordingly, the 1.5 interquartile ranges (IQR), presented as error bars in Figure 2G, are also significantly reduced by ERS calibration. IQR was calculated by subtracting the first quartile from the third quartile to statistically determine the thresholds for outliers. We can observe such improvements in the spectra with reduced SD by a factor of \(\approx 3\) and a histogram plot with a better fitting to a normal distribution curve (Figure S4). As expected, the ratiometric values of \(\frac{I_{\text{MRS}}}{I_{422}}\) by calibration with the MRS peak at 422 cm\(^{-1}\) also show significant reductions of CV values to 6.4 %, 10.2 %, and 8.6 % for 280 cm\(^{-1}\), 1004 cm\(^{-1}\), and 1074 cm\(^{-1}\), respectively. However, the MRS calibration method, because of the introduction of reference molecules, has intrinsic limitations in spatial occupation competition at hotspots, spectral interference of Raman bands and involves tedious work to mix reference molecules with known concentrations in solution samples accurately.\(^{13-23}\) To support ERS calibration’s general utility for different SERS substrates, we have performed the same experiment for a bacterial cellulose SERS substrate coated with aggregation-based gold nanoparticles (Figure S5). ERS calibration shows a significant improvement of CV value from 63.6 % to 18.1 %, and the higher CV value for after ERS calibration compared to periodic nanolaminate SERS substrate is due to the randomly available sites of gold surface for thiol-based BZT molecules.

To demonstrate ERS calibration’s applicability for quantitative SERS analysis, we performed label-free concentration-dependent SERS measurements of Rhodamine 6G (R6G) analytes in phosphate-buffered-saline (1 × PBS) solutions. 2D Raman mapping measurements with 20 pixels
×20 pixels were conducted over a 100 μm × 100 μm area for the SERS substrates immersed in the R6G solutions. In Figure 3A, without ERS calibration, the SERS spectra and corresponding 2D images for four representative concentrations of 6 μmol/L, 10 μmol/L, 40 μmol/L and 80 μmol/L reveal large SDs (gray region) and spatial variations with CV values of 30.8 %, 28 %, 18.7 % and 22.7 %, respectively. The reported MRS signal uncertainty for R6G data in Figure 3 was calculated by using one SD obtained from 400 individual measurements unless otherwise noted. Furthermore, as the R6G concentration increases from 10 μmol/L to 40 μmol/L, the measured average SERS intensities decrease instead of increasing, revealing that the variations of local field intensities at different locations of the large (≈16 cm²) sample will bias the quantitative SERS analysis of analyte concentrations in different measurements. After ERS calibration, the CV values of MRS peaks decrease to 7.3 %, 6.5 %, 5.4 %, and 5.5 %, respectively (Figure 3B). Furthermore, the ERS-calibrated SERS signals show gradually increased R6G peak intensities with increasing R6G concentrations. By ERS calibration, 2D Raman images also clearly show a gradual increase of Raman intensity with significantly reduced spatial variation.

To evaluate quantitative SERS analysis by ERS calibration in a broad range of concentrations, we plotted the working curve from 4 μmol/L to 100 μmol/L using the Raman peak at 1371 cm⁻¹ before (Figure 3C) and after (Figure 3D) ERS calibration. After ERS calibration, the working curve becomes smoother and can fit better to the Langmuir adsorption function with the R² value improved from 0.85 to 0.98, and the equilibrium constant $K_T = (1.38 \times 10^5 \text{ L/mol} \pm 0.171 \times 10^5 \text{ L/mol})$ from fitting also shows a significantly reduced CV value from 38.6 % (1.62 × 10⁵ L/mol ± 0.627 × 10⁵ L/mol) to 12.3 %. The reported equilibrium constant uncertainty corresponds to one SD derived from Langmuir adsorption fitting. By ERS calibration, the ratiometric SERS signals show reduced SDs in the 2D Raman measurements for all different R6G concentrations. We
calculated the surface coverage ($\theta$) at different concentrations using $K_T$ (insets of Figure 3C-D). ERS calibration can lead to better linearity between R6G surface coverage and the ratiometric SERS signals, with the $R^2$ value improved from 0.85 to 0.98. Furthermore, the working curve for the smaller range of R6G concentrations between 20 $\mu$mol/L and 100 $\mu$mol/L shows a linear relationship (Figure S6), and the linearity of the working curve is improved by ERS calibration, with the $R^2$ value increased from 0.89 to 0.99. Besides, we demonstrate that ERS calibration for quantitative SERS analysis can work for different Raman peaks with similar performance (Figure S7), revealing the unique advantage of no spectral interference between the ERS internal standard at low wavenumbers (<100 cm$^{-1}$) and different Raman peaks of analytes.

To examine the feasibility of using the ERS internal standard for temporal SERS calibration, we investigated the temporal-correlation between ERS and MRS signals in response to static and dynamic laser excitation fluctuations (Figure 4). Figure 4A shows a schematic illustration of hotspots’ microscopic environment containing analyte molecules in solutions under laser excitation of high or low power. With stronger laser excitation, the hotspots can generate higher intensities of both ERS and MRS signals as they follow the same $|E|^4$ enhancement. Notably, the thermal activation can cause translational and rotational movements of individual molecules at hotspots in the solution, causing dynamical and stochastical perturbation of the SERS signals at a constant analyte concentration. The strength of thermal activation processes depends on the excitation laser power due to the local heating by plasmonic photothermal effects at hotspots.\cite{45, 46} In many real-world SERS applications targeted at wearable biochemical sensing\cite{47-50} and \textit{in vivo} biomedical monitoring,\cite{4, 51-53} the temporal fluctuations of local optical field intensities at hotspots can occur due to perturbed excitation conditions during experiments, such as optical path changes from body movement and power fluctuations of the laser source.
We first examined time-traces of solution-based 100 μmol/L R6G molecules by acquiring signals for 300 s with 1 s integration time without extrinsic laser modulations (Figure 4B). To have a side-by-side comparison of temporal fluctuations, we plotted time-trajectories of ERS and MRS signals with a scale from zero to two-times the average intensity value for modes at 1322 cm\(^{-1}\), 1371 cm\(^{-1}\), and 1519 cm\(^{-1}\) (Figure 4B). Compared to the MRS signals, the ERS signals show a smaller temporal fluctuation level since the ERS process is not susceptible to temporal variations of molecule concentrations and orientations at hotspots from their random movements and rotations in the solution. To temporally modulate the laser excitation conditions, we changed laser excitation powers by adjusting the aperture size in the laser beam path, which resulted in twelve cycles of gradual increase and decrease in laser power between 100 μW and 200 μW over 300 s (Figure 4C). Due to the temporal power fluctuations, we can observe high CV values of 25.4 %, 31.7 %, 28.3 %, and 31.7 % for the ERS peak at 87 cm\(^{-1}\) and the three MRS modes at 1322 cm\(^{-1}\), 1371 cm\(^{-1}\), and 1519 cm\(^{-1}\), respectively. The reported signal uncertainty for time-dependent measurements using R6G in Figure 4 was calculated by using one SD obtained from 300 individual measurements unless otherwise noted. Time-averaged spectra with dynamic power fluctuations show ≈ 3.5 times larger SD compared to the static excitation condition, representing difficulties for quantitative SERS analysis under dynamically fluctuating excitation conditions (Figure S8). We can also observe that ERS signals show a smaller CV value than all MRS signals with less noise, in agreement with the static excitation condition (Figure 4B). To investigate the temporal relation between ERS and MRS signals under dynamic laser excitation fluctuations, we performed statistical analysis to assess the time-dependent relationship between \(I_{\text{MRS}}(t)\) for different MRS modes and \(I_{\text{ERS}}(t)\) for the ERS pseudo-peak at 87 cm\(^{-1}\) (Figure 4D-top) in comparison with the time-dependent relationship between \(I_{\text{MRS}}(t)\) for different MRS modes and one specific
We observe statistically linear relationships in both scatter plots of $I_{MRS}(t)$ vs. $I_{ERS}(t)$ ($R^2 \approx 0.98$) and $I_{MRS}(t)$ vs. $I_{MRS,1322}(t)$ ($R^2 \approx 0.96$). However, compared to $I_{MRS}(t)$ vs. $I_{ERS}(t)$, the scatter plot of $I_{MRS}(t)$ vs. $I_{MRS,1322}(t)$ exhibits a much wider spreading of scatter distributions because the temporal calibration standard of $I_{MRS,1322}(t)$, unlike $I_{ERS}(t)$, is additionally subjected to dynamic molecular orientation variations due to thermally-activated random rotational movements of molecules in the solution. As expected, under static laser excitation, the scatter plots for time-dependent measurements of $I_{MRS}(t)$ vs. $I_{ERS}(t)$ ($R^2 \approx 0.99$) and $I_{MRS}(t)$ vs. $I_{MRS,1322}(t)$ ($R^2 \approx 0.99$) also show statistically linear relationships with a wider spreading for $I_{MRS}(t)$ vs. $I_{MRS,1322}(t)$ (Figure S9A). To further quantitatively compare temporal-correlations of $I_{MRS}(t)$ vs. $I_{ERS}(t)$ and $I_{MRS}(t)$ vs. $I_{MRS,1322}(t)$, we calculated the correlation coefficient (CC) (Pearson) values between them in the time-resolved measurements with dynamic power fluctuations (Figure 4E), which can provide a numerical measure of the statistical relationship between two time-dependent variables in the range from -1 to 1. Compared to CC values of 0.79, 0.93, and 0.87 between the ERS signal at 87 cm$^{-1}$ and one MRS signal among the three different MRS modes (CC$_{E-M}$), the CC values between any of two MRS signals among the three different MRS modes (CC$_{M-M}$) show slightly lower values of 0.73, 0.75, and 0.83. CC values were calculated with a confidence level of 95%. We observe a similar trend for the results under the static excitation condition (Figure S9B). In Figure 4F, ERS calibration can eliminate the incident light-induced signal fluctuations with significantly reduced CV values of 10.4 % and 15.6 % for 1371 cm$^{-1}$ and 1519 cm$^{-1}$, respectively. As shown in Figure 4B-4E, MRS calibration using the MRS peak at 1322 cm$^{-1}$ can also correct the dynamic excitation power fluctuations, and the CV values of MRS signals at 1371 cm$^{-1}$ and 1519 cm$^{-1}$ can be reduced from 28.3 % and 31.7 % to 21.6 % and 25 %, respectively. Compared to ERS calibration, MRS calibration exhibits a lower
performance since the MRS-based calibration standards carry the additional dynamic variations due to random rotation movements of molecules in the solution (Supporting Information). Furthermore, upon abrupt changes to the laser power (Figure S10), we demonstrate that ERS calibration can significantly reduce CV value from 36.7 % to 6.5 %, highly desirable for quantitative analysis in time-resolved SERS measurements.

In summary, we report a new SERS calibration method based on the ERS signals at plasmonic hotspots. With theoretical analysis, 2D Raman mapping of surface-immobilized molecules shows a spatially-correlated linear dependence between ERS and MRS signals, revealing that they experience the same local field enhancements at the hotspots. We experimentally demonstrate ERS calibration’s utility for improved quantitative SERS analysis using R6G analyte solutions, verifying that ERS-calibrated SERS signals can serve better as analytical values to reflect actual molecule concentration at hotspots with significantly reduced spatial and temporal variations, beneficial to diverse SERS applications. In agreement with theoretical predictions, experimental measurements show that the ERS calibration process cannot remove the effects from spatial or temporal orientation variations of analyte molecules at hotspots, setting the performance limit of ERS calibration. Compared to existing Raman tag-based SERS calibration methods, the new ERS calibration strategy can provide unique advantages to overcome fundamental limitations of internal molecular standards, such as no spectral interference from additional Raman bands, no spatial occupation competition with analyte molecules, and excellent photochemical/photothermal stability. Unlike label-based Raman tags with limited selection, the ERS signals can serve as a more general internal standard to directly calibrate label-free SERS signals for multiplexed monitoring of different analyte molecules in complicated biological and chemical systems, which can offer significant benefits to many analytical and translational applications.
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Figure 1. Plasmonic enhancement of ERS and MRS signals at hotspots. (A) Energy-diagram illustration of the ERS process (left) and the ERS pseudo-peak spectrum (right). Inset (left): the volume density spectrum of electron-hole pairs $n_{e-h}$. (B) Energy-diagram illustration of the MRS process (left) and the measured Raman peaks of molecules (right). (C) Scheme of plasmon-enhanced ERS and MRS processes at hotspot regions from nanolaminate SERS substrates. PU, polyurethane; (D) Top and (E) cross-sectional view SEM images of the nanolaminate SERS substrates. FIB, focused-ion-beam; (F) The measured Raman spectra for four different samples.
Figure 2. Spatially-correlated linear dependence between ERS and MRS signals. (A) Schematic illustration of the experimental setup for varying excitation laser focusing conditions by mechanical deformation of the SERS substrates. CCD, charge-coupled device; LP, long-pass filter; BS, beam splitter; (B) Average BZT SERS spectrum with SD (gray regions) from 10,000 pixels before ERS calibration. (C) 2D Raman images for $I_{\text{ERS}}$, $I_{422}$, and $I_{1004}$. (D) 2D Raman images of $I_{1004}/I_{422}$ by MRS calibration and $I_{422}/I_{\text{ERS}}$ and $I_{1004}/I_{\text{ERS}}$ by ERS calibration. (E-F) The scatter plots of $I_{\text{MRS}}$ as a function of (E) $I_{\text{ERS}}$ and (F) $I_{422}$. (G) Quantitative statistical analysis for before ERS calibration (top), after ERS calibration (middle), and MRS calibration by 422 cm$^{-1}$ (bottom). The error bars for the intensity bars are 1.5 IQR from 10,000 pixels.
Figure 3. ERS spatial calibration for quantitative SERS analysis of R6G molecules with different concentrations. (A-B) Spatially averaged Raman spectra with SDs (gray regions) from 400 pixels for R6G molecules with different concentrations in PBS solution (A) before and (B) after ERS calibration. Intensities in the MRS region between 1300 cm\(^{-1}\) and 1600 cm\(^{-1}\) are multiplied by two, and the spectra are offset in the y-axis for clarity. (C-D) Working curves of R6G molecules with different concentrations from 4 \(\mu\text{mol}/\text{L}\) to 100 \(\mu\text{mol}/\text{L}\) using R6G peak at 1371 cm\(^{-1}\) (C) before and (D) after ERS calibration. The error bars show one standard deviation from 400 pixels. The inset shows the calculated surface coverage (\(\theta\)) (C) before and (D) after ERS calibration.
Figure 4. ERS temporal calibration for time-resolved SERS measurements. (A) Schematic illustration of the microscopic environment of the hotspots under laser excitation of low and high powers. (B-C) Time-trajectories of ERS signals at 87 cm$^{-1}$ and three MRS signals at 1322 cm$^{-1}$, 1371 cm$^{-1}$, and 1519 cm$^{-1}$ (B) without and (C) with dynamic modulations of laser excitation powers. (D) The scatter plots of $I_{\text{MRS}}$ as a function of $I_{\text{ERS}}$ (top) and $I_{1322}$ (bottom). (E) A matrix of calculated correlation coefficients (CC) among ERS and MRS signals. (F) Time-trajectories of 1371 cm$^{-1}$ and 1519 cm$^{-1}$ modes by ERS calibration at 87 cm$^{-1}$ and the MRS calibration at 1322 cm$^{-1}$. 
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Theoretical analysis of SERS calibration by ERS signals

Figure 1A-left shows an energy-diagram illustration of the ERS process in plasmonic nanostructures. For Au at room temperature, most electronic states in sp-bands are occupied below the Fermi energy ($E_F$) following the Fermi-Dirac distribution.\textsuperscript{1} In the ERS process, an electron in the conduction band close to the Fermi level can be optically excited to a virtual state and instantaneously relax to another state in the conduction band with slightly different energy and momentum following the $E$-$k$ dispersion relation of sp-bands.\textsuperscript{2-4} By using a near-infrared (NIR) laser excitation (785 nm) with photon energy far below the interband transition energy of Au, one can avoid the interband transitions induced photoluminescence in the SERS background. The plasmonic ERS intensity is proportional to the density of electron-hole pairs, $n_{e-h}$, in metal nanostructures\textsuperscript{2-4} expressed as

$$n_{e-h}(\Delta \omega_e) = \left| \exp \left( -\frac{\hbar \Delta \omega_e}{k_B T} \right) - 1 \right|^{-1}$$

where $\Delta \omega_e$ is the Stokes-shifted frequency for the ERS process, $\hbar$ is the Planck’s constant, $k_B$ is the Boltzmann constant, and $T$ is the temperature. Therefore, the ERS intensity exponentially increases when $\Delta \omega_e$ approaches zero. Under the continuous-wave (CW) laser excitation with low powers (< 1 mW), the conduction-band electrons and lattice photons in metal nanostructures can reach thermal equilibrium to have nearly the same temperature through fast relaxation of photo-excited hot electrons. At the low-wavenumber range of energy shifts, ERS signals can dominate the SERS emission background by NIR laser excitation in Au nanostructures since intraband transition photoluminescence additionally requires significant momentum $\Delta k$ to match the sp-band electron dispersion (Figure 1A-left).\textsuperscript{3,4} Compelling evidence has recently confirmed this case under the right condition, although it is still insufficient to explain light emission from plasmonic nanostructures under ultrafast pulsed laser excitation.\textsuperscript{5-7} In the ultrafast regime, where the pulse-width of lasers is compressed to an ultrashort timescale such as pico- or femto- second comparable
or shorter than the electron-phonon scattering lifetime, both theoretical and experimental studies show that the energy of the photoexcited hot electrons are accumulated in the temporal domain, and thus the electrons form a Fermi-Dirac distribution with a much higher temperature (thousands of K) than the lattice.5,7-10

For the case of excitation with NIR CW, by using a long-pass filter to block the laser line (Rayleigh scattering), the filtered ERS background continuum exhibits an ERS pseudo-peak with signal intensity $I_{ERS}(\omega_o - \Delta\omega_e)$ in the measured Raman spectra (Figure 1A-right), where $\omega_o$ is the laser excitation frequency. Similar to the SERS mechanism for molecular vibrational modes, ERS signals also follow the fourth power of local field enhancement by plasmonic enhancement of both excitation and inelastic electronic scattering transitions.3,4 Therefore, surface plasmon enhanced ERS signal intensity can be expressed as:

$$I_{ERS}(\omega_o - \Delta\omega_e) = g_M(\omega_o)^2 \cdot g_M(\omega_o - \Delta\omega_e)^2 \cdot \sigma_{ERS}(\omega_o, \Delta\omega_e) \cdot |n_{e-h}(\Delta\omega_e) + 1| \cdot A \cdot t \cdot I_o(\omega_o)$$

(S1)

where $g_M$ is the average field-enhancement factor in the metal side of the hotspot, $\sigma_{ERS}$ is the effective cross-section for the ERS process, $A$ is the metal surface area of a unit-cell structure, $t$ is the surface density of the individual nanostructures producing the enhancement and $I_o$ is the intensity of incident laser. In terms of $g_M$, although integral over the entire hotspot should be conducted to acquire precise enhancement factor, we simplify $g_M$ as the averaged enhancement factor since the electric field inside of the metal exponentially decays along the z-direction.11,12 $\sigma_{ERS}$ depends on the material property of the metal and consistent with the bulk material.13 $n_{e-h}$ is expressed as $|n_{e-h}(\Delta\omega_e) + 1|$ considering the overall thermodynamic factor for the Stokes-shifted ERS process.2,14 While ERS signals show a continuous spectral feature because of the
continuous electronic \( sp \)-bands of the metal, molecular Raman scattering (MRS) signals carry many distinct narrow peaks in the measured spectra due to discrete inelastic energy shifts associated with discrete vibrational modes of a molecule (Figure 1B). Following the fourth power of local field enhancement, surface plasmon enhanced MRS signal intensity for a molecule placed in the plasmonic hotspot can be expressed as:

\[
I_{\text{MRS}}(\omega_o-\Delta\omega_m) = g_I(\omega_o)^2 \cdot g_I(\omega_o-\Delta\omega_m)^2 \cdot \sigma_{\text{MRS}}(\omega_o,\Delta\omega_m) \cdot N \cdot r \cdot A \cdot t \cdot I_0(\omega_o) \tag{S2}
\]

where \( g_I \) is the field-enhancement factor in the insulator side of the hotspot, \( \sigma_{\text{MRS}} \) is the cross-section for the MRS process, \( N \) is the concentration of the analyte molecules in hotspots, \( r \) is the effective coefficient related to the orientation of transition dipole moment for a specific vibrational mode of analyte molecules on a metallic surface (fixed or fluctuating). As both ERS and MRS signals originate from the same hotspots, the factors including \( A, t, I_0(\omega_o) \) are no longer relevant. Therefore, we can express the ratio between \( I_{\text{MRS}} \) and \( I_{\text{ERS}} \) from the same hotspots as:

\[
\frac{I_{\text{MRS}}}{I_{\text{ERS}}} = \frac{g_I(\omega_o)^2 \cdot g_I(\omega_o-\Delta\omega_m)^2 \cdot \sigma_{\text{MRS}}(\omega_o,\Delta\omega_m) \cdot N \cdot r}{g_M(\omega_o)^2 \cdot g_M(\omega_o-\Delta\omega_e)^2 \cdot \sigma_{\text{ERS}}(\omega_o,\Delta\omega_e) \cdot |n_e-h(\Delta\omega_e)+1|} \tag{S3}
\]

Since the electromagnetic boundary condition relates the dominant perpendicular electric fields at the metal-insulator interface at plasmonic hotspots, one can convert the terms of local field enhancement factors \( g_M \) and \( g_I \) into materials permittivity values at the metal-insulator interface based on the boundary condition. More specifically, we assume that the absorbed photons only induce a momentum change along with the \( z \)-direction, and thus only the \( z \)-component of the electric field contributes to the enhancement of the light absorption and emission with the continuous condition on the interface. Considering \( g_I(\omega_o) \approx g_I(\omega_o-\Delta\omega_m) \) and \( g_M(\omega_o) \approx
Based on approximations of \( \omega_0 \approx \omega_0 - \Delta \omega_m \gg \Delta \omega_m \) and \( \omega_0 \approx \omega_0 - \Delta \omega_e \gg \Delta \omega_e \), the relation between near-field enhancement factors, \( g_l \) and \( g_M \), can be expressed as:

\[
\frac{g_l}{g_M} = \frac{E_{l-z}}{E_{M-z}} = \frac{\varepsilon_M}{\varepsilon_l}
\]

where \( E_{l-z} \) and \( E_{M-z} \) are the normal components of the electric fields in the insulator and metal side, respectively, at the metal-dielectric interface. \( \varepsilon_M \) and \( \varepsilon_l \) are the complex permittivity of metal and insulator at \( \omega_0 \), respectively. Thus, we can further simplify eq. (S3) as:

\[
\frac{I_{MRS}}{I_{ERS}} = \frac{\varepsilon_M}{\varepsilon_l} \frac{\sigma_{MRS}(\omega_0,\Delta \omega_m)}{\sigma_{ERS}(\omega_0,\Delta \omega_e)} \frac{1}{|n_{e-h}(\Delta \omega_e)+1|} \cdot r \cdot N = C \cdot r \cdot N
\]  

(S4)

For typical SERS measurements under a CW excitation laser at room temperature, excluding \( r \) and \( N \), all other terms in eq. (S4) can be grouped into a material-related parameter \( C \), where \( C = \frac{\varepsilon_M}{\varepsilon_l} \frac{\sigma_{MRS}(\omega_0,\Delta \omega_m)}{\sigma_{ERS}(\omega_0,\Delta \omega_e)} \frac{1}{|n_{e-h}(\Delta \omega_e)+1|} \). \( C \) does not depend on the incident laser intensity \( I_o(\omega_o) \) as well as local field enhancement factors \( (g_l \) and \( g_M) \) at hotspots. Therefore, the ERS-calibrated MRS signals \( I_{MRS}/I_{ERS} \) can be insensitive to variations of SERS EFs between different hotspots and thus can better quantify the concentration of analyte molecules (or more accurately, the density of molecular vibrational modes) compared to the directly measured \( I_{MRS} \) at hotspots on SERS substrates.

**Fabrication of nanolaminate SERS substrates**

Detailed fabrication steps are described elsewhere.\(^\text{15}\) First, a composite polydimethylsiloxane (PDMS) stamp having a diameter of 120 nm, a period of 400 nm, and a height of 150 nm, was prepared from a silicon wafer patterned with nanopillar structures by soft lithography.\(^\text{16}\) With the PDMS stamp, UV-curable polyurethane (PU) was used to fabricate a periodic nanopillar array by
molding on a flexible and optically transparent polyester film. After UV curing for 10 min, an additional heat-curing process was performed in a convection oven at 80 °C overnight. Next, we deposited alternating layers of Au and SiO₂ by electron-beam evaporation. The four Au layers have the same thickness of 30 nm, and the thicknesses of three SiO₂ layers are nominally 6 nm, 8 nm, and 12 nm from bottom to top. Also, we deposited 1 nm of Cr between polymer nanopillar array and the first layer of Au, and 0.7 nm thick Ti between metal and insulator layers as adhesion layers.

**Experimental setup**

A confocal Raman microscope equipped with a 785 nm diode laser was used for SERS measurements. Before the measurement, the instrumental calibration was verified by the silicon peak at 520 cm⁻¹. All measurements were conducted in the backscattering geometric configuration at room temperature. Elastically scattered radiation at the wavelength corresponding to the laser line (Rayleigh scattering) is filtered out by a long pass filter, while the rest of the collected light was guided through a multimode fiber (100 μm core diameter), acting as the pinhole for a confocal microscope, to a spectrometer. The backscattered photons were dispersed with a 300 groove/mm (750 nm blaze grating) and detected by a CCD camera, which was thermoelectrically cooled and maintained at -60 °C. For benzenethiol (BZT) experiments, ethanol-based 1 mmol/L BZT solution was prepared, and samples were incubated for overnight, followed by ethanol rinsing. For Rhodamine 6G (R6G) measurements, phosphate-buffered saline (PBS)-based R6G solutions with different concentrations were prepared. During the measurements, the samples were immersed in the solutions.
Figure S1. Schematic illustration of a single unit cell of the nanolaminate SERS substrates.
**Figure S2.** 2D Raman mapping of BZT on the nanolaminate SERS substrate without sample buckling.
Figure S3. (A) Average BZT SERS spectrum with one SD (gray regions) from 10,000 pixels after ERS calibration. (B) Histograms of BZT SERS signal intensities before and after ERS calibration.
Figure S4. Working curves of solution-based R6G molecules with different concentrations from 20 μmol/L to 100 μmol/L using 1371 cm⁻¹ (A) before and (B) after ERS calibration. The error bars show one standard deviation from 400 pixels.
Figure S5. Working curves of solution-based R6G molecules with different concentrations from 4 μmol/L to 100 μmol/L using 619 cm⁻¹ (A) before and (B) after ERS calibration. The error bars show one standard deviation from 400 pixels.
Figure S6. Temporally averaged Raman spectra with one SD (gray regions) from single-spot time-resolved SERS measurements over 300 s under (A) static and (B) dynamic laser excitation. Intensities in the MRS region between 1300 cm\(^{-1}\) and 1600 cm\(^{-1}\) are multiplied by two for clarity.
Figure S7. (A) The scatter plots of $I_{\text{MRS}}$ as a function of $I_{\text{ERS}}$ (top) and $I_{1322}$ (bottom) under static laser excitation. (B) A matrix of calculated correlation coefficients among ERS and MRS signals under static laser excitation.
Figure S8. Time-trajectories of (A) ERS and MRS signals using 1371 cm⁻¹ (B) before and (C) after ERS calibration with abrupt laser power changes between 0.25 mW and 0.5 mW.
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