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Abstract—In industrial applications, the large comprehen-
sive wireless channel impulse response (CIR) reference dataset,
measured by National Institute of Standards and Technology
(NIST), has been a useful tool for understanding propagation
within factory environments. The NIST CIR reference dataset
is obtained using a precision channel sounder instrument where
transmitter and receiver are time-synchronized by two rubidium
clocks. While the accuracy of the NIST CIRs is much higher
than the CIRs measured by general commercial digital receiver,
two types of system errors have been discovered within the
dataset from the perspective of signal processing. These errors are
significant for wireless localization, physical layer security, and
related applications. To calibrate the CIR, two channel sounder
error calibration methods (CSEC) is proposed: the CSEC based
on phase compensation and carrier frequency offset recovery.
Our results reveal that the CSEC method can improve the
accuracy of the CIR to the accuracy that precise instruments
cannot achieve. To demonstrate the consequence of these systemic
errors, a case study involving physical layer authentication is
investigated showing a marked improvement in authentication
accuracy after the systemic errors in the dataset are removed.
Moreover, the CSEC method may be used to correct other CIR
datasets with similar systemic errors.

Index Terms—industrial wireless communication, error cal-
ibration, NIST wireless sounding dataset, channel sounding,
channel impulse response, synchronization.

I. INTRODUCTION

W IRELESS communications has been considered one
of the most critical technologies in Industrial Cyber-

Physical Systems, due to low cost, ease of scale, and flexibility
without cables [1], [2]. However, industrial wireless commu-
nication faces various challenges including the requirements
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of lower latency, higher reliability, and higher security. In
industrial environments with metals, mobile equipment, and
rotating parts, the channel status is extremely unstable due to
refraction, reflection, and electromagnetic interference [3], [4].
Therefore, wireless communications systems designed for gen-
eral office and home scenarios are not applicable to industrial
scenarios. Industrial wireless communications requires precise
understanding of the industrial wireless channel.

Channel impulse response (CIR) is a representation of the
reaction of the wireless channel after the introduction of a
transmission. The CIR has many applications, which can be
used as channel state information (CSI) to do physical layer
design and simulation [5]. The CSI has been used to solve a
large number of industrial applications issues, such as wireless
localization, wireless time synchronization, physical layer se-
curity, and physical layer optimization [6]–[10]. Researches of
these applications have CIR accuracy requirements, and time
and frequency synchronization errors are the main contributors
to the degradation of the accuracy of the measurements.

A comprehensive wireless channel sounding measurement
campaign was conducted by the National Institute of Standards
and Technology (NIST) [11]. The channel sounder developed
by the NIST is time-synchronized by two rubidium clocks,
and it is more precise than general commercial digital re-
ceiver synchronized by crystal oscillator. A high accuracy CIR
reference dataset resulted. The NIST CIR reference dataset
has been used in numerous research efforts due to its large
scale, multiple measurement scenarios, open access, and other
advantages [9], [10], [12]. Although NIST has performed a
very professional and rigorous channel sounding measurement
campaign, small system errors still exist in the NIST reference
dataset from the perspective of signal processing applications
requiring a high-level of accuracy. It maybe ignored in some
applications such as communications systems, but the errors
become significant for wireless localization, physical layer
security, and related applications. Therefore, system error cali-
bration is needed to improve the accuracy of the measurements
and fidelity of subsequent simulations that use the dataset.

One way of system error calibration is precision calibration
of timing systems for channel sounder system [13]. However,
the cost of high-performance channel sounder system can be
too high for the general researcher. For the NIST datasets,
high-precision equipment was used, and great care was taken
to synchronize the transmitter and receiver. Nevertheless,
errors were naturally introduced due to clock drift and cart vi-
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bration [14], as any high-performance channel sounder system
cannot be completely error-free. Another way of system error
calibration is software post-processing. In the works provided
by [6], the authors improve the accuracy of the CIR by
averaging continuous CIRs in wireless localization, which is a
simple method of data pre-processing before localization. CIR
data cleaning, alignment, normalization, and filtering has been
proposed to calibrate channel sounder errors before cluster
representation of CIRs in [15]. To the best of our knowledge,
Few of the past research on channel sounder system error
calibration by software post-processing has been proposed
systematically and analyze the accuracy of CIRs from the
perspective of signal processing.

In this paper, a channel sounder error calibration (CSEC)
method is proposed systematically. We adopt the CSEC to
eliminate system errors in the NIST reference dataset. The
CSEC with the characteristics of low cost and easy implemen-
tation may not only be used for the NIST reference dataset,
but also suitable for other wireless channel sounder datasets
with similar systemic errors. The contributions of this paper
are given as follows:

• We find two types of system errors in the NIST reference
dataset from the perspective of signal processing: record
clock glitch and carrier frequency offset.

• Two methods of carrier frequency offset, upper bound
and long term stability bound, have been investigated.
Moreover, the deviation of carrier frequency offset, Allan
variance, is also demonstrated.

• We propose the CSEC method to calibrate the CIRs. The
CSEC method doesn’t add complexity or cost to channel
sounder system. This method can achieve CIR precision
that precise instruments cannot achieve.

• A case of physical layer authentication is studied to
confirm the impact of CSEC compensation in a real
industrial application.

The remainder of the paper is organized as follows. Section
II introduces the NIST reference dataset briefly. Section III
analyzes two types of system errors in detail. Section IV
models system errors. Section V describes the overall scheme
of the CSEC. Section VI presents the simulation results and
gives a case of applying the CSEC. Finally, the paper is
summarized in Section VII.

II. CHANNEL SOUNDING DATASET BY NIST

The NIST channel sounding measurement have been pro-
cessed and improved to acquire the CIR data in multiple
scenarios [11]. The statistics of the measurements elaborating
the channel gain and delay spread properties are provided
in [14]. In this section, a brief introduction is given to motivate
the method proposed in this paper. The specific parameters of
the NIST measurement are listed in Table I.

A. Channel Sounder System

Channel sounder system is a Pseudo Noise (PN) sequence
correlation-based system in NIST measurements. A channel
sounder includes a signal transmitter (TX) and a signal receiver
(RX) synchronized with two rubidium clocks. The RX and TX

are not connected by cables for synchronization such that the
receiver can move freely during measurement.

B. Measured Data

The channel sounder collects complex characteristics of
channel impulse response (CIR) in time domain, which not
only retains the time domain characteristics, but also retains
the amplitude and phase characteristics of the channel. The
channel sounder performs correlation processing to obtain a
CIR after the RX and TX signal sampling [11]. The CIR can
be used to characterize the multipath fading of the channel in
the form of amplitude and phase:

h(t) =
∑p

i=1
|ci|e−jθiδ(t− τi), (1)

where h is a CIR, ci, θi, and τi denote the amplitude,
phase, and delay of the i-th multipath component, respectively.
i = 1, 2, . . . , p, p is the total number of multipath components.
t denotes the sampling time and δ is Dirac function. The
amplitude, phase, and delay of CIRs are constant in a time-
invariant channel.

C. Synchronization

The RX and TX of the channel sounder system realize clock
synchronization through two rubidium clocks, which will
synchronize for 24 hours before measurement. The specific
synchronization method is described in [11].

During the measurement, the power delay profile (PDP)
images of CIRs are displayed on the terminal desktop of the
TX. PDP calculation formula is given as follows:

PDP (t) = |h(t)|2. (2)

The sampling time of the PDP peak of CIRs shall be
kept within a CIR Sampling Interval error. Any more drift
will indicate poor synchronization between rubidium clocks
or excessive timing drift in timing distribution circuits. The
CIR data with excessive drift is deleted.

TABLE I
THE SPECIFIC PARAMETERS OF THE NIST MEASUREMENT [11]

Parameter Value
Carrier frequency (f ) 2.245 GHz
Sampling frequency (fs) 200 MHz
CIR Sampling Interval (Ts) 5 ns
Capture time in a CIR (Tcapture) 40.94 µs
Interval time between CIRs (Tinterval) 20.47 ms
Acquire time in a channel (Tacquire) 0.8188 s
Allan variance of rubidium clock 2× 10−11 at one second
Rubidium clock 20 year stability Less than 0.005 ppm

III. SYSTEM ERRORS CAUSES AND CONSEQUENCES

The CIRs of the same channel are measured by TX and
RX at same X, Y coordinates. We assume that multiple mea-
surement intervals are short enough for the same channel, and
they are conducted within a stationary environment. Hence the
NIST reference dataset provided the same CIR for measure-
ments that are spatially coincident. However, differences exist
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between CIRs due to systematic errors of channel sounder. We
find two types phenomenon of systematic errors within the
NIST datasets: 1) record clock glitch and 2) carrier frequency
offset. In our analysis it is assumed that the first CIR is the
reference CIR without system errors.

A. Phenomenon of Record Clock Glitch

The CIRs are divided into two clusters for the same channel,
which can be seen in Fig. 1. The PDP of these CIRs are similar,
but there exists a deviation in the start times of the PDPs. The
time deviation of two clusters is two CIR Sampling Intervals.
That deviation phenomenon is called record clock glitch in
this paper.

Fig. 1. Record clock glitch phenomenon of a same channel. Forty (40) CIRs
are represented.

The record clock glitch phenomenon is not caused by
system synchronization error, because the time deviation is two
CIR sampling intervals but only one CIR sampling interval in
system synchronization maximum error. The possible cause is
a software bug in data processing.

B. Phenomenon of Carrier Frequency Offset

It can be seen that the CIR characteristics are basically
similar, but there is a small rotation effect among different
CIRs in the same channel as shown in Fig. 2. This rotation
effect is due to phase shifting among different CIRs.

Fig. 2. Phase shifting phenomenon of a same channel. Forty (40) CIRs are
represented.

Phase shifting (◦) between each CIRs and reference CIR of
the channel increases linearly with the increase of CIRs serial
number (i.e., the accumulation of time), as shown in Fig. 3.

We can infer that phase shifting is mainly caused by carrier
frequency offset in the channel sounder hardware between
transmitter and receiver.

Fig. 3. Carrier frequency offset phenomenon. Each line represents a channel.

The carrier frequency offset phenomenon is common and
exists in all CIRs of the NIST reference dataset. We infer
that the main reason for this phenomenon is the imperfect
frequency synchronization of the clocks within the channel
sounder.

C. Examples of Consequence

In this subsection, we will demonstrate the consequences of
system errors of the CIR in typical applications based on CSI,
which include wireless localization, wireless time synchroniza-
tion, physical layer security, and performance simulation and
deep optimization. Demonstrations of the impacts of CSI error
resulting from CIR inaccuracies are summarized as follows.

1) Wireless Localization: In [16], a new indoor position lo-
calization system (IPLS) method based on information fusion,
”Fuse LOC”, is proposed. By extracting the amplitude and
phase information of CSI, Fuse LOC can predict the position
of an unknown object by comparing the CSI of known and
unknown object. Moreover, an IPLS algorithm is proposed
to obtain stable CSI features through noise and interference
elimination. IPLS performs position matching by comparing
the differences between CIRs of positions [6]. System errors
in CSI become the main influencing factor of reducing the
accuracy of position prediction and matching within an IPLS.

2) Wireless Time Synchronization: In [7], the influence of
system error on synchronous transmission is studied. It is
found that the synchronization error generates inter-symbol
interference (ISI), which decreases the amplitude of signal
transmission and reduces the received CSI accuracy. Moreover,
the performance of the fifth generation (5G) new radio (NR)
synchronization process using incomplete CSI data is studied
in [17]. It is found that the imperfect CSI data has an important
impact on 5G system performance.

3) Physical Layer Security: It is found that the channel
security and reliability are reduced within incomplete CSI
data that has channel estimation error [8]. A threshold-based
physical layer authentication method using the CSI difference
of locations is proposed in [12]. The accuracy of CSIs affect
the calculation of CSI differences. A machine learning method



IEEE JOURNAL OF EMERGING AND SELECTED TOPICS IN INDUSTRIAL ELECTRONICS, VOL. XX, NO. YY, ZZ 2020 4

is proposed in [9]. They train CSI models to ascertain the
authenticity of user access in different locations, and the
accuracy of CSIs affects the accuracy of CSI model-based
authentication. The paper [19] combines the threshold method
and machine learning method to authenticate the identity of
access user. The authentication accuracy will be reduced due
to incomplete CSI data.

4) Performance Simulation and Deep Optimization: The
results of channel sounding are often used within simulation
for the performance assessment of a physical layer design.
For industrial applications, high reliability and low latency are
paramount concerns, and deep optimization has been studied to
adapt to these stringent performance requirements. One exam-
ple of such optimization is a delay optimization method based
on channel characterization (CCDO) as proposed in [10]. The
CCDO method was proposed to minimize packet transmission
time under reliability constraints. For small latencies on the
order of microseconds, small characteristic errors may affect
the performance of the optimization method; hence, accurate
sounding measurements are required.

IV. ERROR MODELING AND CONSTRAINTS

From Section III, we can see that there are two system
errors in the NIST reference dataset. The capture time of a
CIR is 40.94 µs, which is far smaller than the interval time
between CIR records (20.47 ms). We assume that the effect of
carrier frequency offset formed inside the CIR is small enough.
Hence, we only consider system errors between CIRs. The
process of causing system errors is shown in Fig. 4.

A. Error Modeling
The difference between two CIRs of a same channel (TX

and RX at same X, Y coordinates) can be measured by L1-
norm distance (D) as

Dn = ‖hn(t)− h1(t)‖1, (3)

where ‖·‖1 indicates L1-norm, t is the sampling time, n is the
serial number of CIRs overtime. In this paper, it is assumed
that the first CIR (h1) of a channel is the reference CIR without
system errors. When the two CIRs belong to a same channel,
Dn should be 0. We have Dn 6= 0 due to system errors.

1) Carrier Frequency Offset: We analyze carrier frequency
offset by phase shifting. The relationship between frequency
offset and phase shifting is shown as follows:

Mθn = Mf × 2πt+ Mθnoise, (4)

where Mθn is phase shifting of n-th CIR, and Mf is carrier
frequency offset of channel sounder, Mθnoise is phase shifting
caused the noise of equipment and environments.

From (1), we can deduce the expression of the CIR with
carrier frequency offset h

′

n(t), as follows:

h
′

n(t) =
∑p

i=1
|ci|e−(jθi+Mθn)δ(t− τi), (5)

2) Record Clock Glitch: The expression of the CIR with
record clock glitch and carrier frequency offset is given as
follows:

h
′′

n(t) =
∑p

i=1
|ci|e−(jθi+Mθn)δ(t− τi − Mtn), (6)

where Mtn is record clock glitch time of n-th CIR.

B. Constraints of Carrier Frequency Offset

Calculated by system precision, three constraints of carrier
frequency offset is given as follows.

1) Upper Bound: During measurement, a CIR Sampling
Interval (Ts) is the maximum error of system synchronization,
introduced in Section II. The upper bound of carrier frequency
error (Mfupper) can be calculated by:

Mfupper = ±f
Ts

Tacquire
. (7)

2) Long Term Stability Bound: The long term stability of
the rubidium clock is 0.005 parts per million (ppm) over 20
years, as shown in Table I. We can get the long term stability
bound (Mflong) of carrier frequency offset by:

Mflong = ±f × 0.005× 10−6. (8)

3) Allan Variance: Allan variance of rubidium clock is 2×
10−11 at one second in the channel sounder. Based on Allan
variance we can compute the variance of carrier frequency
offset (Mf2Allan) by:

Mf2Allan = f × 2× 10−11. (9)

The value of the NIST measurement parameters can be
found in Table I, and the constraints of carrier frequency offset
in the NIST reference dataset is shown in Table II.

TABLE II
THE CONSTRAINTS OF CARRIER FREQUENCY OFFSET

Constraint Value
Upper Bound (Mfupper) ±13.709 Hz
Long Term Stability Bound (Mfupper) ±11.225 Hz
Allan variance (Mf2Allan) 0.045 Hz

Our goal is to estimate the value of Mt and Mθ under
constraints, and then compensate for it, achieve calibrating
the CIR finally.

V. METHOD OF SYSTEM ERROR CALIBRATION

We propose the CSEC to estimate and remove systemic
error from CIRs, i.e. calibrate the CIRs. First, the main peak
of the CIR is selected to use for error estimation. We determine
whether record clock glitch exists. Then, if sample time error
does exit, record clock glitch of the CIR is estimated and
compensated. Finally, the carrier frequency offset of the CIR is
estimated and compensated. The CSEC process of calibration
is shown in Fig. 5.

A. Main Peak of the CIR

We use the CIR data of main peak in system errors
estimation due to the most obvious CIR characteristics at main
peak. At other times, the CIR, whose amplitudes are close to
zero and whose phase changes randomly, is interfered by the
system noise. The PDP and phase of different CIRs of a same
channel in the NIST reference dataset are shown in Fig. 6.
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Fig. 4. Introduction of system errors in the NIST reference datasets.

Fig. 5. The process of calibrating system errors using the CSEC.

Fig. 6. The characteristics of CIRs at different sampling times.

B. Estimation of Record Clock Glitch

Since the problem of record clock glitch appears to be a
defect in the acquisition program, we must first solve this
error to avoid the unpredictable impact on the data. The CIR
difference caused by sampling deviation is far greater than
that caused by carrier frequency offset. Hence, the existence
of carrier frequency offset will not affect the estimation of
record clock glitch. Record clock glitch satisfied the following

formula deduced from (5) and (6):

min
Mtn

‖h
′′

n(t+ Mtn)− h
′

1(t)‖1. (10)

In (10), h
′

1(t) can be approximately replaced by h1(t).
Considering the influence of random noise, it is impossible
for D to be 0 in practice, instead we optimally estimate the
record clock glitch. The estimation formula of record clock
glitch is:

min
Mtn

‖h
′′

n(t+ Mtn)− h1(t)‖1. (11)

C. Compensation of Record Clock Glitch

The problem of record clock glitch is that there is a trans-
lation on time between two CIRs, so the CIR without record
clock glitch can be obtained through the reverse migration of
sampling time. The time shifting is conducted as follows:

h
′

n(t) = h
′′

n(t+ Mtn). (12)

We bring the estimated Mtn into time shift to obtain h
′

n(t).

D. Estimation of Carrier Frequency Offset

Under the assumption that channel characteristics are in-
variable for the same channel in a short time, we can estimate
phase shifting by analyzing CIRs. And then carrier frequency
offset could be extracted by fitting the phase shifting of CIRs
in a channel.

1) Phase Shifting: Inspired by the data pre-processing of
localization in paper [18], the estimation formula of phase
shifting can be deduced from (1) and (7), as follows:

min
Mθn

‖h
′

n(t)e
jMθn − h1(t)‖1 (13)

s.t. Mθn ≤ 2πMflongt, (14)
Mθn ≤ 2πMfuppert, (15)

µ(Mθn) ≤ Mf2Allan. (16)
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The constraints (14), (15), and (16) is obtained from Section
IV-B. µ(Mθn) indicates the variance of Mθn. Let Mθ̃n indicates
the estimation phase shifting including the phase caused by
carrier frequency offset (Mf ), noise of environments (Mθnoise),
and channel dynamics (Mθchannel), as follows:

Mθ̃n = 2πMft+ Mθnoise + Mθchannel. (17)

2) Carrier Frequency Offset: The relationship of carrier
frequency offset and phase shifting is linear, as shown in Fig.3.
Therefore, the linear fitting is chosen to extract the carrier
frequency offset, given as follows:

Mθ̃n = 2πMf̃ t+ Mθ̃0. (18)

where Mf̃ is slope of linear fitting, whose physical meaning is
the carrier frequency offset estimated. Mθ̃0 is the linear fitting
intercept, and physical meaning of Mθ0 is the estimated initial
phase shifting of channel sounder.

E. Compensation of Carrier Frequency Offset

Two types of phase rotators for carrier frequency recovery
are proposed in this paper. One is channel sounding error
calibration based on phase shifting (CSEC-Phase), another is
channel sounding error calibration based on carrier frequency
offset (CSEC-Frequency).

1) CSEC-Phase: The CSEC-Phase compensate for carrier
frequency offset by phase rotation as shown in (17). The
expression of the phase rotator for CSEC-Phase is:

h̃n(t) = h
′

n(t)e
jMθ̃n . (19)

2) CSEC-Frequency: The CSEC-Frequency compensate for
carrier frequency offset by phase rotating of phase shifting
caused only by the carrier frequency offset calculated by Mf̃ .
Carrying (18) into (19), the phase rotator for CSEC-Frequency
is given as:

h̃n(t) = h
′

n(t)e
j(Mf̃2πt+Mθ̃0). (20)

We can obtain the CIR without system errors, i.e., h̃n(t),
by the phase rotator.

VI. RESULT

In this section, numerical simulation is conducted to evalu-
ate the CSEC. A case of applying the CSEC-Phase to physical
layer authentication is shown finally.

A. Record Clock Glitch Compensation of the CSEC

The CSEC estimates and compensates for the record clock
glitch first. We can see that there is record clock glitch
phenomena in original CIRs, as shown in Fig. 1. The PDP
of CIRs compensated by the CSEC is shown in Fig. 7. There
is better consistency between CIRs after compensation.

Fig. 7. Calibration effect of record clock glitch.

B. Carrier Frequency Offset Compensation of the CSEC

After the compensation of record clock glitch, the CSEC
carries out carrier frequency offset estimation and compen-
sation. The carrier frequency offset in the original CIRs is
shown in Fig. 2. After the compensation, the obvious rotation
effect between CIRs no longer exists. The effect of CSEC-
Phase is better than CSEC-Frequency, because the CSEC-
Frequency compensates for phase shifting only caused by
carrier frequency offset, not phase shifting caused by carrier
frequency offset, noise, and channel dynamic in CSEC-Phase,
as shown in Fig. 8(a) and Fig. 8(b).

We estimate the carrier frequency offset of 49 channels, as
shown in Fig. 9. The carrier frequency offset estimated is not
beyond the upper bound (13.7 Hz) and the long term stability
bound (11.2 Hz). Moreover, the value is around the variance
of carrier frequency offset (0.045 Hz). The value of constricts
is shown in Table II.

C. Assessment of the CSEC

The distance, D, between CIRs is used to evaluate the effect
of calibration method, calculated by (3). The evaluation is
concerned with the CSEC-Frequency and CSEC-Phase. The
contrast effect of two methods is shown in Fig. 10. We can see
that D of original CIRs is accumulating over time, as shown
in Fig.10(a). That is because phase shifting is accumulating
overtime, due to the carrier frequency offset. The CSEC-
Frequency and CSEC-Phase methods perform that D will not
increase overtime, and there is random fluctuation within a
certain range closing to 0, as shown in Fig. 10(a). The CSEC-
Phase compensate for the phase including all kinds of phase
shifting caused by carrier frequency offset, noise, and channel
dynamic, while the CSEC-Frequency could compensate for the
phase shifting due to carrier frequency offset by linear fitting,
as shown in Fig. 10(b).

D. Case Study

As metioned in Section III, a threshold-based physical layer
authentication method is proposed in [12] using the NIST
reference dataset. The difference of node’s CIR and reference
CIR decides the identity of this node requiring access to the
network. If the difference is less than the threshold, this node
is treated as a legal user, allowed to access the network,
otherwise, the node is an attacker. In order to ensure that
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(a) CIRs calibrated by the CSEC-Phase (b) CIRs calibrated by the CSEC-Frequency

Fig. 8. Calibration effect of carrier frequency offset.

Fig. 9. Carrier frequency offset of 49 channels. The standard deviation of the carrier frequency offset is marked out in the form of error bar.

(a) Calibration effect of two types CSEC (b) Compensated phase of two types CSEC

Fig. 10. Assessment of the CSEC-Frequency and the CSEC-Phase.

legal users can work normally, the threshold is set to the
maximum value of the difference between legal users’ CIRs.
The difference is defined as [12]:

Hdifference =
‖Hn −H1‖2
‖H1‖2

. (21)

Using the CSEC-Phase, the difference of user’s CIRs is
smaller after calibration, as shown in Fig.11. The accuracy of
authentication is 94.67% before CIRs calibration, and 99.3%
after CIRs calibration.

VII. CONCLUSION

In this paper, we have presented our CSEC method to im-
prove the accuracy of channel impulse response measurements
under the harsh industrial multi-path environment. The results
reveal that our method compensates record clock glitch and
carrier frequency offset. The carrier frequency offset estimated
by CSEC is within the upper bound and long term stability
bound. The deviation of estimated carrier frequency offset
satisfies the Allan variance. The CSEC-Frequency method
compensates for phase shifting caused by carrier frequency
offset and the CSEC-Phase method compensates for all kinds
of phase shifting caused by carrier frequency offset and phase
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(a) Before calibration (b) After calibration

Fig. 11. The authentication performances before and after calibration. The threshold is marked by the green line.The accuracy of authentication is 95.67%
before calibration, and 99% after calibration.

instability. The results of simulation experiments prove that
the CSEC has good calibration effect for channels in the
NIST reference datasets. The CSEC-Phase is suitable for most
scenarios; however, the compensated phase may eliminate the
phase caused by the dynamics of the channel. The advantage
of the CSEC-Frequency method is that the compensated phase
shifting has a clear physical meaning, but the disadvantage
is that it cannot compensate for the phase shifting caused
by equipment and environmental noise. The CSEC-Frequency
method is not suitable for scenarios where the acquisition
time of a same channel is too long. In addition, a case study
of physical layer authentication has confirmed the impact of
CSEC compensation for the CIR using a real-world scenario
where CIR accuracy is important. Finally, the CSEC method
is applicable to any wireless channel sounding measurement.
The CSEC method could help wireless channel sounding
datasets improve the effectiveness of physical layer design and
simulation in industrial applications.

DISCLAIMER

Certain commercial equipment, instruments, or materials are
identified in this paper in order to specify the experimental
procedure adequately. Such identification is not intended to
imply recommendation or endorsement by the National Insti-
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that the materials or equipment identified are necessarily the
best available for the purpose.
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