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Critical theory for the breakdown of photon blockade
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Photon blockade is the result of the interplay between the quantized nature of light and strong optical
nonlinearities, whereby strong photon-photon repulsion prevents a quantum optical system from absorbing
multiple photons. We theoretically study a single atom coupled to the light field, described by the resonantly
driven Jaynes-Cummings model, in which case the photon blockade breaks down in a second-order phase
transition at a critical drive strength. We show that this transition is associated to the spontaneous breaking
of an antiunitary PT symmetry. Within a semiclassical approximation, we calculate the expectation values of
observables in the steady state. We then move beyond the semiclassical approximation and approach the critical
point from the disordered (blockaded) phase by reducing the Lindblad quantum master equation to a classical
rate equation that we solve. The width of the steady-state distribution in Fock space is found to diverge as we
approach the critical point with a simple power law, allowing us to calculate the critical scaling of steady-state
observables without invoking mean-field theory. We propose a simple physical toy model for biased diffusion
in the space of occupation numbers, which captures the universal properties of the steady state. We list several
experimental platforms where this phenomenon may be observed.
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I. INTRODUCTION

Thermal equilibrium is an incredibly powerful and con-
straining property of a large class of quantum many-body
systems. Quantum systems departing from equilibrium of-
ten exhibit rich novel physics, including phenomena such
as many-body localization [1–3], many-body scars [4,5],
time-crystalline order [6–12], exotic Floquet order [13–17],
dynamical phase transitions [18], and superradiance [19–21].
Experimentally, there is a wide array of platforms available for
realizing these nonequilibrium phenomena, including optical-
tweezer arrays of Ryberg atoms [4], ultracold atoms [3] and
molecules [22] in optical lattices, Bose-Einstein condensates
[19], trapped ions [10], optical defects in diamond [11,23,24],
exciton-polariton condensates [25], semiconductor quantum
dots [26], and interacting circuit or cavity photons [27–34].
The ability to precisely control and measure quantum systems
out of equilibrium is also a key component in a number of
emerging quantum technologies [24,26,35–42].
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Deviations from the equilibrium ensemble are particu-
larly common in the field of quantum optics [12,21,43–66].
Since the typical temperature of a black-body that emits in
the optical frequency range (roughly 500 THz) is of order
4800 K, almost all experiments involving optical photons are
conducted far from the equilibrium temperature scale [67].
Furthermore, processes of interest often involve strong (coher-
ent) driving, e.g., by lasers, in part to overcome the losses due
to the fact that the system of interest is typically coupled to
a highly incoherent environment. This combination of strong
driving and incoherent loss processes often results in a quan-
tum system which is far from thermal equilibrium.

Nonequilibrium effects are especially pronounced in dy-
namics of systems with strong interactions. For instance,
strong optical nonlinearities give rise to the photon block-
ade [21,26,27,29,38,68–73], whereby strong photon-photon
repulsion inhibits the absorption of more than one photon,
even in the presence of strong external driving. In this case,
the effective single-occupancy constraint becomes readily ap-
parent in photon transport through the device.

A photon blockade can be understood qualitatively by con-
sidering a single mode of an electromagnetic resonator with
nonlinear spectrum En = ω0n + 1

2Un(n − 1) as a function of
photon number n (i.e., Hubbard term in the case of a lattice).
To lowest order in perturbation theory, coherently driving the
photon field at frequency ω will connect a Fock state with n
photons to a state with n + 1 photons, resulting in a correction
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to the eigenstates with an energy denominator ∼En+1 − En −
ω. For the Kerr type of nonlinearity described above, this can
result in at most one divergent term, which occurs when the
drive frequency is tuned to satisfy ω − ω0 − Un = 0. The net
result of this effect is that for sufficiently strong nonlineari-
ties U , the driven resonator effectively becomes a two-level
system, indicating a strong photon antibunching and hence a
departure from the thermal ensemble with Poissonian photon
number statistics.

A convenient way of engineering a strong optical nonlin-
earity is to couple the resonator photon to an atom, which
acts as a strongly nonlinear “hard-core” boson. If we describe
the system using the basic Jaynes-Cummings model [74] (see
Sec. II), we find the celebrated

√
n nonlinearity, resulting in

the excitation spectrum En ∼ ω0n ± g
√

n, with g the atom-
photon coupling constant. As first observed in Ref. [48], this
has important implications for the fate of the photon blockade.
Retooling the argument from the previous section, we see that
there are divergences in the perturbative expansion when the
driving frequency satisfies ω − ω0 ± g(

√
n + 1 − √

n) = 0.
For ω = ω0, the nonlinearity vanishes for n → ∞ as n−1/2.
This implies that the driven oscillator can effectively tunnel
off to a high-photon-number state, for which the nonlinearity
is less important.

Remarkably, it appears that the breakdown of the photon
blockade proceeds via a continuous dissipative phase transi-
tion [21,48,57,59,75]. More specifically, this phase transition
presents as a nonanalyticity in the steady state of the Lindblad
equation which governs the driven-dissipative dynamics of the
system. Since the system we consider is a single atom coupled
to a single mode of the electromagnetic field, it constitutes
a system with no spatial extent. It is then not clear a priori
what the relevant “system-size” parameter is and what the
appropriate thermodynamic limit is. Since the Fock space of
the photon is formally infinite, we can see that nonanalyticities
may arise if the entirety of the Fock space is accessible. As we
discuss in more detail later, this identifies the thermodynamic
limit with the limit of vanishing dissipation [56,58,76,77].
It is the purpose of this work to provide a comprehensive
analysis of the nature of this critical point. The main results
can be found in Table I, which presents the predicted critical
scaling of various steady-state expectation values of observ-
ables as the critical point is approached. The approach to the
critical point is controlled by the dimensionless parameter
ε = 2E/g, which measures the drive strength E relative to the
strength of the atom-photon coupling constant g. Criticality
occurs at ε2 = 1, with ε2 < 1 corresponding to the disordered
phase.

This work is structured as follows. In Sec. II we discuss the
model in more detail, focusing on the coherent portion of the
evolution. In Sec. III we present a semiclassical treatment of
the problem and a brief description of the physical intuition
behind the critical point. The main calculation is contained in
Sec. IV, where we use a rate equation to solve for the steady-
state behavior. Finally, in Sec. V we use the results of Sec. IV
to compute the critical scaling of physical observables near
the critical point. We conclude in Sec. VI with a discussion
of the implications of our calculation as well as some future
directions of interest. More technical aspects of the analysis
are presented in the Appendices.

TABLE I. Scaling of observables as we approach the critical
point in the frame rotating with the driving field. The transition
to the laboratory frame only affects 〈σ̂−〉, which will acquire the
phase factor e−iω0t . The parameter which controls the distance to the
critical point is ε = 2E/g, with E the coherent drive strength and
g the atom-photon coupling strength. The critical point is located
at ε2 = 1, with ε2 < 1 the disordered phase. This applies in the
thermodynamic limit, which in this case is obtained by taking the
zero-dissipation limit of the steady-state ensemble (see Sec. IV). It
should be noted that this scaling is only applicable to the ensemble
defined by the rate equation we outline in Sec. IV. Other ensembles
will generically have different scalings.

Observable Scaling

〈â〉 0
〈â†â〉 (1 − ε2)−1

〈(σ̂x, σ̂y, σ̂z )〉 (−ε, 0, 1 − ε2)
|〈σ̂x〉|2 + |〈σ̂y〉|2 + |〈σ̂z〉|2 1

II. MODEL

A. Hamiltonian and master equation

The model we consider in this work is that of an atom
coupled to a single electromagnetic mode of a cavity. The
atom is modeled as a two-level system, with ground state
|↓〉 and excited state |↑〉. For simplicity we assume, as in
Ref. [48], that the bare atomic and cavity frequencies are
tuned to resonance with each other. Generically, the critical
theory describing the breakdown of photon blockade exhibits
a first-order phase transition when the detuning of the cavity
drive is tuned away from being on resonance with the atom
and cavity frequencies [73]. Only when all three frequencies
are resonant does the system exhibit a second-order phase
transition. We restrict our focus to the continuous phase transi-
tion and assume that all three of the bare frequencies are tuned
to resonance at ω0. We model the atom-photon interaction by
a simple dipole transition with coupling constant g and assume
the rotating-wave approximation to be applicable.

The intrinsic coherent dynamics is described by the cele-
brated Jaynes-Cummings model [74,78] with Hamiltonian

Ĥ0 = ω0(â†â + σ̂+σ̂−) + g(â†σ̂− + âσ̂+). (1)

Herein, â is the photon annihilation operator and σ̂± = 1
2 (σ̂x ±

iσ̂y) are the atomic transition operators written in terms of
Pauli matrices. In order to model the external coherent driving,
e.g., by a laser imposed onto the cavity, we add the term

Ĥd(t ) = E (âeiω0t + â†e−iω0t ) (2)

to the Hamiltonian. This corresponds to a monochromatic
driving of the cavity photon field at resonance frequency
ω0 with strength E > 0. We incorporate dissipation through
single-photon loss from the cavity to a zero-temperature reser-
voir at rate 2κ . The dynamics of the density matrix is then
given by the open-system Lindblad master equation

∂ρ̂

∂t
= −i[Ĥ0 + Ĥd(t ), ρ̂] + κ (2âρ̂â† − {â†â, ρ̂}). (3)

We are particularly interested in the steady-state solutions of
this equation.
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Let us briefly review the diagonalization of the Jaynes-
Cummings Hamiltonian Ĥ0. Due to the rotating-wave ap-
proximation, the “polariton” number N̂ = â†â + σ̂+σ̂− is
conserved. Thus the eigenspectrum of Ĥ0 separates into a
direct sum of decoupled two-level systems consisting of en-
tangled atom-matter excitations known as polaritons. The
energy eigenstates of Ĥ0 are labeled by a single signed quan-
tum number ν = 0,±√

n with n = 1, 2, ... and read

|ν〉0 =
{|vac〉 ⊗ |↓〉 ν = 0

1√
2
(|n〉 ⊗ |↓〉 ± |n − 1〉 ⊗ |↑〉) ν �= 0.

(4)

These states have energies E (0)
0 = 0 and E (0)

ν = ω0n ± g
√

n,
respectively. In the following, we omit the direct product
symbol.

In order to understand the steady state of Eq. (3), it is
helpful to first focus on the coherent evolution generated by
Ĥ0 + Ĥd(t ), neglecting dissipation. Due to the time-dependent
drive Ĥd(t ), neither energy nor polariton number is conserved.
However, we may still utilize the U (1) symmetry generated
by N̂ to analyze the system. By applying the unitary operator
Ûd(t ) = exp(−iω0t N̂ ), we can go to a frame corotating with
the drive frequency. The resulting rotating-frame Hamiltonian

Ĥrf = g(â†σ̂− + âσ̂+) + E (â + â†) (5)

is time independent and, because the drive is resonant, lin-
ear in the photon operators. (When the drive is nonresonant,
there is a quadratic photon term reflecting the splitting due to
the finite detuning.) In the remainder of this paper, we will
study the properties of this system and compute the scaling of
observables in the rotating frame. Operators which commute
with the polariton number N̂ (i.e., the photon number) are the
same in either frame, and these are the observables of primary
interest. The photon and atomic annihilation operators â, σ̂−
will acquire the simple time dependence e−iω0t when we go
back to the laboratory frame.

As first observed in Ref. [44] and later clarified in Ref. [45],
the rotating-frame Hamiltonian Ĥrf develops an instability as
the drive strength E is increased whereby a discrete spectrum
at weak driving gives way to a continuum at strong driv-
ing. This transition occurs for all eigenstates in the spectrum
simultaneously and may be understood as arising from the
competition between the term â†σ̂− + âσ̂+, which can be di-
agonalized by the polaritonic eigenstates from Eq. (4), and
the term â + â† ∝ X̂ , which is proportional to the position
operator and has no normalizable eigenbasis. (The eigenfunc-
tions of the X̂ operator are Dirac δ functions which cannot
be properly normalized.) Accordingly, the discrete, quantized
spectrum prevails when g/E 
 1, while the non-normalizable
continuum emerges for E/g 
 1.

The critical point where the spectrum becomes continuous
occurs at the critical drive strength

Ec = 1
2 g. (6)

To see this, note that for E < Ec the Hamiltonian is diagonal-
izable and eigenstates can be found exactly [45]. (We rederive
this result in Appendix A.) In this regime the eigenvalues
retain their

√
n-like spacing even for E �= 0 and are given by

E rf
ν = ±√

ng(1 − ε2)
3
4 , (7)

indexed by the signed quantum number ν = 0, ±√
n in-

troduce above. Here we introduce the dimensionless drive
strength parameter

ε = 2E
g

. (8)

As we approach the critical point from below, the effective
coupling that controls the level spacing is geff = g(1 − ε2)3/4.
Crucially, for ε2 = 1, the level spacing collapses to zero,
and the discrete spectrum condenses into a continuum [45].
An alternative description of this transition can be found in
Ref. [79], where the eigenvalue problem is mapped on to that
of a charged Dirac particle in both electric and magnetic fields.
Above the critical drive strength, the Hamiltonian Ĥrf is no
longer diagonalizable and exhibits dynamical instability. In
this case, the cavity dissipation is crucial, since it ultimately
limits the photon number in the absence of detuning.

B. Symmetries

In this section we discuss the important role of symmetries
in our model. Though the cavity driving provides a preferred
reference phase and thus destroys the U (1) symmetry, there is
still a remnant antiunitary Z2 discrete symmetry associated
with the rotating-frame Hamiltonian Ĥrf [44,57,59–66,80–
82]. This corresponding transformation acts jointly on the
photon and atom in an antiunitary fashion and is of the form

C = PT , (9)

where P = eπ iâ†â is the bosonic parity operator, which imple-
ments “spatial” inversion on the bosonic mode while acting
trivially on the atomic degree of freedom, and T is time
reversal [83], which requires special care in the context of
open quantum systems [82,84]. Since the two-level system
is not a real spin, but a pseudospin, T acts on the atomic
degree of freedom through complex conjugation alone. Hence
T 2 = +1, and there is no Kramers degeneracy. Using the
quadrature representation of the bosonic ladder operator as
â = X̂+iP̂√

2
, we have

C −1iC = −i, (10a)

C −1X̂C = −X̂ , (10b)

C −1P̂C = P̂, (10c)

C −1σ̂xC = σ̂x, (10d)

C −1σ̂yC = −σ̂y, (10e)

C −1σ̂zC = σ̂z. (10f)

The first of these relations is nothing but the statement that
C is antiunitary.

Under these transformations, the rotating-frame Hamilto-
nian obeys the particle-hole-type symmetry

C −1ĤrfC = −Ĥrf . (11)

This implies that to each eigenstate |E〉 of Hrf with energy
E > 0 there exists an eigenstate | − E〉 = C |E〉 with energy
−E . For E < Ec, these are, of course, the eigenvalues dis-
played in Eq. (7), but the analysis presented here reveals
that the particle-hole symmetry also exists for E > Ec. Note
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that for E = 0, the operator C relates the two “polariton
branches” in Eq. (4). Indeed, using that C |n〉 = (−1)n|n〉
for the noninteracting bosonic Fock states, we see that the
transformation inverts the spectrum by switching between the
polariton branches for n > 0 according to C |ν〉0 ∝ | − ν〉0.
The noninteracting vacuum state |0〉 with E = 0 is automati-
cally particle-hole symmetric.

We find that while the transformation leaves the ladder
operators intact (apart from an overall phase),

C −1âC = −â, (12)

C −1σ̂−C = σ̂−, (13)

it acts nontrivially on coherent states built from them. In
particular, for a bosonic coherent state

|α〉 = e−|α|2/2
∑

n

(α)n

√
n!

|n〉, (14)

the conjugated state is C |α〉 = |−α∗〉.
Since we are considering a system experiencing dissipative

dynamics, it is worth quickly verifying that this C symme-
try preserves the full Lindblad dynamics, rather than simply
showing the invariance of the Hamiltonian. To this end we
see that the conjugated density matrix C −1ρ̂C ≡ ρ̃ obeys the
equation of motion

∂t ρ̃ = +i[C −1ĤrfC , ρ̃] + κ[2(−â)ρ̃(−â†) − {â†â, ρ̃}],
(15)

where we have used the antiunitarity of C , and that â, â†

are odd under C , while â†â is even. Therefore we see that
the dissipation respects C invariance explicitly, while the in-
variance of the coherent dynamics follows from the fact that
C −1ĤrfC = −Ĥrf . Therefore, it is shown that the dynamics of
this system respects particle-hole symmetry and consequently
the Liouvillian superoperator can be diagonalized in terms of
eigenstates of the particle-hole symmetry C [61].

The critical point investigated in this work is then asso-
ciated with a spontaneous breaking of this Z2 particle-hole
symmetry in the nonequilibrium steady state. Potential order
parameters are the operators 〈X̂ 〉 ∝ Re〈â〉 and 〈σ̂y〉, both be-
ing odd under the transformation C . In the next section we
compute the steady-state behavior of these quantities using a
semiclassical approximation and show that indeed they ought
to exhibit nonanalytic behavior at the critical point.

III. MEAN-FIELD THEORY

In this section we analyze the master equation (3) in terms
of a mean-field or semiclassical theory. In this scheme we
compute the time evolution of the expectation values

〈â〉 = tr(ρ̂(t )â),

〈 �̂σ 〉 = tr(ρ̂(t ) �̂σ ), (16)

under the approximation that correlations factorize according
to

〈â �̂σ 〉 ≈ 〈â〉〈 �̂σ 〉. (17)

Here �̂σ = (σ̂x, σ̂y, σ̂z )T is the vector of the atomic Pauli matrix
operators. Under this assumption, the equations of motion for

the expectation values close and we have

d〈â〉
dt

= −κ〈â〉 − i(E + g〈σ̂−〉), (18a)

d〈σ̂−〉
dt

= ig〈â〉〈σ̂z〉, (18b)

d〈σ̂z〉
dt

= −2ig(〈â〉〈σ̂−〉∗ − 〈â〉∗〈σ̂−〉). (18c)

Notably, these equations conserve the length of the atomic
Bloch vector

�2 = |〈 �̂σ 〉|2 � 1. (19)

Since this quantity is conserved, we have a one-parameter
family of steady states labeled by the length of the Bloch
vector �. This multiplicity is not expected to survive once
we include fluctuations and is most likely an artefact of the
approximation in Eq. (17).

The steady-state solution of Eqs. (18) is obtained by setting
the time derivatives to zero and solving the resulting alge-
braic equations. For a fixed value of �2, the solution to these
equations depends on whether the drive is above or below
the critical value of ε2

c = �2. In the following we examine
these solutions in more detail. A summary of our findings is
presented in Table II.

For ε2 < �2 (below the critical drive strength), the solution
to the steady-state equations is

〈â〉 = 0, (20)

〈σ̂−〉 = − 1
2ε, (21)

〈σ̂z〉 = ±
√

�2 − ε2. (22)

In this case we may interpret the atomic Bloch vector 〈 �̂σ 〉 as
a dipole reradiating a coherent field which self-consistently
cancels the externally imposed driving field, producing a total
photon field of 〈â〉 = 0. This steady state corresponds to the
“disordered” phase with respect to the Z2 symmetry induced
by C (see Fig. 1). Indeed, the expectation values

〈C −1X̂C 〉 = −〈X̂ 〉, (23)

〈C −1σ̂yC 〉 = −〈σ̂y〉, (24)

which transform nontrivially under C , are both zero in this
regime. Importantly, the solution is independent of κ (or, more
precisely, independent of the dimensionless parameter g/2κ).
Furthermore, a simple analysis of the nonlinear equations of
motion around this steady state reveals that the solution with
〈σ̂3〉 < 0 is a dynamically stable fixed point, while 〈σ̂3〉 > 0 is
dynamically unstable (see Appendix C for the analysis).

For ε2 > �2 (above the critical point), we find the steady-
state solution to form a new pair of dynamical fixed points
given by

〈â〉 = g

2κ

√
ε2 − �2

(
∓ �

ε
− i

√
1 − �2

ε2

)
, (25)

〈σ̂−〉 = − �2

2ε
∓ i

�

2

√
1 − �2

ε2
, (26)

〈σ̂z〉 = 0. (27)
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TABLE II. Summary of semiclassical steady-state solutions for the photon field and atomic Bloch vector from Eqs. (18). For a fixed value
of �, we find two phases separated by a critical point at ε2 = �2. The associated order parameter is Re〈â〉 = − g

2κ
〈σ̂y〉.

Phase Symmetry Photon field Atomic Bloch vector Linear stability

ε2 < �2 Z2-disordered 〈â〉 = 0 〈σ̂−〉 = − 1
2 ε “−” stable,

〈σ̂3〉 = ±√
�2 − ε2 “+” unstable

ε2 > �2 Z2-ordered 〈â〉 = g
2κ

√
ε2 − �2(∓ �

ε
− i

√
1 − �2/ε2) 〈σ̂−〉 = − �2

2ε
∓ i �

2

√
1 − �2/ε2 Neutrally stable

〈σ̂3〉 = 0

The two solutions labeled by “±” are related by the action of
C . In these steady states, both Re〈â〉 and 〈σ̂y〉 are nonzero,
thereby spontaneously breaking the Z2 symmetry. The order
parameter

Re〈â〉 = − g

2κ
〈σ̂y〉 (28)

characterizes the continuous nonequilibrium phase transition.
Let us remark that, in contrast to the disordered phase, the
mean-field steady state for ε2 > �2 does depend on the value
of κ , with the mean-field bosonic order parameter 〈X̂ 〉 di-
verging as κ → 0. Interestingly, there is precedent for the
occurrence of PT -symmetry-breaking transitions in non-
Hermitian dynamics of classical spins [85].

The nonanalyticity of the steady state in this zero-
dimensional system is not related to the more common
thermodynamic limit in which the system size diverges.
Rather, as was clarified in Ref. [48], the thermodynamic limit
here corresponds to κ → 0+, or, equivalently, diverging exci-
tation numbers [56,76,77]. While a finite value of κ > 0 limits
the population of a single mode, a system without dissipation
may exhibit a phase transition through a diverging population
of certain modes. As such, for finite κ we expect the system
to exhibit finite-size crossover behavior instead of a true non-
analytic phase transition. We simplify matters by exclusively
focusing on the κ → 0+ limit; however, studying the effects
of finite-size fluctuations [59,76] due to a small but finite κ

would be an interesting subject for future investigations.
Let us also briefly comment that a similar “critical block-

ade breakdown” has been studied in the case of many coupled

FIG. 1. Representation of the semiclassical steady-state solution
in terms of the atomic Bloch vector 〈 �̂σ 〉. (a) Z2-disordered phase
for ε2 < �2. The solid blue vector corresponds to 〈σ̂z〉 = −√

�2 − ε2

and is dynamically stable; the dashed one, 〈σ̂z〉 = +√
�2 − ε2, is

unstable. (b) Z2-ordered phase for ε2 > �2. Both fixed points with
〈σ̂z〉 = 0 in Eq. (26) are neutrally stable.

emitters [21]. However, it is worth emphasizing that in con-
trast to Ref. [21], which considers the thermodynamic limit of
N → ∞ emitters subjected to finite dissipation, we consider
the thermodynamic limit of vanishing dissipation for an N = 1
emitter. It would be very interesting to attempt to connect
these two phases to each other; however, this is beyond the
scope of this work. Bearing this in mind, we proceed on to
study the κ → 0 limit in the following section by mapping
the quantum master equation on to a classical rate equation.

IV. RATE EQUATION

We now proceed to derive a rate equation governing the
long-time behavior of the Lindblad equation Eq. (3) in the
rotating frame. This analysis is restricted to the regime below
the critical point, so we only consider ε < εc in this section.

A. Mapping to classical rate equation

Recall from the exact diagonalization of Ĥrf that, below
the critical driving strength, the Hamiltonian which governs
the coherent part of the evolution has a discrete spectrum. We
label the associated dressed energy levels by the single quan-
tum numbers μ = r

√
m, ν = s

√
n with r, s = ± and m, n =

0, 1, 2.... We work in units where g = 1. The eigenenergy
from Eq. (7) is then given by

Eμ = (1 − ε2)
3
4 μ. (29)

The spacing between two levels is finite and reads

|Eμ − Eν | = (1 − ε2)
3
4 |μ − ν| � 0, (30)

with equality if and only if ν = μ. The eigenstates |μ〉, |ν〉 are
known in closed form and given in Appendix A. It is helpful
to visualize the quantum states as forming a lattice in Fock
space, see Fig. 2.

Working in the energy basis simplifies the quantum master
equation to the form

∂ρμν

∂t
= −i(Eμ − Eν )ρμν + κ

∑
αβ

Kαβ
μνραβ, (31)

where ρμν = 〈μ|ρ̂|ν〉 and

Kαβ
μν = 2〈μ|â|α〉〈β|â†|ν〉 − 〈μ|â†â|α〉δνβ − 〈β|â†â|ν〉δμα.

(32)

In the following, we fix 0 < ε < 1 to some value close to
unity, below the transition point at ε2

c = 1. Then we find the
steady state by taking κ → 0+ for fixed ε by considering the
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−

+
0

n

FIG. 2. Fock-space lattice of eigenstates |ν〉 of Ĥrf labeled by
quantum number ν = s

√
n. In this arrangement the system is or-

ganized as a semi-infinite one-dimensional lattice with two parallel
excitation pathways. The lattice sites are indexed by n = 0, 1, 2, ...,
which plays the role of a “spatial” variable, and by s = +1 (blue)
or s = −1 (red), indicating the branch. States that are symmetric
under the transformation C are characterized by an equal distribution
function on both branches. We map the rate equation (32) to the
problem of hopping on this lattice, schematically depicted here for
a generic site by the arrows emanating from the site.

limit

ρss(ε) ≡ lim
κ→0+

lim
t→∞ ρ(t ; ε, κ ). (33)

Here ρ(t ; ε, κ ) obeys Eq. (3), and we have explicitly indicated
the parametric dependence on the parameters of Eq. (3) in
order to highlight the parameters which ultimately define the
steady-state ensemble.

To zeroth order in κ , the steady-state solution to Eq. (31)
is diagonal in the energy eigenbasis; since the spectrum
in Eq. (29) is nondegenerate, we arrive at ∂tρμν = (Eμ −
Eν )ρμν = 0, which implies ρμν = ρμδμν . However, the sub-
space of diagonal ensembles still remains infinitely degen-
erate, implying we must perform degenerate perturbation
theory in κ . As we know, in order to apply degenerate per-
turbation theory we must first diagonalize the perturbing
(super)operator within the degenerate subspace. In our case
this means finding the eigenstates, and particularly the steady
state, of the dissipation, as projected onto the diagonal sub-
space. Already at order κ , the dissipation has a nontrivial
projection, which corresponds to a rate equation acting within
the diagonal subspace. All of this is simply to say that to first
order in κ we find the classical master equation

∂ρν

∂t
= 2κ

∑
μ

�νμρμ (34)

for the diagonal entries ρμ ≡ ρμμ of the density matrix. The
transition rates read

�νμ ≡ 1
2K

μμ
νν = |〈ν|â|μ〉|2 − δμν〈μ|â†â|μ〉. (35)

Note that the diagonal elements are fixed by the sum rule,
which ensures the master equation to be trace preserving,
∂t (

∑
ν ρν ) = 0, so that∑

ν

�νμ = 0 : �μμ = −
∑
ν �=μ

�νμ. (36)

Starting from Eq. (34), it is then evident that we need to solve
the linear algebraic problem∑

μ

�νμρss,μ(ε) = 0. (37)

Up to an overall equilibration timescale defined by κ , the
transition-rate matrix � only depends on ε. Consequently, the
critical behavior of the steady state in the thermodynamic limit
is a function of the control parameter ε.

Using the rate equation, it is easy to see why κ → 0+
controls the number of excitations. The rate-equation descrip-
tion only applies to those levels which are well separated as
compared to the decay rate κ . The spacing between adjacent
levels decreases with increasing n, and for a given maximal
n � Nmax, the smallest spacing is

|Eν − Eμ| � (1 − ε2)
3
4 |

√
Nmax −

√
Nmax − 1|

∼ (1 − ε2)
3
4

2
√

Nmax
. (38)

This must be much larger than κ in order to justify throwing
away the off-diagonals in the density matrix. This provides us
with the unitless figure of merit

(1 − ε2)
3
4

2
√

Nmax

 κ ⇒ Nmax �

(
(1 − ε2)

3
4

2κ

)2

. (39)

We interpret this Nmax as the effective system size, since
our description will encounter finite-size quantum fluctuations
(due to the reappearance of the quantum coherence) when
the typical quantum numbers n are of order Nmax. Thus the
thermodynamic limit is taken by first fixing ε2 < 1 so the
numerator is finite and then taking κ → 0 so that Nmax is
effectively unconstrained. This is precisely the limit described
above and constitutes the parameter range considered in the
following sections.

Alternatively, one can understand this by appealing to
the degenerate perturbation theory argument laid out previ-
ously. In particular, we argued that the Lindblad superoperator
has an infinitely degenerate steady-state manifold at κ = 0.
The splitting of this manifold is produced at order κ by the
rate-equation dynamics. Therefore the smallest gap of the
Lindbladian is controlled directly by κ , and the closing of this
spectral gap requires taking κ → 0, in accordance with our
previous arguments.

B. Analysis of transition rates

The aim of this section is to understand those properties
of the transition rates �νμ that govern the criticality of the
steady-state solution. In particular, we perform an asymptotic
expansion of the rates for large ν + μ, which gives a very
accurate approximation to the full expressions �νμ and at the
same time allows us to solve the rate equation.

Using the exact expression for the eigenstates presented in
Appendix A, we find that the matrix elements take the form

�νμ = |〈n, s|(uâ + vâ†)|m, r〉|2, (40)

with ν = s
√

n, μ = r
√

m, u = cosh η, v = sinh η, and

η = − 1
4 ln(1 − ε2). (41)

As ε → 1, we have η → ∞, leading to a divergence of the
Bogoliubov coefficients u, v ∼ eη/2 at the critical point. In
contrast, the matrix elements 〈n, s|â|m, r〉 remain finite at the
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(a)

(b) (c)

FIG. 3. These plots shows that interbranch contributions to the
symmetric matrix element �νμ + �μν are negligible. (a) Intrabranch
matrix element Snm. (b) Closeup on |Snm|2 in the subregion framed
red. (c) Interbranch |S(inter)

nm |2, defined in the main text, shown for the
same region. We observe interbranch transitions to be several orders
of magnitude smaller than intrabranch transitions and to display a
fast decay for (m, n) �= (0, 0).

transition. Therefore we will henceforth set ε = 1 in comput-
ing the matrix elements and only take into account the leading
divergences of u and v.

The transition rates respect the Z2 symmetry correspond-
ing to C (which relates the two excitation branches ±√

n to
each other). Thus

�νμ = �−ν,−μ. (42)

Furthermore, at large excitation number n, the rate for “inter-
branch” transitions [sgn(ν) = −sgn(μ)] decays as ∼1/n, see
Fig. 3. We can therefore restrict our attention to only those
processes which induce “intrabranch” transitions [sgn(ν) =
sgn(μ)]. Within this well-justified approximation, the steady-
state density matrix will also respect the Z2 symmetry and can
be written as

ρss =
∑

ν

ρ(n)|ν〉〈ν|. (43)

Recall that n = ν2 ⇔ ν = ±√
n, so that the steady state con-

tains an equal mixture of both positive and negative energy
states.

Characterizing the steady state amounts to determining the
population function ρ(n). We set r = s = +1 and write

�nm = �νμ|s=r=1 (44)

in a slight abuse of notation. The behavior of the steady-state
solution ρ(n) is completely determined by the control param-

eter ε. From Eq. (37) we find∑
m

�nmρ(m) = 0, (45)

and so the steady-state population ρ(m) is a right null vector
of the transition-rate matrix � = (�nm).

We now discuss the behavior of the rates close to criticality.
The leading divergence for η → ∞ follows from

�nm =
∣∣∣∣∣eη〈n,+| â + â†

2
|m,+〉 + e−η〈n,+| â − â†

2
|m,+〉

∣∣∣∣∣
2

∼ e2η

∣∣∣∣∣〈n,+| â + â†

2
|m,+〉

∣∣∣∣∣
2

×
(

1 + 2e−2η 〈n,+|(â − â†)|m,+〉
〈n,+|(â + â†)|m,+〉

)
. (46)

In the second equality, we have utilized the fact that the matrix
elements of â in the eigenbasis |n,+〉 are purely real. We
introduce the symmetric and antisymmetric matrix elements

Snm = Smn = 〈n,+| â + â†

2
|m,+〉,

Bnm = −Bmn = 〈n,+|â − â†|m,+〉
〈n,+|â + â†|m,+〉 . (47)

Up to an overall prefactor, which can be absorbed into a
rescaling of time, we can then write the transition-rate matrix
as

�nm = |Snm|2(1 + pBnm) (48)

with asymmetry parameter

p = 2e−2η = 2
√

1 − ε2. (49)

A nonzero value of p implies �nm �= �mn. If p = 0, then
� is symmetric and the constant state (1, 1, . . . , 1) is a null
vector. (This follows from the trace-preserving property dis-
cussed in Eq. (36), which implies

∑
n �nm = 0.) Such a state,

however, is non-normalizable in an infinite Hilbert space,
where n is allowed to be arbitrarily large. Thus the small
asymmetry induced by p > 0 is crucial in determining the
width of the steady state in the thermodynamics limit, and we
expect the width to diverge as p → 0.

The matrix elements Snm and Bnm can be computed in
closed form, see Appendix B. However, they are too compli-
cated to be useful in practice. Therefore, in order to simplify
the rate equation, we consider their asymptotic behavior for
n + m → ∞ while keeping n − m fixed. We then find

Snm ∼ √
n + m |n − m|− 5

3 ,

Bnm ∼ |n − m| 1
3 sgn(m − n). (50)

This scaling turns out to be a good approximation even for
moderate values of n + m. In the following we sketch how
these forms are obtained analytically and corroborate them
numerically using the full expressions.

The analytical derivation of Eq. (50) is presented in detail
in Appendix B. The central steps are the following. Define the
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matrix element

Anm = 〈n,+|â|m,+〉, (51)

which can be expressed in terms of associated Laguerre poly-
nomials. Now set m = n + δ and consider the limit n → ∞
while keeping δ ∈ Z fixed. Using the asymptotic behavior of
Laguerre polynomials, we find, for δ �= 0, that

An,n+δ ∼ √
n

1

δ
Jδ−1(δ), (52)

with Jk (y) the Bessel function of the first kind. This implies
that the symmetric and antisymmetric matrix elements behave
as

Sn,n+δ ∼ √
n

1

2|δ| (J|δ|−1(|δ|) − J|δ|+1(|δ|)), (53)

Bn,n+δ ∼ sgn(δ)
J|δ|−1(|δ|) + J|δ|+1(|δ|)
J|δ|−1(|δ|) − J|δ|+1(|δ|) . (54)

For δ → ∞, the Bessel functions can be expanded in terms
of Airy functions, giving a simple power-law behavior in δ

as Sn,n+δ ∼ C1
√

n|δ|−5/3 and Bn,n+δ ∼ C2|δ|1/3 with two con-
stants C1,2. This is actually a very good approximation even
for moderate values of δ of order unity. We have C2 ≈ 1. After
another rescaling of time, we eventually arrive at Eq. (50).

We now numerically test the simplifications that lead to
Eq. (50) against the exact matrix elements �νμ. In Fig. 3
we show the exact result for the symmetric matrix elements
for intrabranch and interbranch transitions, Snm ∝ (�νμ +
�μν )r=s=1 and S(inter)

nm ∝ (�νμ + �μν )r=−s=1, respectively. This
justifies our approximation to neglect the interbranch transi-
tion rates, which, as can be seen clearly in the plot, are several
orders of magnitude smaller than the intrabranch rates.

In Fig. 4 we plot the exact and asymptotic forms of the
intrabranch rates Snm and Bnm for fixed values of n + m. We
verify a clear power-law decay of Snm, which is tightly lo-
calized around the main diagonal. Obviously, the asymptotic
formula becomes worse as |n − m| approaches n+m

2 but is still
surprisingly accurate. Furthermore, in this region the magni-
tude |Snm| ∼ 10−3. This needs to be compared to values of
order unity on the main diagonal. The outer regions are thus
unimportant in comparison to transitions which occur near the
main diagonal.

Having established the behavior of the symmetric part of
the matrix, we now turn to the antisymmetric part Bnm. By
construction, we have Bnm ∼ sgn(m − n). In Fig. 4 we plot
slices of Bnm for constant n + m as a function of |n − m|.
Apart from the antisymmetry, we see that all slices have the
same universal behavior near the main diagonal, given by the
power law from Eq. (50). Again, deviations increase as we
move further away from the main diagonal, but in this region
the function |Snm|2 is small, and thus these deviations are not
important for the solution of the master equation.

C. Solving the rate equation

In the previous section, we have established, both analyt-
ically and numerically, that the transition-rate matrix can be
very accurately approximated by (for n �= m)

�nm = n + m

2
|n − m|− 10

3
(
1 + p|n − m| 1

3 sgn(m − n)
)
, (55)

(a)

(b)

FIG. 4. (a) Exact Snm and its asymptotic behavior from Eq. (50)
for n + m = 80. Note the logarithmic scale. (b) Exact Bnm and cor-
responding asymptotic function from Eq. (50) for various choices of
n + m. Note that the asymptotic expression for Bnm does not depend
on n + m, and, indeed, near the main diagonal, all the curves col-
lapse. Deviations between the exact and asymptotic forms are only
visible when |n − m| becomes of order n+m

2 , where the expansion
breaks down.

with the asymmetry parameter p = 2e−2η = 2
√

1 − ε2 con-
trolling the approach to the critical point. [The diagonal
elements �nn are fixed by the sum rule Eq. (36).] We numer-
ically solve Eq. (45) using this form of �nm for small values
of p. Specifically, we find the steady-state population ρ(n) as
the right eigenvector of the matrix � with eigenvalue zero.
By virtue of the approximations made in the transition-rate
matrix, we are able to compute the matrix elements for large
values of n � Nmax. The result of this analysis is shown in
Fig. 5.

As we decrease p → 0, the distribution ρ(n) becomes
wider. The decay in n is roughly exponential, which we will
later support by a simple qualitative argument. The steady-
state distribution can be characterized by its spread in terms
of the mean quantum number

n̄ =
∑

n

nρ(n). (56)

Note that since we work in the dressed basis, this is not the
average photon number but a closely related quantity, as we
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FIG. 5. Nonequilibrium steady state below criticality, parametr-
ized through the distribution ρ(n) in Eq. (43). We numerically obtain
ρ(n) by solving Eq. (45), using the approximations (55) for the
transition rates. The solid line corresponds to a truncated Fock space
with n � Nmax = 4000, while the dashed line is for Nmax = 5000.
Both solutions agree well for small values of n. The straight dot-
ted lines indicate that the initial portion of the distribution is well
approximated by an exponential distribution, independent of Nmax.
The universal part of ρ(n) only depends on the asymmetry parameter
p = 2

√
1 − ε2, which controls the distance from the critical point.

As p → 0, the distribution becomes broader, occupying more of the
highly excited Fock states.

detail below. If ρ(n) decays exponentially over a length scale
ξ , then n̄ ∼ ξ . (This may also be taken as a definition of ξ .)
As p → 0, the distribution becomes wider and n̄ diverges. In
Fig. 6 we plot n̄ for small values of p for two different cutoffs
Nmax. For sufficiently large system size, we observe n̄ ∼ 1/p.

To summarize, we have established that below the critical
drive strength, the steady state of the master equation (3) in
the thermodynamic limit of κ → 0+ can be approximated
by the steady state of the classical rate equation (34). The
latter problem can be solved efficiently by replacing the exact

FIG. 6. Average quantum number n̄ in the steady state vs asym-
metry parameter p, obtained by numerically solving the rate equation
with transition-rate matrix (55). The data is shown for two different
Fock-space cutoffs (such that n � Nmax). The scaling behavior is very
well-described by n̄ ∼ 1/p (black line). For larger Nmax, the agree-
ment becomes better, with deviations visible only at the smallest p.

transition-rate matrix with its asymptotic form (55), which
features quasilocal hopping with asymmetry controlled by the
distance to the critical point. The solution obtained in this
manner shows universal behavior for large population that is
independent of the truncation of the Fock space.

V. STEADY-STATE PROPERTIES

In this section we discuss general properties of the steady-
state solution found in the previous section. First, we propose
a simple qualitative picture of the behavior of the steady
state near the critical point. We then discuss the scaling of
observables at the critical point.

A. Qualitative model

In order to derive a simple qualitative picture of the
physical processes at the transition, we consider a simpli-
fied model with asymmetric nearest-neighbor hopping on the
semi-infinite lattice comprised of integers n = 0, 1, 2, . . . .
This is meant to model the population transfer in the dressed
Fock space induced by photon loss events. The corresponding
classical rate equation, for n � 1, reads

dρn

dt
= 1

2
(1 + p)ρn+1 + 1

2
(1 − p)ρn−1 − ρn. (57)

This represents a biased diffusion process on the dressed
Fock-space lattice depicted in Fig. 2: hopping to the left (de-
creasing n) is favored over hopping to the right (increasing n)
via the asymmetry parameter p > 0. This leads to a significant
population of high-energy states in the steady state. We choose
reflecting boundary conditions at the origin, so that only the
first and third term in Eq. (57) remain for n = 0 (with appro-
priate adjustment of the on-site term to maintain conservation
of probability).

Equation (57) can be solved through the ansatz

ρn(t ) ∝ e−qn−γ (q)t (58)

with “momentum” q. We obtain the dispersion relation

−γ (q) = cosh q − 1 − p sinh q. (59)

This admits two steady-state solutions with γ = 0. The first
one, with q = 0, is not permissible on the semi-infinite sys-
tem as it is not normalizable. The second solution consists
in choosing q such that cosh q − p sinh q − 1 = 0. For small
p ∼ 0, we have q ∼ 2p > 0, in which case the solution decays
exponentially according to

ρn ∼ e−2pn. (60)

This model qualitatively reproduces two important features
of the full solution to the classical master equation (34):
(i) exponential decay in n in the regime of large population
(n � Nmax), see Fig. 5, and (ii) scaling of the average number
of excitations according to n̄ ∼ 1/p, see Fig. 6.

The toy model (57) satisfies Kolmogorov’s criterion for
reversible dynamics [86]. That is, for any closed cycle of
states in configuration space {s1, s2, ..., sM}, the product of
transition-rate matrix elements is the same in either sense this
loop is traversed, so that

�s1→s2 ...�sM−1→sM �sM→s1 = �s1→sM �sM→sM−1 ...�s2→s1 . (61)
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A consequence of this is that detailed balance is satisfied.
Hence, the steady-state distribution of this toy model repre-
sents an effective equilibrium distribution ρn ∼ e−En/T , with
En = n and effective temperature Teff ∼ q ∼ 2p.

Given that this toy model appears to accurately reproduce
qualitative features of the solution to the actual rate equa-
tion (34), we may also question whether the solution to our
problem is truly out of equilibrium or whether it, too, features
emergent equilibrium behavior [52–55,87]. On the one hand,
one can see that the transition rates of Eq. (55) do not satisfy
the Kolmogorov criterion. This may be checked for the sim-
ple three-cycle of adjacent neighbors, for which we find the
asymmetry

�n+1→n�n→n−1�n−1→n+1

�n−1→n�n→n+1�n+1→n−1
= (1 + p)(1 + p)(1 − 2

1
3 p)

(1 − p)(1 − p)(1 + 2
1
3 p)

.

(62)

Thus Kolmogorov’s criterion is violated, and detailed balance
is not satisfied for every finite p > 0.

Nevertheless, one can verify that the steady-state distri-
bution approximately satisfies detailed balance for p → 0, at
least in the region where its support is largest. Thus it can be
approximated by a “thermal” distribution with effective tem-
perature Teff ∼ n̄ ∼ 1/p in the region of small n (see Figs. 5
and 6). As a result of this, the critical point describing the pho-
ton blockade breakdown may fall into a classical universality
class known from equilibrium phase transitions [52,53]. We
leave exploring this exciting direction for future work.

B. Scaling of observables

Using the steady-state density matrix computed in Sec. IV,
we now compute the scaling of several experimentally acces-
sible observables in the regime ε < εc. We begin by showing
that the order parameter 〈â〉 is exactly zero in the thermody-
namic limit κ → 0+. This is due to the steady state respecting
the Z2 symmetry generated by C (which swaps the two ex-
citation pathways ± with each other). For this, it is important
that the eigenstates |ν〉 are related to the “Fock states” |n, s〉
[Eq. (4)] by bosonic squeezing operators, so that

|ν〉 = S (η)|n, s〉. (63)

The action of the unitary S (η) is to perform the Bogoliubov
rotation so that

S†(η)âS (η) = cosh ηâ + sinh ηâ†. (64)

Consequently, the physical photon operator obeys (see Ap-
pendix B)

〈ν|â|ν〉 ∝ ν = s
√

n. (65)

Thus if ρss is an equal admixture of the two branches s = ±
according to Eq. (43), then the two contributions cancel, im-
plying 〈â〉 = 0.

We next consider the photon number, which characterizes
the fluctuations of the order parameter in the disordered phase.
From Eq. (B12) we obtain the expectation value in the eigen-

state |ν〉 as

〈ν|â†â|ν〉 =
(

2ε2 + 1

2

)
e2ηn + 1

2
e−2ηn − 1

2
∼ n√

1 − ε2
,

(66)
which is independent of the sign s. This implies

〈â†â〉 ∝
∑

ν

〈ν|â†â|ν〉ρ(n)

∼
∑

n

nρ(n)√
1 − ε2

= n̄√
1 − ε2

∼ 1

1 − ε2
. (67)

The exponent which governs the divergence of the photon
number upon approaching the critical point is known as the
“photon flux exponent.” We find that this exponent is 1, which
is consistent with the “classical” equilibrium Dicke model
[87]. In this case this is not entirely an obvious result as
it arises from a combination of two distinct contributions:
a power of 1

2 comes from the divergent number of photons
in each individual eigenstate |ν〉 and another power of 1

2
comes from the divergent width of the distribution ρ(n) over
the eigenstates. These contributions combine to produce the
overall exponent of 1.

Finally, let us comment on the behavior of the atomic Bloch
vector. In the steady state, we have the exact relation

〈[â, Ĥ ]〉 = −iκ〈[â†, â]â〉. (68)

This implies iκ〈â〉 = E + g〈σ̂−〉. Since 〈â〉 = 0 for ε < εc, we
arrive at

〈σ̂−〉 = − 1
2ε. (69)

The underlying physical picture is that of the Bloch vector
coherently canceling out the driving field. This relation is
satisfied by our mean-field theory, see Eq. (21). We can also
check that the explicit steady-state solution to the rate equa-
tion (34) satisfies this condition. For this we use the results of
Appendix B to deduce 〈ν|σ̂x|ν〉 = −ε and 〈ν|σ̂y|ν〉 = 0 for all
the eigenstates. Since the steady state is diagonal in the energy
eigenbasis, we conclude that

〈σ̂x〉 = −ε, (70)

〈σ̂y〉 = 0, (71)

for the steady state as well, which eventually yields Eq. (69).
Computing the expectation value 〈σ̂z〉 is slightly more sub-

tle. We have 〈ν|σ̂z|ν〉 = 0 for every ν �= 0. Thus the only
possible contribution to the steady-state expectation value
comes from the dressed vacuum, which has ν = 0 and pro-
duces

〈0|σ̂z|0〉 = −
√

1 − ε2. (72)

Thus the steady-state expectation value of σ̂z depends on the
population of the dressed vacuum state according to

〈σ̂z〉 = −ρ(0)
√

1 − ε2. (73)

The value of ρ(0) is not universal and depends on the par-
ticular approximation scheme used to compute the steady
state. However, if we model the steady-state decay in n as
exponential over a length ξ ∼ n̄ (as confirmed by Fig. 6), we
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can estimate that as ε2 → 1, the population of the state |0〉
behaves as

ρ(0) ∼ 1

ξ
∼ 1

n̄
. (74)

For our steady-state solution from the rate equation we have
1/n̄ ∼ p ∼ √

1 − ε2 and so we arrive at

〈σ̂z〉 ∼ 1 − ε2. (75)

This is different from the mean-field theory prediction
〈σ̂z〉MF ∼ √

1 − ε2. Although obtained by directly numer-
ically solving the rate equation, the scaling n̄ ∝ 1/p is
supported on more general grounds by the solution to the
qualitative tight-binding model, the solution of which behaves
as Eq. (60).

This departure from mean-field theory is even more evident
if we compute the length of the Bloch vector, �2 = |〈 �̂σ 〉|2,
which also serves as a measure of the purity of the spin (upon
tracing out the photon). Recall that in mean-field theory this
is a constant of motion and so does not scale with the control
parameter ε. Using the above results, we find instead that to
leading order,

|〈 �̂σ 〉|2 ∼ 1 + O(1 − ε2). (76)

Thus the rate equation predicts that as the critical point is
approached, the length of the atomic Bloch vector approaches
unity. This implies that as we approach the critical point, the
reduced density matrix for the atom tends towards a pure
state. This somewhat counterintuitive result is understood by
appealing to the mean-field picture, which implies that be-
low threshold the steady-state Bloch vector essentially seeks
to self-consistently cancel out the applied driving field. In
order to do so, as we approach the critical point the spin
becomes “fixed” to the eigenvalue which cancels the drive
(of σ̂x = −1), essentially rendering it a nonfluctuating clas-
sical variable. We then see that the “classical” exponent of
the photon number n̄ ∼ 1/(1 − ε2) makes sense given the
freezing of the spin degree of freedom, since now the master
equation reduces to the standard dissipative cavity dynamics.
Knowing this may be useful for future investigations, as it
motivates a natural simplifying ansatz for studying the critical
behavior.

VI. EXPERIMENTAL PLATFORMS AND OUTLOOK

In this paper we have provided a comprehensive analysis
of the critical behavior of the driven-dissipative Jaynes-
Cummings model upon approaching the breakdown of a
photon blockade. In the following we discuss potential experi-
mental platforms and point out future directions for extending
our considerations.

Several experimental platforms qualify to observe this crit-
ical behavior. The necessary experimental ingredients are (i) a
qubit degree of freedom with long coherence time, (ii) a boson
with long coherence time that can be coherently driven, and
(iii) the ability to realize strong coupling between the qubit
and boson.

Arguably the most direct route to realize the model, as orig-
inally envisioned in Ref. [74], is by using an atom, a molecule,

or a quantum dot coupled to a single-mode high-quality opti-
cal cavity. Equivalently, one could couple a superconducting
qubit to a microwave cavity. Indeed, a photon blockade has
been demonstrated with atoms [27], quantum dots [26], and
superconducting qubits [29,72]. However, a number of ob-
stacles remain in order to observe the critical breakdown of
photon blockade in these systems, including limitations on the
lifetimes of both cavity and qubit, the presence of additional
cavity modes, and deviations from the two-level approxima-
tion for the qubit.

Another promising candidate is to realize the system us-
ing an internal-state qubit of a trapped atomic or molecular
ion coupled to its motion. If multiple ions are trapped, the
qubit can be coupled to a phonon mode of the corresponding
Wigner crystal. Trapped-ion-based platforms offer a number
of technical advantages, making such platforms well suited for
quantum simulation [35,36,88], and the analog of the photon
blockade has been demonstrated in trapped ions [37]. Since
the boson in this system is the phonon mode of the ion or
of the ion crystal, the diverging boson number associated with
the photon blockade breakdown may actually entail loss of
the ion from the trap or destruction of the ion crystal, though
it may be possible to still get to a large phonon occupation
number before this occurs.

A third type of system which may be promising centers
around replacing the photon (i.e., the bosonic subsys-
tem) with motional quanta of a nanomechanical resonator
[23,24,41,42,89]. In order to realize the qubit, one may en-
vision strong coupling of an atom to the nanomechanical
resonator, as in Ref. [89]; however, a particularly promising
emerging qubit candidate is the solid-state spin qubit [41]. In
particular, NV centers in diamond can provide qubits with
extremely long coherence times, and coupling the qubit to
the nanomechanical motion has been demonstrated [23]. Of
special note is the coupling of the spin qubit to the motion of
a levitated micromagnet [24,42], which can potentially reach
the required strong-coupling regimes while remaining well
isolated from the environment.

Another, more abstract proposal might capitalize on the
analogy between the Jaynes-Cummings model and Landau
levels in graphene [79,90] in order to realize the critical the-
ory in a purely solid-state setting. In this case, the bosonic
degree of freedom is realized by the cyclotron motion of the
electrons, while the atomic pseudospin degree of freedom is
realized by the electron’s Bloch-band degree of freedom.

In order to compare our findings to potential experiments, it
is crucial to understand how deviations from the model affect
the physics. In the following we discuss several potential
extensions of the model that comprise important immediate
directions for future research.

First, the critical point identified in Ref. [48] and studied
here focuses on the specific point in parameter space where
the bare frequencies of atom, cavity, and drive are all resonant.
This is motivated by the observation that the Z2 particle-hole
symmetry induced by C is no longer a symmetry of the model
when the cavity frequency is changed, while keeping the drive
resonant with the atom. The rotating-frame Hamiltonian is
then modified to include the cavity detuning δph:

Ĥrf = δphâ†â + g(âσ̂+ + â†σ̂−) + E (â + â†). (77)
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While the last two terms, which are discussed in this work, are
odd under C , the first term is even. Thus the Z2 symmetry is
explicitly broken by the detuning δph �= 0, which inhibits crit-
ical fluctuations. The photon blockade breakdown transition
is first order in this case, see Refs. [47,48,51–53].

Quite remarkably, a detuning δa �= 0 of the atomic fre-
quency with respect to the drive (while keeping the cavity
resonant with the drive) does not necessarily imply a first-
order transition. As was shown in Ref. [45], adding a finite
atomic detuning still preserves the exact solubility of the
driven model. In such a case, the dressed spectrum is given by

Eν = ±n
√

1 − ε2[(δa/2)2 + g2
√

1 − ε2]1/2. (78)

We see that even though the C invariance seems to be spoiled
by the detuning, there may still be a critical point due to
the collapse of the eigenvalue spacing, which vanishes as
∼√

1 − ε2.
In our analysis, although we accounted for photon loss,

we neglected spontaneous emission from the atomic degree of
freedom. The inclusion of atomic decay is expected to dras-
tically modify the critical behavior [48]. To understand this,
recall that the photon annihilation operator â essentially has
no interbranch matrix elements. However, this is not true for
the atomic operator σ̂−. For instance, in the absence of driving,
the amplitude for switching branches due to atomic emission
is 〈n − 1,−|σ̂−|n,+〉 = 1

2 , irrespective of the value of n. Con-
trast this to the interbranch transition amplitude for photonic
emission given by 〈n − 1,−|â|n,+〉 = 1

2 (
√

n − √
n − 1) ∼

n−1/2. Whereas this goes to zero for large quantum numbers
n, thereby effectively decoupling the two branches when the
dissipation is due to photon loss, the inclusion of atomic
dissipation may qualitatively alter the steady-state properties.

Two more important effects to be considered, especially if
a connection to experiment is to be made, are counter-rotating
terms and the presence of multiple atomic levels. The former
has been discussed to some degree in Refs. [75,79], and there
is reason to believe it is not a fundamental impediment to-
wards realizing this critical point in experiment. The latter
may present a more important issue, since many proposed
qubit systems do not have the sufficiently strong nonlinear-
ity needed to project out higher internal excitations. This is
particularly troublesome in superconducting qubits [28–33],
where higher lying levels can present complications to the
effective Jaynes-Cummings picture.

There is reason to believe that these various practical com-
plications may not present a severe impediment towards the
observation of this critical physics in a realistic experimental
system. For instance, a single trapped ion may experience
dynamics which are essentially coherent and highly control-
lable for long times. As such, controlled suppression of noise,
decay, counter-rotating, and nonlinear processes are well
understood and can be implemented in a relatively straightfor-
ward way. Since the critical point we propose to study involves
the long-time dynamics of a single-body system, it may be
ideally suited for realization on such a trapped-ion simulator,
where the main sources of error come in to play upon the
introduction of many-body effects.

Even within the confines of the present model, several
intriguing and experimentally relevant open problems remain.

For instance, how does the transition look when approached
from the “other side,” i.e., for ε2 > 1. Based on our semiclas-
sical calculations, as well as our argument based on the rate
equation, we should not expect this part of the phase diagram
to be well defined if we insist on taking the κ → 0+ limit.
Nevertheless, we can still study the behavior of the steady
state for finite κ . In this case we expect the critical point to
evolve into a smooth crossover. Studying this in a quantitative
manner may be achieved in terms of a functional integral de-
scription [52,53,87,91,92] by building upon the saddle-point
semiclassical solutions, now including fluctuations due to fi-
nite κ . This has the additional advantage in that it allows
us to study dynamical correlation functions, whereas in this
work we are limited to only studying static correlation func-
tions. This may be particularly relevant given that the steady
state appears to admit an emergent equilibrium description
[52,53], despite the microscopic violation of detailed balance.
Studying the dynamical correlations of the system can then
allow for determining whether the system obeys a generalized
fluctuation-dissipation relation, as is often the case when sys-
tems display emergent equilibrium [52,76,86,87,92].

This approach may also naturally lend itself towards a gen-
eralization to include a many-body version of this transition.
Specifically, we might imagine a Bose-Hubbard–like system
where, instead of an onsite Hubbard nonlinearity of the form
â†â†ââ we consider an on-site Jaynes-Cummings–type non-
linearity. Such a model has been considered in Refs. [93–97],
but not in the context of the breakdown of photon blockade.
In principle, this could dramatically alter the ground-state
phase diagram. To see why, we might imagine a quantum
fluctuation in the order parameter of a neighboring site which
is sufficiently strong as to induce a breakdown of the photon
blockade. This would result in a destruction of the Mott state
locally. In principle, these tunneling events may then prolifer-
ate and ultimately destabilize the Mott lobe entirely.
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APPENDIX A: DRIVEN EIGENSTATES

We follow Ref. [45] and obtain the eigenstates and eigen-
values of the Hermitian operator (rescaled by g)

Ĥ = â†σ̂− + âσ̂+ + 1
2ε(â + â†) (A1)

with

ε ≡ 2E/g, (A2)

the unitless control parameter. We will henceforth, without
loss of generality, consider ε > 0. We use the convention for
the displacement and squeezing operators (η ∈ R),

D(α) = exp(αâ† − α∗â),

S (η) = exp
(

1
2η(â†â† − ââ)

)
, (A3)

which act on the annihilation operator as

D†(α)âD(α) = â + α, (A4)

S†(η)âS (η) = uâ + vâ†, (A5)

with u = cosh(η) and v = sinh(η).
Let us consider the eigenvalue problem(

â†σ̂− + âσ̂+ + 1
2ε(â + â†) − λν

)|ν〉 = 0. (A6)

We will use the convention that ν labels the eigenstates and λν

is the eigenvalue for eigenstate ν.
First, with the knowledge of the exact solution, we perform

a squeezing transformation of the form

|ν〉 ≡ S (η)|n, s〉. (A7)

We will later determine the exact squeezing parameter η. For
the moment, the notation |n, s〉 is merely suggestive, but as we
will see, this is consistent with the quantum number labeling
scheme used throughout the paper. This transformation acts
on Ĥ to produce

(τ̂+â + τ̂−â† − λ)|n, s〉 = 0, (A8)

where we have defined the new two-by-two matrix

τ̂+ = τ̂
†
− ≡ uσ̂+ + vσ̂− + 1

2ε(u + v). (A9)

We observe that

det τ̂− = 1
4ε2(u2 + v2) − (

1 − 1
2ε2

)
uv, (A10)

and hence the matrix τ̂− is singular when

det τ̂− = 0 ⇔ tanh(2η) = ε2

2 − ε2
. (A11)

This only has a solution if 0 < ε2/(2 − ε2) < 1 ⇒ ε2 < 1. If
this condition is met, then we can choose η such that(

1
2ε(u + v)

)2 = uv ⇒ 1
2ε(u + v) = √

uv. (A12)

This leads to the following matrix representation for τ̂−:

τ̂− =
(√

uv v

u
√

uv

)
. (A13)

Let χR, χ
†
L be the normalized left and right eigenvectors with

zero eigenvalue, respectively, so that

τ̂−χR = χ
†
L τ̂− = 0. (A14)

Note that by virtue of σ̂x τ̂+σ̂x = τ̂−, these are related by χL =
σ̂xχR. We have the specific representation of χR as

χR =

⎛
⎜⎝−

√
v

u+v√
u

u+v

⎞
⎟⎠. (A15)

We begin by determining the ground-state (vacuum) |0〉, as
the state which is annihilated by both τ̂− and â. The eigenvalue
is zero and the ket is

|0〉 = χR ⊗ |vac〉, (A16)

where |vac〉 is the photon vacuum state.
Next we determine the excitations above the vacuum.

These are organized into two-dimensional subspaces of the
form

|n, s〉 = AχR ⊗ |ψR〉 + BχL ⊗ |ψL〉. (A17)

We insert this ansatz and then act on the left with χ
†
R and

χ
†
L . Using that these are zero left eigenvectors of τ̂+ and τ̂−,

respectively, and we find

Bχ
†
R τ̂−χL(â†|ψL〉) = λ(A|ψR〉 + Bχ

†
RχL|ψL〉),

Aχ
†
L τ̂+χR(â|ψR〉) = λ(Aχ

†
LχR|ψR〉 + B|ψL〉). (A18)

These may be decoupled to obtain the equation for the “left”
ket as

|ψL〉 = A

B

(
1

λ
χ

†
L τ̂+χRâ − χ

†
LχR

)
|ψR〉 (A19)

and the equation for the “right” ket as

(χ†
R τ̂−χLâ† − λχ

†
RχL )(χ†

L τ̂+χRâ − λχ
†
LχR)|ψR〉 = λ2|ψR〉.

(A20)

We can solve this by a displaced Fock state such that

|ψR〉 = D(α)|n〉, (A21)

with

α = λ
χ

†
LχR

|χ†
L τ̂+χR| (A22)

the displacement and

λ2 = n|χ†
L τ̂+χR|2 (A23)

the eigenvalue, with n = 0, 1, 2, 3.... This has two branches of
solution,

λ = ±√
n|χ†

R τ̂−χL|. (A24)

The kets |n, s〉 are then determined by using Eq. (A19) and
normalizing.

We thus obtain the final result for the spectrum as

|ν〉 = S (η)|n, s〉, (A25)
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with “ladder” states

|n, s〉 = D(αν )
1√
2

(χR|n〉 + sχL|n − 1〉),

|0〉 = χR|vac〉, (A26)

where s = ± and n = 1, 2, .... The squeezing parameter is
obtained as

η = − 1
4 log(1 − ε2), (A27)

and αν, λν are

λν = s
√

ne−3η = s
√

n(1 − ε2)
3
4 = ν(1 − ε2)

3
4 ,

αν = −εe3ηλ = −εs
√

n = −εν, (A28)

and, as usual, u = cosh η, v = sinh η.

APPENDIX B: MATRIX ELEMENTS

In this Appendix, we compute the matrix elements of vari-
ous operators in the driven eigenbasis computed in Sec. A. Let
us start with the “vacuum state” with ν = 0, as it is simpler
and somewhat of a special case. For the expectation values of
â and â†â, we have

〈0|â|0〉 = 〈vac|uâ + vâ†|vac〉 = 0 (B1)

and

〈0|â†â|0〉 = 〈vac|(uâ† + vâ)(uâ + vâ†)|vac〉 = v2. (B2)

Recalling that v = sinh η, we obtain the scaling upon ap-
proaching the critical point of

〈0|â†â|0〉 ∼ 1√
1 − ε2

. (B3)

For the expectation values of the spin operators, we have a
relatively simple calculation of

〈0| �̂σ |0〉 = χ
†
R �̂σχR = (−ε, 0,−

√
1 − ε2). (B4)

For the states with ν �= 0, the result is a bit more com-
plicated. We first perform the squeezing transformation to go
from the eigenstates |ν〉 to the ladder states |n, s〉 to obtain

〈ν|â|ν〉 = 〈n, s|uâ + vâ†|n, s〉, (B5)

〈ν|â†â|ν〉 = 〈n, s|(uâ + vâ†)(uâ + vâ†)|n, s〉, (B6)

〈ν| �̂σ |ν〉 = 〈n, s| �̂σ |n, s〉. (B7)

The field expectation value is the simplest and can be
computed to be

〈n, s|â|n, s〉 = 3
2αν. (B8)

Similarly, the spin operators are relatively simple to calculate
and yield

〈n, s| �̂σ |n, s〉 = (−ε, 0, 0). (B9)

For the photon number, due to the Bogoliubov transforma-
tion, we require both of the expectation values

〈n, s|{â†, â}|n, s〉 = 2n + 4α2
ν , (B10)

〈n, s|â2|n, s〉 = 2α2
ν . (B11)

TABLE III. Expectation values of different observables in the
dressed eigenstates.

ν = 0 ν �= 0

〈0|â|0〉 = 0 〈ν|â|ν〉 = − 3
2 εeην

〈0|â†â|0〉 = sinh2 η 〈ν|â†â|ν〉 = (2ε2e2η + cosh 2η)ν2 − 1
2〈0|σ̂x|0〉 = −ε 〈ν|σ̂x|ν〉 = −ε

〈0|σ̂y|0〉 = 0 〈ν|σ̂y|ν〉 = 0
〈0|σ̂z|0〉 = −√

1 − ε2 〈ν|σ̂z|ν〉 = 0

We combine these with the behavior of the Bogoliubov coef-
ficients u = cosh η and v = sinh η to obtain

〈ν|â|ν〉 = 3

2
ανeη, (B12)

〈ν|â†â|ν〉 =
(

n

2
+ 2α2

)
e2η − 1

2
+ n

2
e−2η, (B13)

〈ν| �̂σ |ν〉 = (−ε, 0, 0). (B14)

The results for both the ν = 0 and ν �= 0 states are summa-
rized in Table III.

Next, we compute the transition elements between eigen-
states via single-photon emission events. Let ν and μ be the
two eigenvalues connected by the transition. Then we need
the off-diagonal elements for the transition μ → ν. These
are expressed in terms of the ladder states of Eq. (A26) as
〈ν|â|μ〉 = 〈n, s|uâ + vâ†|m, r〉, where ν = s

√
n is the final

quantum number and μ = r
√

m is the initial quantum number.
To compute 〈ν|â|μ〉, define the ladder-state matrix elements of
â as

An,s|m,r = 〈n, s|â|m, r〉. (B15)

This quantity is regular at the transition point, and so we set
ε = 1. We have

An,s|m,r = 1
2 (〈n| − s〈n − 1|)D(−s

√
n)†

× âD(−r
√

m)(|m〉 − r|m − 1〉)

= 1
2 (〈n| − s〈n − 1|)D(−s

√
n)†

× D(−r
√

m)(â − r
√

m)(|m〉 − r|m − 1〉).
(B16)

Due to orthogonality,

(〈n| − s〈n − 1|)D(−s
√

n)†D(−r
√

m)(|m〉 − r|m − 1〉) = 0,

(B17)

which simplifies to

An,s|m,r = 1

2
(〈n| − s〈n − 1|)

×D(α)(
√

m|m − 1〉 − r
√

m − 1|m − 2〉)

= 1

2
〈0|

(
1√
n!

ân − s
1√

(n − 1)!
ân−1

)
D(α)

×
( √

m√
(m−1)!

(â†)m−1−r

√
m − 1√

(m − 2)!
(â†)m−2

)
|0〉,

(B18)
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with

α = s
√

n − r
√

m. (B19)

In order to evaluate this expression, we employ the gener-
ating function

〈0|âpD(α)â†(q)|0〉 = e|α|2/2

(
∂

∂α

)q(
− ∂

∂α∗

)p

e−|α|2 . (B20)

The derivative with respect to α∗ may be performed to obtain

〈0|âpD(α)â†(q)|0〉 = e|α|2/2

(
∂

∂α

)q

(αpe−α∗α ). (B21)

As the derivative treats α and α∗ independently, we can now
rescale α by α∗ via α = r/α∗ which then allows us to write

〈0|âpD(α)â†(q)|0〉 = er/2(α∗)q−p
(

∂

∂r

)q

(rpe−r )

= q!e−r/2(α2)p−q(α∗)q−pL(p−q)
q (r),

(B22)

with associated Laguerre polynomials L(k)
n (z). The second

equality follows by application of the Rodrigues formula for
associated Laguerre polynomials. We can now take α to be
real to obtain the result

〈0|âpD(α)â†(q)|0〉 = e−α2/2q!αp−qL(p−q)
q (α2). (B23)

We thus obtain the manifestly real expression

An,s|m,r = e−α2/2

2

[√
m!

n!
αn−m+1L(n−m+1)

m−1 (α2)

− s

√
m!

(n − 1)!
αn−mL(n−m)

m−1 (α2)

− r

√
(m − 1)!

n!
αn−m+2L(n−m+2)

m−2 (α2)

+ rs

√
(m − 1)!

(n − 1)!
αn−m+1L(n−m+1)

m−2 (α2)

]
. (B24)

Note that the matrix elements satisfy

An,−s|m,−r = (−1)n−m+1An,s|m,r, (B25)

and so we only need to consider two out of four possible
combinations of the signs r and s: one same-sign combination
and one opposite-sign combination.

We are interested in the asymptotic behavior of An,s|m,r for
large m, n → ∞ as a function of the difference m − n. We
consider the case of equal sign and set r = s = 1. Define the
relative coordinate

R = √
n − √

m, (B26)

so that α = R for our sign choice. We have

An,1|m,1 = A(1)
nm + A(2)

nm + A(3)
nm + A(4)

nm (B27)

with

A(1)
nm = e−R2/2

2

√
m!

n!
Rn−m+1L(n−m+1)

m−1 (R2), (B28)

A(2)
nm = −e−R2/2

2

√
m!

(n − 1)!
Rn−mL(n−m)

m−1 (R2), (B29)

A(3)
nm = −e−R2/2

2

√
(m − 1)!

n!
Rn−m+2L(n−m+2)

m−2 (R2), (B30)

A(4)
nm = e−R2/2

2

√
(m − 1)!

(n − 1)!
Rn−m+1L(n−m+1)

m−2 (R2). (B31)

We write m = n + δ with integer δ �= 0 so that

A(1)
n,n+δ = e−R2/2

2

√
(n + δ)!

n!
R1−δL(1−δ)

n+δ−1(R2), (B32)

A(2)
n,n+δ = −e−R2/2

2

√
(n + δ)!

(n − 1)!
R−δL(−δ)

n+δ−1(R2), (B33)

A(3)
n,n+δ = −e−R2/2

2

√
(n + δ − 1)!

n!
R2−δL(2−δ)

n+δ−2(R2), (B34)

A(4)
n,n+δ = e−R2/2

2

√
(n + δ − 1)!

(n − 1)!
R1−δL(1−δ)

n+δ−2(R2). (B35)

To study the asymptotic behavior of these expressions in the
limit n ∼ ∞ while keeping δ fixed, we use

R = √
n − √

n + δ ∼ − δ

2
√

n
(B36)

and √
(n + c)!

(n + d )!
∼ √

n
c−d

, e−R2/2 ∼ 1 − δ2

8n
∼ 1. (B37)

We then have

A(1)
n,n+δ ∼ 1

2

(
− δ

2
√

n

)1−δ√
n

δ
L(1−δ)

n+δ−1

(
δ2

4n

)
. (B38)

The asymptotic behavior of the Laguerre polynomials L(k)
N for

x > 0, N → ∞, and k fixed is determined by

L(k)
N

(
x

N

)
∼

(
N√

x

)k

e
x

2N Jk (2
√

x), (B39)

with Jk (y) the Bessel function. Note that

Jk (−x) = (−1)kJk (x) = J−k (x). (B40)

Hence

L(k)
n+const

(
δ2

4n

)
∼

(
2n

|δ|
)k

e
δ2

8n Jk (|δ|) ∼
(

2n

|δ|
)k

Jk (|δ|), (B41)

and so

A(1)
n,n+δ ∼

√
n

2
(−sgn(δ))1−δJ1−δ (|δ|)

=
√

n

2
(−sgn(δ))1−δ (sgn(δ))1−δJ1−δ (δ)

=
√

n

2
(−1)1−δJ1−δ (δ)

=
√

n

2
Jδ−1(δ). (B42)
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Similarly, we obtain

A(2)
n,n+δ ∼ −

√
n

2
Jδ (δ), (B43)

A(3)
n,n+δ ∼ −

√
n

2
Jδ−2(δ), (B44)

A(4)
n,n+δ ∼

√
n

2
Jδ−1(δ). (B45)

We conclude that the asymptotic behavior of Eq. (B27) for for
n → ∞ with m = n + δ and δ ∈ Z is given by

An,1|n+δ,1 ∼ √
n f (δ), (B46)

where

f (δ) = 1

δ
Jδ−1(δ). (B47)

The first line follows from Eq. (B24) in the limit α → 0,
and the second line follows from Jk−1(y) + Jk+1(y) = 2k

y Jk (y)
with k = δ − 1.

We next justify neglecting the interbranch transitions by
showing that they decay exponentially in n for large n, m.
For this purpose, we choose s = 1 and r = −1 in Eq. (B24).
Setting n = m (corresponding to δ = 0), we have α = 2

√
n

and arrive at

An,1|n,−1 ∼
√

ne−2n

2

[
2L(1)

n−1(4n) − Ln−1(4n)

+ 4L(2)
n−2(4n) − 2L(1)

n−2(4n)
]
. (B48)

We numerically fit the asymptotic behavior for large n ∈
[10, 100] to be

An,1|n,−1 ∼ (−1)n+1 × 0.07n−0.83, (B49)

which is an excellent approximation even for n of order unity.
Consequently, |An,1|n,−1|2 decays faster than 1/n. For δ ∈ Z,
δ �= 0, we have α = √

n + √
n + δ ∼ 2

√
n + δ

2
√

n
, and verify

numerically that |An,1|n+δ,−1| decays with an exponent close to
that in Eq. (B49).

We now further evaluate the asymptotic matrix elements
for moderate to large δ, which leads to a simple power-law
form. For this purpose, we separate the function f (δ) in (B47)
into even and odd parts according to

f (δ) = s(|δ|) + sgn(δ)a(|δ|), (B50)

with

s(y) = 1

2y
[Jy−1(y) − Jy+1(y)], (B51)

a(y) = 1

2y
[Jy−1(y) + Jy+1(y)]. (B52)

Note that while f (δ) is oscillatory for real δ < 0, we only
evaluate the function for integer arguments δ ∈ Z\{0}, where
these oscillations are not visible. For y > 0 we use the integral
representation of the Bessel functions to write

Jy±1(y) =
∫ π

−π

dθ

2π
e−iδ[sin(θ )−θ]∓iθ . (B53)

For large δ → ∞, the integral will be dominated by the region
of small angles. We expand sin(θ ) − θ = − 1

6θ3 + O(θ5) and

introduce the variable x3 = y
2 y3 and extend the integration

boundaries to infinity. We then arrive at

Jy±1(y) =
(

2

y

)1/3 ∫ ∞

−∞

dθ

2π
e−ix3/3∓i( 2

y )1/3x

=
(

2

y

)1/3

Ai(∓(2/y)1/3), (B54)

with Airy function

Ai(x) =
∫ ∞

0

dθ

π
cos

(
θ3

3
+ xθ

)

= 1

32/3�
(

2
3

) + 1

31/3�
(

1
3

)x + O(x2) (B55)

and Euler’s function �(x). Consequently, as y → ∞, we have

s(y) ∼ (4/3)1/3

�
(

1
3

) y−5/3, (B56)

a(y) ∼ (2/9)1/3

�
(

2
3

) y−4/3. (B57)

In fact, these formulas are excellent approximations even for
small y ∼ O(1). We further have

a(y)

s(y)
∼ �

(
1
3

)
61/3�

(
2
3

)y1/3 ≈ y1/3, (B58)

where the prefactor is close to unity.

APPENDIX C: DYNAMIC STABILITY
OF MEAN-FIELD EQUATIONS

In this section we investigate the stability of the set of
mean-field equations (18). We write

a = 〈â〉, σ = 〈σ̂−〉, σ3 = 〈σ̂z〉. (C1)

The flow equations in these variables read

ȧ = −κa − i(E + gσ ), (C2)

σ̇ = igaσ3, (C3)

σ̇3 = −2ig(aσ ∗ − a∗σ ). (C4)

We assume E, g > 0. We then decompose a and σ into their
real and imaginary parts according to

a = a1 + ia2, (C5)

σ = σ1 + iσ2, (C6)

to arrive at

ȧ = −κ (a1 + ia2) + (−iE + gσ2 − igσ1), (C7)

σ̇ = ig(a1 + ia2)σ3, (C8)

σ̇3 = 4g(a2σ1 − a1σ2). (C9)

Hence the flow equations for the five real parameters �c =
(a1, a2, σ1, σ2, σ3) read

ȧ1 = −κa1 + gσ2, (C10)

ȧ2 = −κa2 − E − gσ1, (C11)

023062-16



CRITICAL THEORY FOR THE BREAKDOWN OF PHOTON … PHYSICAL REVIEW RESEARCH 3, 023062 (2021)

σ̇1 = −ga2σ3, (C12)

σ̇2 = ga1σ3, (C13)

σ̇3 = 4g(a2σ1 − a1σ2). (C14)

We have
d

dt
〈�σ 〉2 = d

dt

(
4σ 2

1 + 4σ 2
2 + σ 2

3

) = 0. (C15)

[For this, note that σ1 = 1
2 〈σ̂x〉 and σ2 = 1

2 〈σy〉 due to σ̂± =
1
2 (σ̂x ± iσ̂y).] We denote �2 = 4σ 2

1 + 4σ 2
2 + σ 2

3 .
We study the stability of fixed points of the above five

equations. There are two fixed points, which we label (I) and
(II). First, consider fixed point (I) given by

a1 = a2 = σ2 = 0, (C16)

σ1 = −E
g
. (C17)

For this set of parameters, the flow equations vanish irrespec-
tive of the value of σ3. We compute the stability matrix

Mi j = Mi j (�c) = ∂ ċi

∂c j
. (C18)

At a given fixed point �c�, each positive eigenvalue of M(�c�)
corresponds to a repulsive direction. A completely stable fixed
point only has negative eigenvalues of M(�c�). At fixed point
(I), we have

M =

⎛
⎜⎜⎜⎜⎜⎜⎝

−κ 0 0 g 0

0 −κ −g 0 0

0 −gσ3 0 0 0

gσ3 0 0 0 0

0 −4E 0 0 0

⎞
⎟⎟⎟⎟⎟⎟⎠

, (C19)

with eigenvalues

0,
1

2
(−κ +

√
κ2 + 4g2σ3),

1

2
(−κ −

√
κ2 + 4g2σ3). (C20)

The latter two eigenvalues are each doubly degenerate. The
eigenvalue 0, corresponding to the column which is identically

0, is related to the conservation of �2 and is thus unimportant.
In the limit κ → 0, the sign of σ3 matters. For σ3 > 0, we
find two positive eigenvalues, and so two repulsive directions.
For σ3 < 0, on the other hand, the eigenvalues become purely
imaginary with a tiny (negative) real part due to κ . This de-
scribes a stable oscillatory behavior of the expectation values,
which are eventually attracted to the fixed point.

Next consider fixed point (II) given by

a1 = g

κ
σ2, (C21)

a2 = −E + gσ1

κ
, (C22)

σ2 = ±
√

−E
g
σ1 − σ 2

1 , (C23)

σ3 = 0. (C24)

Here the fixed point condition is satisfied irrespective of the
value of σ1. The eigenvalues of the stability matrix, which are
independent of the sign of σ2, are given by

0, −κ, −κ, +2ig

κ

√
E (E + gσ1), −2ig

κ

√
E (E + gσ1).

(C25)

The eigenvalues remain imaginary (leading to oscillatory
behavior) as long as E + gσ1 > 0. This is solved by either
σ1 > 0 or

|σ1| <
E
g

= ε

2
for σ1 < 0. (C26)

The reality of σ2, however, requires the second choice with
σ1 < 0. Indeed, the mean-field solution shown in Eqs. (26)
satisfies

σ1 = − �2

2ε
= −�2

ε2

ε

2
(C27)

with negative σ1 such that |σ1| < ε
2 due to ε2 > �2 in the

symmetry-broken phase.
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Vučković, Coherent generation of non-classical light on a chip
via photon-induced tunnelling and blockade, Nat. Phys. 4, 859
(2008).

[27] K. M. Birnbaum, A. Boca, R. Miller, A. D. Boozer, T. E.
Northup, and H. J. Kimble, Photon blockade in an optical cavity
with one trapped atom, Nature (London) 436, 87 (2005).

[28] L. S. Bishop, J. M. Chow, J. Koch, A. A. Houck, M. H. Devoret,
E. Thuneberg, S. M. Girvin, and R. J. Schoelkopf, Nonlinear
response of the vacuum Rabi resonance, Nat. Phys. 5, 105
(2009).

[29] C. Lang, D. Bozyigit, C. Eichler, L. Steffen, J. M. Fink, A. A.
Abdumalikov, M. Baur, S. Filipp, M. P. da Silva, A. Blais,

and A. Wallraff, Observation of Resonant Photon Blockade at
Microwave Frequencies Using Correlation Function Measure-
ments, Phys. Rev. Lett. 106, 243601 (2011).

[30] J. Raftery, D. Sadri, S. Schmidt, H. E. Türeci, and A. A. Houck,
Observation of a Dissipation-Induced Classical to Quantum
Transition, Phys. Rev. X 4, 031043 (2014).

[31] J. M. Fink, A. Dombi, A. Vukics, A. Wallraff, and P. Domokos,
Observation of the Photon-Blockade Breakdown Phase Transi-
tion, Phys. Rev. X 7, 011012 (2017).

[32] M. Fitzpatrick, N. M. Sundaresan, A. C. Y. Li, J. Koch, and
A. A. Houck, Observation of a Dissipative Phase Transition in a
One-Dimensional Circuit QED Lattice, Phys. Rev. X 7, 011016
(2017).

[33] C. Vaneph, A. Morvan, G. Aiello, M. Féchant, M. Aprili, J.
Gabelli, and J. Estève, Observation of the Unconventional Pho-
ton Blockade in the Microwave Domain, Phys. Rev. Lett. 121,
043602 (2018).

[34] H. J. Snijders, J. A. Frey, J. Norman, H. Flayac, V. Savona, A. C.
Gossard, J. E. Bowers, M. P. van Exter, D. Bouwmeester, and
W. Löffler, Observation of the Unconventional Photon Block-
ade, Phys. Rev. Lett. 121, 043601 (2018).

[35] W. Ge, B. C. Sawyer, J. W. Britton, K. Jacobs, J. J. Bollinger,
and M. Foss-Feig, Trapped Ion Quantum Information Process-
ing with Squeezed Phonons, Phys. Rev. Lett. 122, 030501
(2019).

[36] K. Toyoda, Y. Matsuno, A. Noguchi, S. Haze, and S. Urabe,
Experimental Realization of a Quantum Phase Transition
of Polaritonic Excitations, Phys. Rev. Lett. 111, 160501
(2013).

[37] S. Debnath, N. M. Linke, S. T. Wang, C. Figgatt, K. A.
Landsman, L. M. Duan, and C. Monroe, Observation of Hop-
ping and Blockade of Bosons in a Trapped Ion Spin Chain,
Phys. Rev. Lett. 120, 073001 (2018).

[38] A. Majumdar, M. Bajcsy, and J. Vučković, Probing the ladder
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