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Quantum phenomena such as entanglement can improve fundamental limits on the sensitivity of
a measurement probe. In optical interferometry, a probe consisting of N entangled photons provides
up to a

√
N enhancement in phase sensitivity compared to a classical probe of the same energy. Here,

we employ high-gain parametric down-conversion sources and photon-number-resolving detectors to
perform interferometry with heralded quantum probes of sizes up to N = 8 (i.e. measuring up to
16-photon coincidences). Our probes are created by injecting heralded photon-number states into
an interferometer, and in principle provide quantum-enhanced phase sensitivity even in the presence
of significant optical loss. Our work paves the way towards quantum-enhanced interferometry using
large entangled photonic states.

INTRODUCTION

Optical interferometry provides a means to sense very
small changes in the path of a light beam. These changes
may be induced by a wide range of phenomena, from
pressure and temperature variations that impact refrac-
tive index, to modifications of the space-time metric that
characterize gravitational waves. In its simplest form,
interferometry measures distortions via the phase differ-
ence φ between the two paths of the interferometer. The
uncertainty ∆φ in a measurement of this phase difference
is limited fundamentally by the quantum noise of the il-
luminating light beams. This noise can be reduced by
employing light exhibiting nonclassical properties such as
entanglement and squeezing in order to improve the sen-
sitivity of an interferometer beyond classical limits [1].
Quantum states of light are most effective when it is
desirable to maximize the phase sensitivity per photon
inside an interferometer, such as in gravitational wave
detectors [2, 3] or when characterizing delicate photosen-
sitive samples [4–8].

In principle, N -photon quantum states of light such as
the highly entangled N00N state can provide up to a

√
N

precision enhancement over a classical state of equal en-
ergy [9–17]. Unfortunately these highly entangled states
are vulnerable to decoherence, especially at large photon
numbers. In practice, their enhanced sensitivity disap-
pears in the presence of loss which may originate from
interactions inside the interferometer (e.g. absorption in
a sample) as well as external losses in the state prepara-
tion and detection [18].

Although a
√
N enhancement is not achievable in the

presence of loss, one can engineer states that trade-
away sensitivity for loss-tolerance in order to still achieve
some advantage over classical limits [19, 20]. For exam-
ple, squeezed light [21–24] and non-maximally entangled

states such as Holland-Burnett states [25–31] can surpass
classical limits despite some losses. Importantly, the pre-
cision enhancement achievable with such states can grow
with N , even in the presence of loss [19]. Experimental
demonstrations have prepared unheralded N = 6 [29, 30]
(or heralded N = 2 [28]) Holland-Burnett states, but
further increase of N is constrained by source bright-
ness as well as detector efficiency and number-resolution.
This motivates developing experimental protocols that
can produce and detect loss-tolerant states with larger
photon numbers.

In this work, we address a number of key challenges in
order to scale-up quantum-enhanced interferometry us-
ing definite photon-number states of light. Firstly, we
introduce probe states that are prepared by combining
two photon-number states on a beam splitter similarly
to Holland-Burnett states. However, unlike the latter,
we allow the initial photon-number states to be unequal.
We show that these generalized Holland-Burnett states
are more sensitive than both Holland-Burnett and N00N
states in the presence of loss and approximate the per-
formance of the optimal probe [19]. Secondly, we experi-
mentally implement our scheme using high-gain paramet-
ric down-conversion sources [32, 33] and state-of-the-art
photon-number-resolving detectors [34] in order to ac-
cess a large photon-number regime. We herald entangled
probes of sizes up to N = 8 and measure up to 16-photon
coincidences, thereby further increasing the scale of ex-
perimental multiphoton quantum technologies [35–37].

The idea is illustrated in Fig. 1(a). Two type-II
parametric down-conversion (PDC) sources each produce
pairs of light beams that are quantum-correlated in pho-
ton number, i.e. a two-mode squeezed vacuum state

|χ〉 =
√

1− λ2
∞∑
n=0

λn |n, n〉 . (1)
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FIG. 1. Interferometric scheme. (a) Two type-II para-
metric down-conversion sources each produce orthogonally-
polarized pairs of beams that are separated using polariz-
ing beam splitters. By measuring one of the beams from
each source with a photon-number-resolving detector, we her-
ald a pair of photon-number states |h1, h2〉. We inject this
probe into an interferometer and perform photon counting
at the output to estimate the unknown phase difference φ.
(b) Quantum Fisher information Q calculated for 8-photon
(N = h1 + h2 = 8) probes inside the interferometer as a
function of the signal transmissivity ηs which is assumed
to be equal in both interferometer modes. Coloured curve
in the main figure plots Q of the probe with the optimal
∆ = |h1 − h2| for a given ηs, while the inset shows the full
curves of each probe for ηs ∈ [0.4, 0.75]. Our probe approx-
imates the performance of the optimal state [black line] and
surpasses that of the N00N state [dashed line] for efficiencies
below ∼ 90%. The grey filled region indicates performance
below the shot-noise limit.

Here, λ is a parameter that determines the average num-
ber of photons in each beam, 〈n〉 = λ2/(1 − λ2). Mea-
suring one of the beams with an ideal lossless photon-
number-resolving detector projects the second beam onto
a known photon-number state |h1〉. Duplicating this pro-
cedure with a second independent source and detector,
we herald pairs of photon-number states that are not
necessarily identical, i.e. the probe |h1, h2〉. When these
states are combined on the first beam splitter, multipho-
ton interference generates a path-entangled probe inside
the interferometer [38].

We quantify the phase-sensitivity of the probe inside
the interferometer by calculating the quantum Fisher in-
formation Q. The quantity Q provides a lower limit on
the best achievable phase uncertainty via the quantum
Cramer-Rao bound, ∆φ ≥ 1/

√
Q. The bound can be

saturated using the optimal measurement strategy, which
in the absence of loss is photon counting for the probes
considered here [39, 40].

In Fig. 1(b), we plot Q for several probes with the
same total photon number N = h1+h2 = 8, but different
∆ = |h1 − h2|, as a function of the signal transmissivity
ηs which we assume to be equal in both interferometer
modes. Probes with a small ∆ provide a greater ad-
vantage over the classical shot-noise limit but are more
sensitive to losses. Since the probe is heralded in our
scheme, one can choose the optimal ∆ for a given ηs.

Also shown in Fig. 1(b) is Q for the optimal state
that maximizes this parameter for a given N and ηs.
This state has been found in Ref. [19]; the derivation
is reproduced in the Supplementary Method 1. For the
loss-free case (ηs = 1), the optimal state is the N00N
state. However, for efficiencies below ∼ 90%, our probes
significantly surpass the N00N state in terms of Q, ex-
hibiting performance close to optimal. Moreover, in con-
trast to the N00N and Holland-Burnett states, our probe
performs at least as well as the shot-noise limit for any
amount of loss.

We now turn to the experiment. Both PDC sources
are periodically poled potassium titanyl phosphate (pp-
KTP) waveguides pumped with ∼ 0.5 ps long pulses from
a mode-locked laser at a repetition rate of 100 kHz. The
four detectors are superconducting transition edge sen-
sors which we use to count up to 10 photons with a de-
tection efficiency exceeding 95% [34]. The interferome-
ter is a fiber-based device in which we can control the
distance between two evanescently-coupled fibers using a
micrometer to vary φ, much like changing the path length
difference between two arms of an interferometer. Fur-
ther details on the experimental setup can be found in
the Methods.

We measure interference fringes given by
prs1,s2,h1,h2

(φ), the joint photon-number probabil-
ity per pump pulse to obtain the herald outcome (h1, h2)
and measure (s1, s2) at the output of the interferometer
when the phase difference is φ. We will refer to this as
the (s1, s2, h1, h2) rate. To quantify the phase sensitivity
of the rates measured with a particular herald outcome
(h1, h2), we calculate the Fisher information:

Fh1,h2(φ) =
∑
s1,s2

[
∂φp̃rs1,s2,h1,h2

(φ)
]2

p̃rs1,s2,h1,h2
(φ)

, (2)

where ∂φ denotes the partial derivative with respect to
φ, and p̃rs1,s2,h1,h2

(φ) is a model fitted to the mea-
sured rates (see Supplementary Method 2). Note that
Fh1,h2(φ) quantifies the amount of information about φ
in our measurement results, i.e. for a specific measure-
ment strategy, and so Fh1,h2

(φ) ≤ Q. We compare the
performance of our photon counting strategy to the opti-
mal measurement strategy in the Supplementary Discus-
sion 1.

Our primary figure of merit is the Fisher informa-
tion per detected signal photon conditioned on measuring
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FIG. 2. The weak gain regime. (a) Rates measured with the probe |1, 1〉: (s1, s2, h1, h2) = (2, 0, 1, 1) [blue], (1, 1, 1, 1)
[orange], (0, 2, 1, 1) [green]. (b) Rates measured with the probe |2, 1〉: (3, 0, 2, 1) [blue], (2, 1, 2, 1) [orange], (1, 2, 2, 1) [green],
(0, 3, 2, 1) [red]. Error bars are one standard deviation assuming Poissonian counting statistics. Lines are a model fitted to

prs1,s2,h1,h2
(φ). Bottom panels show the normalized Fisher information F̃h1,h2(φ) calculated using two methods: (i) post-

selecting on events where s1 + s2 = h1 + h2 [green] and (ii) using all events [red]. Line thicknesses show 1σ confidence intervals
obtained by fitting 50 simulated data sets that are calculated with a Monte Carlo method. The dashed black line indicates the
shot-noise limit.

(h1, h2) at the heralding detectors,

F̃h1,h2(φ) = Fh1,h2(φ)/ 〈ñ〉 ,

where

〈ñ〉 =
∑
s1,s2

(s1 + s2)p̃rs1,s2,h1,h2
(φ) (3)

is the total number of detected signal photons. Injecting
a coherent state into our interferometer would in princi-
ple yield the Fisher information F = 〈ñ〉 when the de-
tected mean photon number is 〈ñ〉 [18]. Thus, our figure
of merit can be easily compared to the shot-noise limit
which corresponds to F̃h1,h2

(φ) = 1.

We measured the total efficiency of both the herald-
ing and signal modes to be between 47 − 55% (see Sup-
plementary Method 3). This includes ∼ 90% waveguide
transmission, ∼ 70% mode coupling efficiency into fibers,
90% interferometer transmission, and & 95% detector ef-
ficiency. Due to the latter two losses, the detected 〈ñ〉
is 10-15% smaller than the mean photon number inside
the interferometer. As such, the Fisher information per
photon inside the interferometer (which is the relevant
resource when e.g. probing a delicate sample) is about
10-15% smaller than F̃h1,h2

(φ).

RESULTS

We begin with low pump power to test our setup in
the weak gain regime (λ ∼ 0.25, 10 µW per source). In
Fig. 2, we show results for two different probes, (a) |1, 1〉,
the well-studied N = 2 N00N or Holland-Burnett state,
and (b) |2, 1〉, a probe studied here for the first time.
We calculate F̃h1,h2(φ) using two methods. In the first,
we discard events in which we know photons were lost
by only including rates where s1 + s2 = h1 + h2 in the
sums of Eqs. (2) and (3). These rates are shown in the
top panels of Fig. 2. Using this first method, F̃h1,h2(φ)
[green curves] surpasses the shot-noise limit by 0.09±0.01
for |1, 1〉 and 0.10± 0.04 for |2, 1〉 at its highest point. In
the second method, we include all measured events. Note
that this may include events where s1 + s2 < h1 +h2 due
to loss in the signal modes, but also s1+s2 > h1+h2 due
to loss in the herald modes. Conditioned on obtaining
the herald outcome (h1, h2), the probability of the latter
occurring can be minimized by reducing the pump power
and hence λ. This increases the purity of the probe at
the cost of reducing its heralding rate. Without post-
selection, F̃(φ) [red curves] drops below the shot-noise
limit mainly due to losses.

In addition to loss, the spectral purity and distin-
guishability of our photons are also sources of imperfec-
tion that reduce the contrast of the fringes and hence
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FIG. 3. The high gain regime. (a) F̃h1,h2(φ) of 8-photon probes (N = 8) parameterized by ∆ = |h1 − h2|. Curves are

calculated using the data and Eqs. (2) and (3) without post-selection. Probes with a larger ∆ have a larger F̃h1,h2(φ) and
hence greater phase sensitivity due to their increased robustness to loss. Line thicknesses show 1σ confidence intervals obtained
by fitting 50 simulated data sets that are calculated with a Monte Carlo method. (b) and (c) show a subset of rates for the
probe with ∆ = 8 and ∆ = 0, respectively. Error bars are one standard deviation assuming Poissonian counting statistics. The
lines are a model fitted to prs1,s2,h1,h2

(φ).

diminish F̃h1,h2(φ) [41]. Consider the probe |1, 1〉, for ex-
ample. For φ = ±π/2, the whole interferometer acts as a
balanced beam splitter, in which case Hong-Ou-Mandel
interference should lead to a complete suppression in co-
incidences at its output. However, as can be seen in
the orange (1, 1, 1, 1) fit in Fig. 2(a), the visibility of
this interference effect is ∼ 75%. This visibility exceeds√

0.5, which is the minimum required for demonstrat-
ing post-selected quantum-enhanced sensitivity with the
probe |1, 1〉 [12, 28, 42]. In addition to spectral mismatch
between the signal modes, the visibility is degraded by
uncorrelated background photons (∼ 5% of detected pho-
tons) and the slight multi-mode nature of our sources,
both of which reduce the purity of our heralded photons.
We discuss source imperfections in more detail in the
Supplementary Discussion 2. The finite detector energy
resolution also plays a small role as the detectors have a
∼ 1% chance to mislabel an event by ±1 photon [43].

Next, we increase the pump power to reach a high-
gain regime (λ ∼ 0.75, 135 µW per source) in which
we can herald large photon numbers. We detect 16-
photon events at a rate of roughly 7 per second, which
is much higher than the state-of-the-art achievable with
bulk crystal PDC sources [36] or quantum dots [37]. In
Fig. 3(a), we plot F̃h1,h2

(φ) calculated without post-
selection for all probes with N = 8. As expected given
the amount of loss in our experiment, probes with larger
∆ are more phase sensitive due to their increased robust-
ness to loss [Fig. 1(b)]. In particular, the sensitivity of
the ∆ = N probe should be shot-noise limited regardless
of losses [44]. However in practice, the heralded detection
of 0 photons could occur due to photon loss in the corre-
sponding herald mode, resulting in the contamination of
the signal with states for which ∆ 6= N . This degrades
the performance of the ∆ = 8 probe [orange curve]. In
the Supplementary Discussion 3, we show that shot-noise

limited performance with the ∆ = N probe is recovered
by blocking one of the sources.

DISCUSSION

The fringes produced by our probes exhibit a num-
ber of different features compared to those measured
with N00N or Holland-Burnett states. For example, with
these two states, the expected signature of N -photon in-
terference are fringe oscillations that vary as cos(Nφ).
While our measured fringes do not exhibit such oscilla-
tions in the high gain regime, they do exhibit sharper
features than classical fringes. We show this explicitly
by comparing our rates to those measured with distin-
guishable photons. This is achieved by temporally de-
laying photons coming from the top source with respect
to photons coming from the bottom source by more than
their coherence time. As an example, we consider the
probe |3, 2〉 in Fig. 4. When the photons are injected
inside the interferometer at the same time, the fringe
contrast is significantly higher than when they are tem-
porally delayed [Fig. 4(a)]. Likewise, when we calculate
F̃3,2(φ) without post-selection, we find an improvement
in the probe’s sensitivity in the former case [Fig. 4(b)].
This demonstrates that the probe sensitivity derives from
multiphoton interference even at high photon numbers.

With any finite amount of loss, F̃h1,h2
(φ) vanishes

when all fringes share a common turning point such as at
φ = 0. In the case of Holland-Burnett (∆ = 0) and N00N
states, there are also common turning points at φ = ±π/2
which causes the reduction in F̃h1,h2(φ) around these
phase values [Fig. 3(c)]. In contrast, the probes with
∆ = 4, 6, 8 do not have a dip in F̃h1,h2

(±π/2). The ori-
gin of this effect for ∆ = 8 can be seen directly in the
rates shown in Fig. 3(b). The region of the fringe with
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FIG. 4. Testing multiphoton interference. Benefits
of multiphoton interference using the probe |3, 2〉. (a) Two
sets of rates [blue: (5, 0, 3, 2), orange: (3, 2, 3, 2)] measured
when the photons are injected inside the interferometer at
the same time (data: circles, theory: bold lines) or at differ-
ent times (data: crosses, theory: dashed line). In the latter
case, the photons are well modelled by classical distinguish-
able particles. Error bars are one standard deviation assum-
ing Poissonian counting statistics. (b) F̃3,2(φ) shows a sig-
nificant improvement in sensitivity in the former case (bold
line) compared to the latter case (dashed line), demonstrat-
ing that multiphoton interference improved the sensitivity of
our probe. Red shaded regions shows 1σ confidence intervals
obtained by fitting 50 simulated data sets that are calculated
with a Monte Carlo method.

high sensitivity to φ (i.e. large gradient) is different for
different values of |s1 − s2|. This feature of F̃h1,h2

(φ) al-
lows estimating φ without prior knowledge of the range in
which it lies, as is required for N00N or Holland-Burnett
states, and thus provides a means for global phase esti-
mation without using an adaptive protocol [27, 45].

Finally, we briefly compare our results to other works
reporting Fisher information per detected photon. The
highest achieved here is ∼ 1.1 using the herald outcome
(2, 1), i.e. a N = 3 probe. Ref. [31] and Ref. [17] respec-
tively report ∼ 1.25 and ∼ 1.2 using a N = 2 probe. The
latter work also achieves a Fisher information per photon
inside the interferometer (i.e. accounting for undetected
photons) of ∼ 1.15 which thus far is the only exper-
iment demonstrating an unconditional improvement to
the shot-noise limit. In the Supplementary Discussion 4,
we estimate that an efficiency of 80% (in all four modes)
and quantum interference visibility of 85% would be suf-
ficient to demonstrate an improvement to the shot-noise
limit with N = 8 photons without post-selection. Al-
though we do not attain these parameters in our exper-
iment, our results do demonstrate the robustness of our
probes to losses despite their large size. For example, the
Fisher information per photon calculated without post-
selection for the N = 8 probe with ∆ = 6 [Fig. 3(a)]
is slightly higher than that of the N = 2 N00N state
[Fig. 2(a)]. This contradicts the usual expectation that
large entangled probes will necessarily be more fragile to
noise and loss.

In summary, we proposed and experimentally demon-
strated a scheme for quantum-enhanced interferometry
that exploits bright two-mode squeezed vacuum sources

and photon-number-resolving detectors. We measured
interference fringes involving up to 16 photons which
is significantly higher than the previous state-of-the-
art [35, 36]. Crucially, our scheme prepares probes that
are nearly optimally robust to losses and hence addresses
one of the principal challenges when scaling-up to large
entangled photonic states. With further improvements
in the quality (e.g. coupling efficiency into optical fiber
and purity) of bright two-mode squeezed vacuum sources
compatible with transition edge sensors [33, 46], we be-
lieve our loss-tolerant scheme provides a promising route
towards achieving quantum-enhanced resolution using
large entangled photonic states.

METHODS

Sources

We pick 150-fs pulses from a mode-locked Ti:Sapphire
laser (Coherent Mira-HP) at a rate of 100 kHz using a
Pockels-cell-based pulse picker having a 50 dB extinction
ratio. This repetition rate is chosen to accommodate
the recovery time of the transition edge sensor detectors.
The pump pulses are filtered to 783 ± 2 nm [full-width at
half maximum] using a pair of angle-tuned bandpass fil-
ters. We split the pulses into two paths that are matched
in length using a translation stage. In each path, we
pump a 8 mm long ppKTP waveguide that is phase-
matched for type-II parametric down-conversion. At the
exit of the waveguide, the pump light is rejected with
a longpass filter, and the orthogonally-polarized down-
converted modes are separated using a polarizing beam
splitter. Each down-converted mode is filtered with a
bandpass filter whose bandwidth is chosen to transmit
the main feature of the down-converted spectrum but re-
ject its side-lobes. The herald modes (1566 ± 7 nm) are
coupled into single-mode fibers and sent directly to the
detectors. The signal modes (1567 ± 7 nm) are coupled
into polarization-maintaining single-mode fibers and sent
into the interferometer. Details on the coupling efficiency
and the spectral indistinguishability of the signal modes
are provided in the Supplementary Discussion 2.

Interferometer

The interferometer is a fiber-based variable beam
splitter (Newport F-CPL-1550-P-FP). The splitting ra-
tio is adjusted by controlling the distance between two
evanescently-coupled fibers using a micrometer, which is
analogous to changing the path length difference between
two arms of an interferometer. In fact, any variable beam
splitter that coherently splits light into two modes can be
described by the same transformation as a Mach-Zender-
type interferometer [47].
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During data acquisition, we scan the distance x be-
tween the two evanescently-coupled fibers. To display
our data as a function of the interferometer phase, we
first calculate the transmission coefficient T (x) of the
variable beam splitter using the measured (1, 0, 1, 0) and
(0, 1, 1, 0) rates:

T (x) =
pr1,0,1,0(x)

pr1,0,1,0(x) + pr0,1,1,0(x)
. (4)

At low powers, we find that the quantity T (x) typically
varies within [0.02, 0.98]. To obtain the corresponding
phase, we correct for the imperfect visibility:

Tcorr(x) =
T (x)−min [T (x)]

max [T (x)]−min [T (x)]
(5)

such that Tcorr(x) varies between [0,1]. For a single pho-
ton injected into a Mach-Zender type interferometer with
phase difference φ between its two arms, one expects
Tcorr(x) = [1− cos (φ)]/2. Solving for φ, we find:

φ(x) = arccos (2Tcorr(x)− 1). (6)

Detectors

Our detectors are superconducting transition edge sen-
sor detectors that operate at a temperature of 85 mK
inside a dilution refrigerator. Details on their physical
operation can be found in Ref. [34]. An electrical trigger
signal from the pump laser begins a 6 µs time window
of data acquisition during which the detector outputs
are amplified and recorded with an analogue-to-digital
converter. We use a matched-filter technique in real-
time to convert each detector’s output trace into a scalar
value [48]. The scalar value is then converted into a pho-
ton number using bins that are set during an initial cal-
ibration run prior to data acquisition.
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SUPPLEMENTARY INFORMATION

Supplementary Note 1: Quantum Fisher information of generalized Holland-Burnett states

Here we derive the quantum Fisher information of our generalized Holland-Burnett states. We first consider the
ideal lossless case. In general, the quantum Fisher information of a pure state |Ψ(φ)〉 that depends on some parameter
φ is given by [49]:

Q = 4
(
〈∂φΨ(φ)|∂φΨ(φ)〉 − |〈∂φΨ(φ)|Ψ(φ)〉|2

)
(S7)

where |∂φΨ(φ)〉 ≡ ∂φ |Ψ(φ)〉. In our case, |Ψ〉 is the two-mode state inside the interferometer (before the phase shift)

and |Ψ(φ)〉 = eiĉ
†ĉφ |Ψ〉 is the state after the phase shift φ is applied in the upper interferometer mode c. After some

simple algebra, one finds that Q is independent of φ and is determined by:

Q = 4
[
〈Ψ|(ĉ†ĉ)2|Ψ〉 − 〈Ψ|ĉ†ĉ|Ψ〉2

]
. (S8)

We wish to calculate Q for the particular probe |Ψ〉 = ÛBS |h1, h2〉 where ÛBS is the balanced beam splitter unitary
transformation. The second term in Eq. (S8) is given by:

〈Ψ|ĉ†ĉ|Ψ〉 = 〈h1, h2|Û†BSc
†c ÛBS|h1, h2〉 (S9)

= 〈h1, h2|Û†BSc
†ÛBS Û

†
BSc ÛBS|h1, h2〉 (S10)

= 〈h1, h2|
(
a† + b†√

2

)(
a+ b√

2

)
|h1, h2〉 (S11)

=
1

2
〈h1, h2|a†a+ b†b|h1, h2〉 (S12)

= 1
2 (h1 + h2), (S13)

where in line (S10) we used the fact that ÛBS is unitary and in line (S11) we transformed mode c to the input modes
a and b. The first term in equation (S8) is calculated in a similar manner:

〈Ψ|(ĉ†ĉ)2|Ψ〉 = 〈h1, h2|Û†BSc
†cc†c ÛBS|h1, h2〉 (S14)

= 〈h1, h2|
(
Û†BSc

†ÛBS Û
†
BSc ÛBS

)2
|h1, h2〉 (S15)

= 〈h1, h2|
(
a† + b†√

2

)2(
a+ b√

2

)2

|h1, h2〉 (S16)

=
1

4
〈h1, h2|(a† + b†)2(a+ b)2|h1, h2〉 (S17)

=
1

4
〈h1, h2|a†aa†a+ b†bb†b+ 4a†ab†b+ a†a+ b†b|h1, h2〉 (S18)

= 1
4 (h21 + h22 + 4h1h2 + h1 + h2). (S19)

Therefore Q is given by

Q = 1
4 (h21 + h22 + 4h1h2 + h1 + h2)− 1

4 (h1 + h2)2 = 2h1h2 + h1 + h2. (S20)

Eq. (S20) only applies when there are no losses in the system. In the presence of losses, the probe |Ψ〉 is transformed
to a mixed state ρ̂. Then, Q is calculated using

Q = Tr
{
ρ̂(φ)Λ2[ρ̂(φ)]

}
(S21)

where ρ̂(φ) = e−iĉ
†ĉφρ̂eiĉ

†ĉφ is the probe state after the phase shift φ and Λ̂[ρ̂(φ)] is a Hermitian operator called the
“symmetric logarithmic derivative” defined implicitly via

∂φρ̂(φ) =
1

2

{
Λ̂[ρ̂(φ)]ρ̂(φ) + ρ̂(φ)Λ̂[ρ̂(φ)]

}
. (S22)
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We notice that by combining Eq. (S22) with Eq. (S21) we obtain an alternative equation for the QFI

Q = Tr
{
∂φρ̂(φ)Λ[ρ̂(φ)]

}
. (S23)

By writing ρ̂ in its eigenbasis, ρ̂ =
∑
i pi |ei〉 〈ei| and writing out the derivative ∂φρ̂(φ) = ie−iĉ

†ĉφ[ρ̂, ĉ†ĉ]eiĉ
†ĉφ, it can

be shown that Q is given by [1]

Q =
∑
i,j

2
∣∣〈ei|ĉ†ĉ|ej〉∣∣2 (pi − pj)2

pi + pj
(S24)

which is independent of φ. The sum is taken over all terms with a non-vanishing denominator.

Supplementary Method 1: Optimal states

In the main text we compare the performance of our probes to the “optimal states” which provide the largest
possible quantum Fisher information given some amount of loss [19, 50]. A general N -photon pure state inside the
interferometer can be written in the Fock basis as

|Ψ〉 =

N∑
n=0

αn |n,N − n〉 . (S25)

In the absence of loss, the optimal state is found by optimizing the coefficients {αn} to maximize the quantum Fisher

information Q = 4
[
〈Ψ|(ĉ†ĉ)2|Ψ〉 − 〈Ψ|ĉ†ĉ|Ψ〉2

]
.

In the presence of loss, |Ψ〉 turns into a mixture ρ̂ which can be written in the following form

ρ̂ =
∑
j

pj |Ψj〉 〈Ψj | , (S26)

where |Ψj〉 do not have to be orthogonal. Due to the convexity of quantum Fisher information, Q′ of ρ̂ is upper
bounded by

Q′ ≤ Q = 4
∑
j

pj

(
〈Ψj |(ĉ†ĉ)2|Ψj〉 − 〈Ψj |ĉ†ĉ|Ψj〉

2
)
. (S27)

The bound is attained if the kets |Ψj〉 are orthogonal, which is the case for e.g. N00N states or if photon losses are
present in only one interferometer mode.

Applying Eq. (S27) to Eq. (S25), we obtain

Q = 4

( N∑
n=0

n2xn −
N∑
l=0

N−l∑
m=0

(∑N−m
k=l xnnB

n
lm

)2∑N−m
n=l xnBnlm

)
, (S28)

where xn = |αn|2, Bnlm ≡
(
n
l

)(
N−n
m

)
ηns1(η−1s1 − 1)lηN−ns2 (η−1s2 − 1)m and ηs1 , ηs2 denote the transmittances in the signal

modes.
The optimal states are found by numerically maximizing Q over the probabilities {xn}. Since Q is a concave

function of {xn} [50], any maximum is global. Although Q′ < Q [Eq. (S27)] when losses are present in both modes,
the difference between the two quantities is small relative to the difference between the shot-noise limit and the
Heisenberg limit [50]. Due to this approximation, the optimized Q is a slight over-estimate of true quantum Fisher
information Q′ of the optimal states.

Fig. 1(b) in the main text shows Q of our probes and the optimal state as a function of equal transmissivity in
the signal modes ηs1 = ηs2 = ηs which varied from 0 to 1 in steps of 0.01. The optimal state was calculated in
Mathematica by maximizing over coefficients {xn} in Eq. (S28), assuming they all sum up to 1 and are real and
positive. We computed Q of our probes in Python using the following method. We started with two copies of the
state in Eq. (1) in the main text, inserted a beam splitter in each signal mode, and traced over the reflected port
to model signal transmissivities ηs. The two matrices were then combined on the first interferometer beam splitter
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FIG. S5. Losses are modelled by placing fictitious beam splitters in all four modes before the interferometer and just before
the signal detectors. Coefficients show the transmission of the beam splitters.

forming a four mode density matrix, which was then reduced to two modes by projectively measuring the two herald
modes. Eigenvalues and eigenvectors were found for the two-mode density matrix inside the interferometer which
were then used to calculate Q via Eq. (S24). To compare the ideal performance of our probes with the optimal state,
we exclude the effect of imperfect heralding on the former by using ηh1

= ηh2
= 1 in the calculation of Q.

From the calculations described above we show that for ηs ∈ (0, 0.5〉 the best approximation to the optimal state is
given by the probe with ∆ = 8; for ηs ∈ (0.5, 0.58〉 by the probe with ∆ = 6; for ηs ∈ (0.58, 0.66〉 by the probe with
∆ = 4; for ηs ∈ (0.66, 0.69〉 by the probe with ∆ = 2; and for ηs > 0.69 by the probe with ∆ = 0, as shown by the
colored line in Fig. 1(b).

Supplementary Method 2: Modelling the measured rates

Here we describe the model p̃r(s1, s2, h1, h2, φ) used to fit the experimentally measured rates. We model optical
loss by placing fictitious beam splitters (see Fig. S5) and tracing over the reflected modes. For now, we assume
ηd1 = ηd2 = 1. We will treat the effect of these detection losses at the end.

The sources produce two-mode squeezed vacuum states:

|χi〉 =
√

1− λ2i
∞∑
n=0

λni |n, n〉 , (S29)

where i = 1, 2 represent sources 1 and 2, respectively. The joint photon-number distribution of this two-mode squeezed
vacuum state after the losses is given by:

p̃ri(x, y) = (1− λ2i )
∞∑

n=max (x,y)

(
n

x

)(
n

y

)
λ2ni η

x
hi
ηysi(1− ηhi)

n−x(1− ηsi)n−y. (S30)

The intuition for the expression above is as follows. Imagine that there are two detectors after the fictitious beam
splitters that give the detection outcome (x, y). The source must have produced at least max (x, y) photon pairs and
perhaps some photons were lost (i.e. reflected at the beam splitters). The probability to produce n pairs of photons is
(1− λi)2λ2ni . Having produced n pairs, the probability to reflect n− x [n− y] photons and transmit x [y] photons in
the herald [signal] mode is

(
n
x

)
ηxhi

(1− ηhi)
n−x [

(
n
y

)
ηysi(1− ηsi)

n−y]. In principle, n can range up to ∞, but in practice

it suffices to truncate this sum at some value where (1 − λi)2λ2ni becomes small. In our numerics, we truncate the
sum at n = 50.

If we obtain the herald outcome (h1, h2), then the (unnormalized) state that is injected into the interferometer is
given by:

ρ̂ =

∞∑
m,n=0

p̃r1(h1,m)p̃r2(h2, n) |m,n〉 〈m,n| . (S31)
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Losses occurring inside the interferometer can be absorbed into ηs or ηd if they are equal in both interferometer modes,
which was approximately the case in our experiment. Thus, the interferometer transformation can be described by a
unitary operator Û(φ) which depends on the phase difference φ between both arms. The probability that we wish to
calculate is given by:

p̃r(s1, s2, h1, h2, φ) = 〈s1, s2|Û(φ)ρ̂Û†(φ)|s1, s2〉 . (S32)

Knowing that there are a total of s1 + s2 photons before the interferometer, we can constrain n = s1 + s2 −m and
truncate the sum at s1 + s2 in Eq. (S31). Thus, we obtain:

p̃r(s1, s2, h1, h2, φ) =

s1+s2∑
m=0

p̃r1(h1,m)p̃r2(h2, s1 + s2 −m)
∣∣∣〈s1, s2|Û(φ)|m, s1 + s2 −m〉

∣∣∣2 . (S33)

The matrix element
∣∣∣〈s1, s2|Û(φ)|m, s1 + s2 −m〉

∣∣∣2 is derived in Ref. [51] and is given by:∣∣∣〈s1, s2|Û(φ)|m, s1 + s2 −m〉
∣∣∣2 =

m!(s1 + s2 −m)!

s1!s2!
(sin [φ/2])2(s1+m)(cos [φ/2])2(s2−m)

×

(
s1∑
k=0

(
s1
k

)(
s2

s2 + k −m

)
(−1)k tan [φ/2]

−2k

)2

.

(S34)

Alternatively, the matrix element can also be evaluated using Kravchuk polynomials [38].
The model for temporally distinguishable photons follows the same approach as above. While the derivation below

focuses on temporal distinguishability, the same equations are valid to describe distinguishability in any other degree
of freedom. We adopt a heuristic approach (e.g. as in Ref [41]) in which the temporal mode of the photons produced in
the top source is decomposed into a component completely indistinguishable (‖) to the temporal mode of the bottom
source photons as well as a component completely distinguishable (⊥). With this decomposition, Eq. (S31) becomes:

ρ̂dist =

∞∑
m,n=0

m∑
l=0

(
m

l

)
Ml(1−M)m−lp̃r1(h1,m)p̃r2(h2, n) |l, n〉‖ 〈l, n|‖ ⊗ |m− l, 0〉⊥ 〈m− l, 0|⊥ . (S35)

where M ∈ [0, 1] is a mode overlap parameter characterizing the distinguishability of the photons. For M = 0
(M = 1), the photons from top and bottom sources are completely distinguishable (indistinguishable). Since our
detectors cannot resolve the time difference between ⊥ and ‖, they convolve the probabilities for the photons to have
originated from either temporal mode. This measurement is described by the following incoherent sum of projectors:

Π̂ =

s1∑
x=0

s2∑
y=0

|s1 − x, s2 − y〉‖ 〈s1 − x, s2 − y|‖ ⊗ |x, y〉⊥ 〈x, y|⊥ . (S36)

Many of the terms in the sum of Eq. (S36) can be eliminated due to constraints on the photon numbers. For example,
a total of m− l photons are produced in mode ⊥ and so x+ y = m− l. Moreover, s1 + s2 = m+ n. After applying
these constraints, the final joint probability is given by:

p̃rdist(s1, s2, h1, h2, φ) = Tr
(

Π̂Û(φ)ρ̂distÛ†(φ)
)

=

s1+s2∑
m=0

m∑
l=0

min(s1,m−l)∑
x=max(0,m−s2)

(
m

l

)
Ml(1−M)m−lp̃r1(h1,m)p̃r2(h2, s1 + s2 −m)

×
∣∣∣〈s1 − x, l + s2 −m+ x|Û(φ)|l, s1 + s2 −m〉

∣∣∣2
×
∣∣∣〈x,m− l − x|Û(φ)|m− l, 0〉

∣∣∣2 .
(S37)

Finally, we can now consider the effect of the losses just before the detectors. These losses can be modelled with a
transformation analogous to Eq. (S30). Applying this transformation on Eq. (S33), we obtain:

p̃r(s1, s2, h1, h2, φ; ηd1 , ηd2) =

∞∑
j=s1

∞∑
k=s2

(
j

s1

)(
k

s2

)
ηs1d1η

s2
d2

(1− ηd1)j−s1(1− ηd1)k−s2 p̃r(j, k, h1, h2, φ) (S38)
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FIG. S6. Quantum Fisher information per photon, Q/ηsN [dashed lines], and the maximum classical Fisher information per

photon, max[F̃ (φ)] [continuous lines], for N = 8 probes with different ∆ = |h1−h2|. We assumed ideal heralding (ηh1 = ηh2 = 1)
and balanced loss inside the interferometer (ηs1 = ηs2 = ηs). This plot compares the phase sensitivity obtainable with photon
counting [continuous lines] to the optimal measurement strategy [dashed lines].

The same method is used for the distinguishable photons model, i.e. replace p̃r(j, k, h1, h2, φ) with p̃rdist(j, k, h1, h2, φ)
in Eq. (S38). In our numerics, we truncate the sums in Eq. (S38) to only include the effect of losing a few photons,
which is a good approximation given the high efficiency of our number-resolving detectors.

The equations above are evaluated numerically and fitted to the experimentally measured pr(s1, s2, h1, h2, φ) by
varying the fit parameters ηh1

, ηh2
, ηs1 , ηs2 , ηd1 , ηd2 , λ1, λ2. Fitting is performed using the Python package lmfit with

a least squares method. Note that, for the sake of increasing the speed of the fitting, we used M = 1 for all data
except for the dashed lines in Fig. 4 of the main text where we used M = 0. Thus, the fit parameters generally
did not correspond to the measured efficiencies and squeezing parameters (see below). Instead, the fitting procedure
converged on larger λ values and smaller η values to emulate the effect of imperfect interference (i.e. reduced fringe
visibility). We tested the full model (i.e. including M) by fitting a subset of rates measured in the high gain regime
and found the fit parameters: ηh1

= 0.50, ηh2
= 0.50, ηs1 = 0.61, ηs2 = 0.50, ηd1 = 0.9, ηd2 = 0.99, λ1 = 0.68,

λ2 = 0.68, andM = 0.73. These efficiency values are within error to the measured values (see below), andM = 0.73
is roughly consistent with the measured ∼ 75% quantum interference visibility of the (1, 1, 1, 1) rate.

Supplementary Method 3: Estimating efficiencies

We characterize the efficiency of our setup using a Klyshko-like method that is generalized to photon-number-
resolving detection [52]. We set the variable beam splitter to maximize reflection and measure the joint photon-
number distribution pri(x, y) pumping one source at a time. We fit the measured pri(x, y) to p̃ri(x, y) [see Eq. (S30)]
using three parameters: the PDC gain λi and the total efficiency of the herald mode (ηhi) and the signal mode (ηsi).
Note that the latter will also include the detection efficiency ηdi . By repeating the procedure with five different pump
powers, we find that ηs1ηd1 = 56±3% and ηh1

= 47±1% for the first source, and ηs2ηd2 = 52±4% and ηh2
= 51±1%

for the second source.

Supplementary Discussion 1: Comparing the performance of photon counting and the optimal measurement

Here we compare the performance of our measurement strategy, photon counting, to the optimal measurement
strategy. In Fig. S6, we plot the classical Fisher information per photon obtained with photon counting for various
N = 8 probes, assuming ideal heralding (ηh1

= ηh2
= 1) and balanced loss inside the interferometer (ηs1 = ηs2 = ηs).

Since this quantity generally depends on φ when ηs < 1, we focus on the region with the largest phase sensitivity, i.e.
max[F̃(φ)] [continuous lines]. In the same plot, we reproduce the quantum Fisher information curves from Fig. 1(b)
normalized by the number of detected photons, i.e. Q/ηsN [dashed lines]. For ηs = 1, the quantum and classical
Fisher information are equal which means that photon counting is the optimal measurement strategy, as expected [39].



13

1562 1566 1570 1574

Idler wavelength (nm)

1562

1564

1566

1568

1570

1572

S
ig

na
l w

av
el

en
gt

h 
(n

m
)

1562 1566 1570

Idler wavelength (nm)

1562

1564

1566

1568

1570

1572

S
ig

na
l w

av
el

en
gt

h 
(n

m
)

max

min

Source 1 Source 2

1555 1560 1565 1570 1575

Wavelength (nm)

0

0.2

0.4

0.6

0.8

1

In
te

ns
ity

 (
ar

b
. u

ni
ts

) (d)(a) (b) (c)

FIG. S7. Characterization of the sources. (a) Typical intensity distribution of the waveguide spatial mode measured at 1550
nm. Its non-Gaussian features limit the fiber coupling efficiency to 70%. Scale bar shows dimension in the object plane, i.e. at
facet of waveguide. (b) and (c) Joint spectral intensities of sources 1 and 2, respectively. (d) Spectra of the four modes in the
experiment.

For ηs < 1, photon counting is no longer optimal (except for ∆ = N) but still provides quantum-enhanced phase
sensitivity for ηs & 0.55. To the best of our knowledge, the optimal measurement strategy for lossy Holland-Burnett
interferometry is not known. We note that homodyne and weak-field homodyne (i.e. combining a signal with local
oscillator then performing photon counting) have been shown to be more loss-tolerant than photon counting using
Gaussian probes [53, 54]. However, it remains an open question whether these measurement strategies would be
advantageous using our non-Gaussian probes in the presence of loss.

Supplementary Discussion 2: Source imperfections

The main imperfections limiting the estimation precision are (i) photon loss and (ii) incomplete interference of
the input photons. The main contribution to photon loss (∼50% end-to-end, see Supplementary Method 3) are the
inefficiences caused by the spatial overlap between the waveguide mode and the fiber mode. The diffusion process
used to produce KTP waveguides leads to non-Gaussian and asymmetric features in the waveguide spatial mode
[Fig. S7(a)] which limit the fiber coupling efficiency to ∼70%. It may be possible to improve the spatial mode of
the waveguide by optimizing the diffusion process [55] or employing ridge waveguides [56]. The quantum interference
visibility (∼ 75%) is mainly limited by spectral mode mismatch between the signal modes as well as the spectral purity
of the sources. We show the joint spectral intensities [Fig. S7(b-c)] and marginal spectra [Fig. S7(d)] of the sources
measured using a time-of-flight spectrometer (resolution ±0.1nm). Although the joint spectral intensities appear
decorrelated and the signal spectra are well overlapped, we suspect that non-uniform spectral phase (perhaps due to
pump chirp or dispersion through optical elements) may have reduced the quantum interference visibility. Moreover,
the spectral purity is degraded by uncorrelated background photons (∼ 5% of detected photons). These background
photons are generated in a continuum of spectral modes and likely originate from processes where one photon from
a down-converted pair is generated in an unguided waveguide mode [57], in which case their contribution could be
reduced by minimizing propagation losses inside the waveguide.

Supplementary Discussion 3: Recovering shot-noise limited performance

Using the ∆ = N probe, all photons injected into the interferometer originate from one source. As such, imper-
fections such as spectral purity and mode matching should not affect the performance of the probe. The ∆ = N
probe is prepared by considering trials where e.g. (h1, h2) = (N, 0). However, even when h2 = 0, this second source
can still inject unwanted light into the interferometer due to losses in the herald modes. This generally degrades the
performance of the ∆ = N probe. Here we show that shot-noise limited performance is recovered by blocking one of
the sources. In Fig. S8, we plot F̃5,0(φ) for the ∆ = N = 5 probe calculated without post-selection. We performed the

measurement with a single source blocked and with both sources unblockled. In the latter case, we find that F̃5,0(φ)

reaches 0.991 ± 0.001 at its highest point, demonstrating shot-noise limited performance. Ideally, F̃5,0(φ) should be
flat with φ. However, experimental imperfections such as imbalanced detector efficiency, detector dark counts (∼ 1%),
and imperfect interferometer visibility cause the dips in F̃5,0(0) and F̃5,0(±π) where the photons should ideally always
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FIG. S8. F̃5,0(φ) calculated without post-selection. Bold yellow line shows result with both sources unblocked, whereas dashed
yellow line is result with one of the sources blocked. The thicknesses of the yellow lines show 1σ confidence intervals obtained
by fitting 50 simulated experiments. Dashed black line is the shot-noise limit.

FIG. S9. (a) Effect of squeezing strength on imperfect heralding. We plot max[F̃7,1(φ)] as a function of the efficiency η
(equal in all four modes) for various PDC gain parameters λ and assuming M = 1. Black line shows the perfect heralding

case (ηh1 = ηh2 = 1). Dashed line shows the shot-noise limit. (b) and (c) plots max[F̃7,1(φ)] as a function of η and M for
λ = 0.35 and λ = 0.75, respectively. Blue (red) indicates a parameter regime where expected performance is below (above) the
shot-noise limit. The yellow circle in (c) shows roughly the parameter regime achieved in the experiment.

exit the interferometer from one port.

Supplementary Discussion 4: Parameters required to surpass shot-noise limit without post-selection

Here we provide an analysis on estimating the efficiency and quality of the two-mode vacuum sources required to
surpass the shot-noise limit without post-selection. We focus on the ∆ = 6 [i.e. (h1, h2) = (7, 1)] probe as this is the
most loss-tolerant N = 8 probe that can surpass the shot-noise limit in our scheme. For simplicity, we assume equal
efficiency η in all four modes of the experiment (η = ηh1 = ηh2 = ηs1 = ηs2) and equal PDC gain parameters λ. There
are three main experimental parameters to consider: (i) the efficiency η, (ii) the distinguishability M of photons
between the top and bottom sources, (iii) the PDC gain λ. Given these parameters, we estimate the sensitivity of
the probe by calculating the classical Fisher information F̃7,1(φ) (per detected signal photon). Since this quantity

generally depends on φ, we focus on region in phase with the largest possible sensitivity, i.e. max[F̃7,1(φ)].
We begin by focusing on the effect of the PDC gain λ and assumeM = 1 for now. As shown in Fig. S9(a), a smaller

λ provides a larger max[F̃7,1(φ)]. This is because lowering λ increases the photon-number purity of the heralded probe
in the presence of loss in the heralding arms, i.e. it reduces the probability that the herald detectors under-counted the
true number of photon pairs produced by the sources. As a reference, we include the perfect heralding case which is
shown by the black line. While reducing λ minimizes the detrimental effects of imperfect heralding, it also drastically
decreases the heralding rate. For example, assuming η = 0.5 and a 100 kHz laser repetition rate, λ = 0.75 would
produce a N = 8 probe roughly once per second whereas λ = 0.35 would produce such a probe only about once per
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day.
Next we consider the combined effect of imperfect distinguishability and efficiency. In Fig. S9(b) [(c)], we plot

max[F̃7,1(φ)] as a function of η and M for λ = 0.75 [λ = 0.35]. The approximate region achieved in our experiment
is shown in yellow. Improvements in both η and M are necessary to unconditionally surpass the shot-noise limit. As
a reference point, a distinguishability of M ∼ 0.85 was achieved in Ref. [38] using the same type of high-gain PDC
sources as used in our experiment. With such a distinguishability, the efficiency would need to be improved to ∼ 80%
[∼ 70%] when using λ = 0.75 [λ = 0.35].


	Quantum-enhanced interferometry with large heralded photon-number states
	Abstract
	Introduction
	Results
	Discussion
	Methods
	Sources
	Interferometer
	Detectors

	Data availability
	Acknowledgements
	Competing interests
	Author contributions
	References
	Supplementary information
	Supplementary Note 1: Quantum Fisher information of generalized Holland-Burnett states
	Supplementary Method 1: Optimal states
	Supplementary Method 2: Modelling the measured rates
	Supplementary Method 3: Estimating efficiencies
	Supplementary Discussion 1: Comparing the performance of photon counting and the optimal measurement
	Supplementary Discussion 2: Source imperfections
	Supplementary Discussion 3: Recovering shot-noise limited performance
	Supplementary Discussion 4: Parameters required to surpass shot-noise limit without post-selection



