Simplified kilogram traceability for high-power laser measurement using photon momentum radiometers
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Photon momentum radiometers measure the force imparted by a reflected laser beam to determine the laser’s optical power. This requires high-accuracy calibration of the force sensors using milligram and microgram mass artifacts. Calibrated test masses can therefore be used to provide traceability of these radiometers to the International System of Units, but low-noise calibration at these mass levels is difficult. Here, we present the improvement in calibration capability that we have gained from implementing a robotic mass delivery system. We quantify this in terms of the specific nuances of force measurements as implemented for laser power metrology.
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1. INTRODUCTION

Radiation pressure-based laser power meters have proven to be advantageous as high-accuracy primary standards for measuring continuous-wave (CW) laser power above 1 kW [1]. These devices, which we refer to in general as photon momentum radiometers (PMRs) have a distinct convenience in portability. Typical thermal-based primary standard power meters at multikilowatt power levels and above are by necessity large, with limited portability. This is due to thermal techniques requiring a large thermal mass (all the incident laser power must be absorbed), which necessitates high heat capacities and thus large power meter volumes. However, as a nonabsorbing technique, radiation pressure-based laser power meters need not scale in volume with laser power measurement capacity, making them easily portable, even for power levels up to 100 kW.

The portability of these multikilowatt primary standards requires consideration of a portable means of establishing traceability to the International System of Units (SI). Radiation pressure-based laser power meters are traceable to fundamental physical constants through the base units of the meter, kilogram, and second [2]. The most important element in their traceability chain is the calibration of the analytical balance that is responsible for the measurement of force. By nature, a force balance compares forces, be it a mass comparator that determines the relative difference between two masses, or a primary standard such as a Kibble balance [3] or electrostatic force balance [4] that compares the local gravitational force on a mass to electrically generated forces. The standard and modified commercial force balances that underly each PMR compare the force due to photon momentum and an electromagnetic compensation force calibrated by a mass artifact. In this work, we demonstrate that a PMR can effectively be calibrated in the field by weighing a reference mass, thus allowing simplified periodic calibration of the instrument. Such a calibration could be carried out by the user or a third-party laboratory without the need of high-power laser facilities and high-power standards, which is radically different from convention [5].

To demonstrate this concept, we have assembled a robotic apparatus suitable for calibrating commercial force sensors, incorporating the mass range appropriate to laser power measurements. Here we describe this instrument and its operation. Our purpose is to facilitate its duplication for field calibration of radiation pressure-based laser power meters.

2. BACKGROUND

Radiation pressure-based power measurement can be described as a “nondestructive” measurement method—that is, the laser light is measured based on its reflection rather than its absorption, allowing the beam to continue propagating. In this measurement technique, laser light reflects from a mirror that produces a change in the momentum of the photons comprising the laser beam, and thus imparts a force on the mirror. The relationship between the force \( F \) and power \( P \) of a laser beam incident on the mirror at an angle \( \theta \) is described by
where \( r = R + (1 - R)\alpha/2 \), \( R \) is the mirror reflectivity, \( \alpha \) is the fraction of nonreflected light absorbed by the mirror, and \( c \) is the speed of light.

Constructed in multiple geometries, PMR devices have become a fast and convenient means of power measurement. One configuration is the radiation pressure power meter (RPPM) shown in Fig. 1(a), which has been validated at CW laser powers up to 50 kW [6]. It has also been used to calibrate other high-power thermal detectors [7]. This device has an expanded uncertainty of 1.6% for power levels of 1 kW and above. An alternative geometry, the axial force radiometer (AFR), shown in Fig. 1(b), is a different design in which the incoming laser beam exits the device along the original beam axis [8,9]. This device has been tested at power levels up to 10 kW CW and is also suitable for higher power levels. These devices use high-reflectivity mirrors optimized for the specific angle of incidence at a wavelength of 1070 nm. Highly reflective optics (reflectivity between 0.99998 and 0.99999) allow for minimal absorption, transmission, and diffuse reflectance, which would lead to measurement inequivalence.

Each of the two devices incorporates a precision balance with a manufacturer-specified readability (minimum measurable change in mass) of 1 µg for the AFR and 10 µg for the RPPM. Both balances have specified repeatability and linearity of 0.05 mg or less. The RPPM force sensor is designed such that it can function in both the horizontal and vertical orientation, for variation between calibration and power measurement. The standard uncertainty (0.21%) from this orientation change is included in the expanded 1.6% device uncertainty. The AFR design allows flexibility in the choice of force sensor. A variety of commercial precision balances may be used, provided sufficient resolution and a maximum sensing weight sufficient to support the sensing mirror. Calibration of the force sensor is required to provide SI traceability through the kilogram using the relationship \( F = mg \cos(\Theta) \), where \( m \) is the mass of the calibration artifact, \( g \) is the local gravitational acceleration, and \( \Theta \) is the angle of the sensing mirror surface relative to the perpendicular of gravity. Measurement errors due to variations in the acceleration due to gravity \( g \) based on geographic location have been considered. Such variations in \( g \) do not affect laser power measurements because the sensor measures force directly (not mass). Therefore, we require an accurate local value of \( g \) only during calibration (when relating measured force to a reference mass). The PMR mass calibrations described here were carried out in Boulder, Colorado and we used the local value of \( g = 9.801 \, \text{m/s}^2 \) [10]. Errors due to air buoyancy have also been considered. The relative error on our mass calibration due to air buoyancy is given by the ratio of the densities of air and aluminum (the material comprising the mass artifacts). This ratio has a negligibly small value of 0.0004 and can be ignored.

As an example of the mass range needed for calibration, the force produced by a 1 kW incident laser beam on a highly reflective mirror at a 45° angle of incidence is 4.7 µN. To calibrate a force sensor for operation at this level, we perform calibrations at forces from well above this minimum value down to ~1.5 µN. This minimum corresponds to a mass of ~150 µg. Calibration masses at this level are challenging to use. Their small size makes them delicate objects, difficult to manipulate, and as such, subject to damage from handling. Their force levels are comparable to forces from laboratory air currents, so calibrations need to be performed inside a draft shield and with many repetitions to reduce statistical uncertainty. This tedious process may be simplified, and its uncertainty significantly reduced from a manual method through the robotic automation described here.

### 3. Calibration Scheme

Commercial balances generally come with a calibration certification; however, factory calibrations are typically performed at mass values on the order of a gram (i.e., 5 orders of magnitude larger than the typical range of radiation pressure forces). For this reason, calibration with lower forces/masses is required due to potential instrument nonlinearity. To support current radiation pressure applications, our calibration procedure uses seven mass values from 163 µg to 48 mg corresponding to laser powers from 339 W to 100 kW at a 45° angle of incidence. As commercial force balances typically allow for measurement of much larger masses, they are well suited for laser powers in the hundreds of kilowatts regime, provided there are adequate mirror reflectivity and radiometer design. This illustrates one of the clear advantages of PMRs, as they are capable of a large dynamic range in power without the penalty of increased size and measurement support infrastructure.

PMR mass calibration artifacts are small sections of ultrafine wire. The wire thickness and length present a trade-off between mechanical robustness and suitability for robotic handling. Using aluminum and stainless-steel wire of diameter between 0.0635 and 0.508 mm, specialized mass artifacts have been designed. The artifacts are formed such that their mass is appropriate for the corresponding optical power level, and their shape

![Fig. 1.](image-url) Two different geometric configurations for measuring radiation pressure. In both cases the power in the laser beam is minimally perturbed for use after measuring the power in real time. (a) RPPM viewed from the top; (b) AFR viewed from the side.
Fig. 2. Example of mass calibration artifacts. Calibration masses must be wide enough to be held when on the force sensor. The house-style shape allows for a low center of mass and easy placement on the calibrator robot arm. For each mass there are three parameters listed: the wire diameter used, the mass value, and the equivalent power level (a laser beam at this power level incident on a mirror at a 45° angle will produce a force that corresponds to the weight of the specified mass.)

facilitates mass placement automation. It is essential that the center of mass for each of the mass artifacts is sufficiently low for stability during robotic travel and placement. Mass artifacts with values as low as 0.05 mg have been produced commercially. It has been shown that these weights are stable over many years of use. Ultimately, mass design is limited by material selection and mass size [11]. Figure 2 illustrates a few of the masses currently used for calibration.

Masses are fabricated in-house and calibrated internally by the National Institute of Standards and Technology (NIST) Electrostatic Force Balance [12]. Masses are transported on the wire hook of a robotic arm and placed on a narrow two-pronged fork holder sitting on the force sensing balance pan [Fig. 3(a)]. As illustrated in Fig. 3(b), the width of each mass artifact must be large enough to span the custom “fork” on the mass holder that is placed on the force sensing pan. The holder is designed to minimize the weight on the force sensor while maintaining a robustness to prevent deformation upon continual mass loading. For current applications, a 0.2 mm thick copper sheet has been cut and folded to support the masses. Figure 3(a) also illustrates the mass hanging from the placement arm directly above the mass holder, and Fig. 3(c) roughly details the robotic delivery system that consists of multiple vertical translation elements for automated placement.

The robot is designed with a primary focus on consistent mass placement on the holder to reduce corner loading errors and balance hysteresis effects. Simple linear vertical travel is used for low cost, alignment, and ease of implementation in the control software. Although it has been shown that the interaction between the mass holders on the balance and the robot can lead to an additional bias force, measurements have shown that the bias force is small enough that the potential measurement bias is negligible at the combined expanded uncertainty of the comparable laser power measurement (i.e., 1.6%) [13]. However, for completeness, a two-axis pattern of travel was also tested to identify any unexpected static or magnetic effects from performing the tare weighing with the test mass suspended only a few millimeters above the force sensor. We found bias forces were present yet negligible, and thus simplified the repetitive process to merely vertical travel. The robot consists of a motorized linear actuator for mass placement, as well as a coarse manual linear travel adjustment along the same axis. The coarse travel is essential for alignment of the arm with the holder and accommodation of different force balance geometries. The actuator allows for up to 50 mm of travel, which is sufficient for mass placement. The coarse travel allows for 250 mm of travel, which accommodates a wide variety of commercial force balances, including the ones used in PMRs.

An enclosure is another essential component of the robotic calibrator setup. This minimizes external environmental effects on the system and limits contamination of the mass artifacts. Provided temperature stability is 23 ± 3°C, thermal control is not required inside of this enclosure. Some form of closable port is necessary to allow access to place the mass artifact without risking loss or contamination.

4. RESULTS

Shifting from manual mass calibration processes to an automated method has allowed for more precise calibration. This is in part due to an increased number of measurements allowed by unattended operation and reduced measurement time (from typically 210 s per measurement when calibrating manually to 100 s per measurement when calibrating robotically). A significant advantage of the robotic operation is the ability to place and remove the mass without perturbing the force balance. In contrast, manual operation is likely to bump the mass holder during
placement or removal, increasing the required settling time. This random perturbation also complicates automated analysis of the force sensor results. Once settling times for such perturbations are removed through data analysis, we measure roughly comparable standard deviations for manual and robotic operation. Faster measurements with the robotic approach, however, allow more data and a reduction in the statistical uncertainty on the mean of the measured mass. Figure 4 shows a direct comparison between two mass calibration routines, one performed by hand and the other with the robotic system. The data are plotted (Fig. 4) in terms of fractional error, which is denoted as

$$E_f = \frac{m_{\text{measured}} - m_{\text{true}}}{m_{\text{true}}}$$  \hspace{1cm} (2)$$

where $m_{\text{true}}$ indicates the true mass obtained by the internal NIST Electrostatic Force Balance, and $m_{\text{measured}}$ is the mean value obtained from the analytical balance. The error bars show statistical uncertainty only. This is dominated by the uncertainty in $m_{\text{measured}}$, calculated using the standard deviation of the mean of the $m_{\text{measured}}$ values, with an expansion factor, $k = 2$ [14]. Figure 4 illustrates an offset introduced during manual calibration of the smallest masses. It can be seen that the fractional measurement uncertainty increases as the artifact mass is reduced. This is caused by environmental vibrational noise and electrical and mechanical limitations of the force balance, which are typically independent of measured mass, causing a reduced signal-to-noise ratio for smaller mass values. This is accounted for in the overall PMR device uncertainty. Testing with the robotic setup yielded smaller fractional error and measurement uncertainty. Notably, this balance appears linear within 1% across 3 orders of magnitude, which is not necessarily guaranteed for such instrumentation.

For comparison, Fig. 5 shows robotic calibration results for a different balance. The increased precision of the robotic calibration allows us to demonstrate measurement errors outside of the statistical uncertainty, permitting us to correct for it. The fractional error data are fit with a third-order polynomial. The fit coefficients generated are then input into the custom software routine that automatically interpolates and corrects the balance readout in real time in accordance with the robotic calibration results. The data for the balance in Fig. 5 also illustrate an improvement in fractional error for a robotic calibration procedure. The same measurement done without automation had a statistical uncertainty larger than the fractional error (preventing software correction of the balance reading).

Automation generates several improvements to the calibration procedure. One benefit is increased stability in the calibration environment. Previously, the user had to locate, grasp, and place each artifact on the force sensor for each measurement. Effects such as air currents and variations in humidity and temperature due to manual handling degrade balance performance, particularly in the case of operator error (bumping the pan, for example) during placement or removal of the mass artifact. The robotic method allows for the process to be completely isolated in an enclosure during the measurement, which greatly reduces environmental disturbances to the balance operation. Another improvement with automation is the reduced user contact with the mass artifacts. Given that the artifacts are constructed from very thin wire, handling results in bending and potential damage to the masses. With the current robotic calibration system, the mass only needs to be placed on the arm at the start of the calibration run and removed at the end. This reduces wear and tear on the mass and reduces the amount of time the operator spends on the calibration. Analysis of the data has also been simplified due to reduced user interaction, with the balance allowing for less user interaction in analysis as well.

5. CONCLUSIONS

Radiation pressure as a means for high-power laser power measurement allows traceability to the fundamental constants through the meter, kilogram, and second. Multiple device geometries and force sensors for PMR devices can be accurately calibrated using traceable mass artifacts. Robotic calibration techniques have been implemented for these measurements and yield multiple benefits. The uncertainty of the procedure is sufficiently low that a correction calibration curve may be assigned...
to a commercially available analytical balance for the application of photon momentum. Increased sample sizes produce smaller statistical uncertainty, and isolated calibration conditions allow for minimal external disturbances. Automation of mass handling also prevents mass contamination or damage and reduces the time burden on the operator. Decrease in statistical uncertainty from the robotic calibration also allows for us to quantify variations in the measured fractional error previously within the measurement uncertainty, thereby improving the accuracy of the PMR.
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