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Abstract—The Industrial Internet of Things (IloT) is a criti-
cally important implementation of the Internet of Things (IoT),
connecting IoT devices ubiquitously in an industrial environment.
Based on the interconnection of IoT devices, IIoT applications can
collect and analyze sensing data, which help operators to control
and manage manufacturing systems, leading to significant perfor-
mance improvements and enabling automation. IIoT systems are
characterized by a variety of IloT applications, which generate
different computing tasks depending on their functionalities.
Some tasks are time-sensitive, while others are not, and more
importantly, some tasks are non-preemptive in IIoT scenarios.
Thus, processing the different IIoT applications efficiently in
an IIoT environment is key to achieving automation. Since
computing resources are limited in IIoT, how to rapidly process
time-sensitive tasks is a critical issue. Although some existing
scheduling schemes can deal with the latency requirements of
time-sensitive tasks, they lack consideration for non-preemptive
tasks. To address this issue, in this paper we consider a typical
smart warehouse system as an example and propose a generic
task scheduling scheme that reserves computing resources to wait
for upcoming time-sensitive tasks in such an IIoT environment.
In doing so, our proposed scheme is capable of minimizing the
overall waiting time for time-sensitive tasks. To evaluate the
proposed scheme, we have implemented a simulation platform
for a smart warehouse and conducted extensive experiments.
Our experimental results demonstrate the efficacy of our scheme,
which can allocate computing resources so that the processing
time for the time-sensitive tasks can be reduced. Additionally,
we discuss some potential research directions toward improving
performance in IIoT environments with respect to resource
management, machine learning, and security and privacy.

Keywords—Industrial IoT, Scheduling, Resource Allocation,
Edge Computing.

I. INTRODUCTION

The Industrial Internet of Things (IloT) is known as one
of the key enablers of the fourth industrial revolution, which
is a typical implementation of the Internet of Things (IoT) in
a body of manufacturing systems [1]. Manufacturing systems
can collect useful data from a massive number of IoT devices.
Leveraging advanced data analysis and machine learning tech-
niques, IIoT can assist in monitoring and controlling industrial
systems automatically [2], [3]. To realize automation, a num-
ber of applications have been developed in the IIoT system to
achieve specific functionalities. Those applications generate
different types of tasks, such as data analysis tasks, system
control tasks, and route planning tasks, among others.

Furthermore, due to the characteristics of the IIoT system,
some computing tasks are non-preemptive. Generally speak-
ing, from the perspective of response time, we can categorize
tasks into two groups: time-sensitive (TS) and non-time-
sensitive (non-TS). Due to the information exchange between
centralized servers and IIoT sensors, massive amounts of data
are transmitted via the IoT network, which raises significant
network overhead. In this situation, the centralized network
structure cannot provide desirable services for TS applications.
Thus, how to optimize network and computing resources while
handling the different types of applications with different
performance requirements becomes a critical problem in IIoT.

The total response time for tasks is the combination of the
transmission time and computing time. To reduce transmission
times, one feasible method is to optimize the network struc-
ture. Specifically, edge computing is a promising paradigm
that offers the benefits of offloading computing tasks from
cloud servers to edge computing nodes [3], [4], [5]. Unlike
cloud computing, in which tasks are offloaded to remote cloud
data centers, edge computing assigns computation tasks to
multiple edge nodes, which are close to end users. Thus,
edge computing is capable of reducing the amount of data
transmission and network traffic between cloud servers and
IoT sensors. By doing this, edge computing can be deployed in
IIoT environments such that transmission time can be reduced.

In addition to reducing transmission time, reducing comput-
ing time is important in IIoT environments. Computing time
can be reduced by continuously optimizing task scheduling. As
we mentioned before, in IIoT environments, TS tasks require
real-time or near real-time response. Moreover, the tasks are
non-preemptive in some cases, raising challenges for task
scheduling. Existing task scheduling algorithms in IIoT are
generally based on the quality of service (QoS) requirements
for individual tasks. For example, scheduling methods can
assign a weight based on the priority of tasks so that higher
priority tasks have a better chance of using resources [6],
[7], [8]. Nonetheless, these existing algorithms cannot avoid
waiting time in IIoT with non-preemptive tasks. In this case,
even when a TS task arrives, it still needs to wait until executed
tasks are completed so that computing resources are released.
The waiting time of this increases the response time for the TS
tasks, which is unacceptable or infeasible for those tasks. Thus,
it is necessary to design a proper task scheduling algorithm that
guarantees response times to satisfy TS and non-preemptive
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tasks.

To address the aforementioned issues, in this paper we
propose a new Computing Resource Reservation Scheduling
(CRRS) scheme with the intention that the turnaround time for
TS tasks in IIoT environments can be reduced. The proposed
scheduling scheme reserves computing resources according to
the probability distribution of task occurrence. The reserved
computing resources wait for upcoming TS tasks so that the
incoming TS tasks can be executed without any waiting time.
To demonstrate our idea, we first design an IIoT scenario that
deploys an edge computing infrastructure, and several TS and
non-TS tasks are generated. Based on the scenario, we design
a system model and utilize a length-adjustable sliding window
to identify the prediction step length of upcoming TS tasks.
By doing this, our proposed scheme can reserve computing
resources for the upcoming TS tasks, so that the TS tasks
can be executed immediately. Further, we carry out a com-
prehensive evaluation, which demonstrates that our proposed
resource allocation scheme can achieve better performance
than representative baseline task scheduling schemes. Further,
we discuss extensions of the proposed scheme in Section VI. It
is worth noting that the methodology in our proposed CRRS
scheme is a generic one and can be applied to other IIoT
systems to assist in resource management. In this paper, we
use a typical IIoT system (i.e., smart warehouse) as an example
to show the efficacy of our proposed CRRS scheme.

To summarize, we make the following contributions in our
study:

First, we propose a new Computing Resource Reservation
Scheduling (CRRS) scheme that focuses on reducing the
turnaround time for TS tasks in the IIoT environment. To
be specific, the proposed scheme is based on the probability
distribution of task occurrence, which is used to reserve
computing capacity for upcoming TS tasks. By doing this,
the upcoming TS tasks can execute immediately.

Second, we consider a typical IIoT smart warehouse sce-
nario and design a system model. Based on the model,
we evaluate the proposed scheme. In addition, we design
a Python-based experimental environment to simulate the
IIoT scenario and scheduling scheme. Furthermore, utilizing
the evaluation environment, we define the evaluation metrics
and evaluate the performance of our proposed scheduling
scheme comprehensively, in comparison with some baseline
scheduling schemes. Additionally, we discuss several research
directions as extensions.

The remainder of this paper is organized as follows: In Sec-
tion II, we briefly introduce the key techniques and concepts
of IIoT and edge computing. In Section III, we introduce our
scheme in detail. In Section IV, we present the evaluation
environment settings and experimental design. In Section V,
we define the evaluation metrics and describe the evaluation
results. In Section VI, we discuss some remaining issues
related to our study. In Section VII, we conduct a brief
literature review of related studies on IIoT and task scheduling.
Finally, we summarize the paper in Section VIII.

II. PRELIMINARIES

In this section, we introduce some preliminaries of IIoT and
edge computing.

IIoT Systems and Applications: As discussed above, the
IIoT system provides network connection for IoT devices, such
as monitors, sensors, and controllers. The IIoT applications
run on this infrastructure to achieve specific functions and
support the automation of the IIoT system. From a cyber-
physical system perspective, it is composed of a physical
subsystem, network subsystem, and application subsystem,
which cooperate with each other so that the manufacturing
process can be controlled automatically [1].

In detail, the physical subsystem consists of massively
deployed IoT devices, and the network subsystem provides a
reliable and efficient connection to support the communication
of the physical subsystem. In addition, the application subsys-
tem provides services and functionalities for the IloT system
to achieve automation. Since the IIoT system is dynamic and
deployed in a wide area, the IIoT system can be considered
as a distributed system [9], [10], [11]. In the IIoT system,
all the information is transmitted by the network subsystem.
Furthermore, in order to support automation and intelligence
for ITIoT applications, a large amount of data will be collected
and analyzed. The massive data is transmitted via the network,
creating substantial overhead to the network subsystem. Thus,
network performance is one of the key factors that affect the
performance of IloT applications.

The application subsystem could generate massive amounts
of computing tasks [12]. Depending on the purposes of the
tasks, they may be TS or non-TS tasks [13]. For example, pre-
cision control and environmental perception tasks are typical
TS tasks. The TS tasks require fast handling and rapid comput-
ing, in order to adapt to the rapid status changes of industrial
systems. Furthermore, tasks could be non-preemptive in some
cases. Although optimizing network performance can reduce
the transmission time for TS tasks, it still cannot meet the
requirements of TS tasks in IIoT, especially for those that are
non-preemptive. Thus, it is necessary to design a scheduling
algorithm to tackle this problem.

Edge Computing: Optimizing network performance is one
viable way to reduce the response times for TS tasks. Edge
computing is an active distributed computing architecture that
is widely integrated in IIoT systems. It offloads computation
tasks from cloud to edge nodes to provide computation at
shorter distances to end users [14], [15]. Thus, by leveraging
edge computing, users can send tasks to nearby edge com-
puting nodes that reduce network traffic and avoid network
congestion [16]. Similar to edge computing, IIoT is a dis-
tributed system and edge computing offers latency reduction
benefits for TS tasks in IIoT. Nonetheless, edge nodes have
limited computation capacity relative to cloud computing, and
generally requires longer computing time. Furthermore, task
exchanging and synchronization between edge nodes could
affect computing tasks, as they are distributed to heterogeneous
edge nodes that must cooperate. Thus, it calls for design an
efficient task scheduling scheme that can reduce the turnaround
time for tasks.
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TABLE I
NOTATIONS
Symbols H Descriptions
w A list to represent the warehouse
l,w The length and width of warehouse
T The coverage efficiency of wireless network
A A list to represent access points (APs)
X,Y The location coordinate of APs
r The communication radius of APs
C The computing capacity
M A list to represent unmanned vehicles
T,y The location coordinate of unmanned vehicles

The speed vector of unmanned vehicles

A list to represent tasks

The type of tasks

The smallest computing capacity

The number of computing slots

The communication coverage range of AP
Turnaround, execution, and waiting times

The number of packets in each computing slot
The average number of packets in a computing slot
The average of computing requirements

The variance of computing requirements

The distance between AP and unmanned vehicle
The number of non-TS tasks
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III. OUR SCHEME

In this section, we introduce our scheme in detail. Par-
ticularly, we first present the design rationale and outline
the problem space. Then, we introduce the investigated IIoT
scenario. Based on the scenario, we detail the system model
and our scheme. Finally, we introduce our designed CRRS
algorithm. Table I lists key notations in this paper.

A. Design Rationale

Fig. 1 illustrates the problem space of IIoT, which con-
sists of three dimensions (i.e., QoS Requirements, Physical
Resources, and System Structure). In this paper, we define the
tasks in IIoT as TS task and non-TS task. In order to reduce
the response time for TS tasks, distributed computing (i.e.,
edge computing and fog computing) will be viably utilized
in IIoT environments, since distributed computing can reduce
the transmission time of network packets. Nonetheless, simply
applying edge computing to optimize the network is not
sufficient. As we mentioned in Section II, how to optimize
computing performance for edge computing resources is criti-
cal. In the following, we focus on reducing the response time
for TS tasks in an IIoT system. Specifically, we propose a
new reservation-based task scheduling scheme, which reserves
computing resources based on the probability distribution of
TS tasks occurring. By doing so, there are always available
computing resources to execute upcoming TS tasks. The solid
blue sectors in the figure indicate our area of focus in this
paper.

We now introduce our design rationale that focuses on
reducing the response time for TS tasks. Recall that the main

Physical Resources

Ability Reliability ~ Efficiency ~ Security

Centralized
Distributed

Computing

) Storage

Network

QoS Requirements

System Structure

Fig. 1. Problem Space of IloT

purposes of IIoT are achieving industrial system automation
and increasing system efficiency. The IIoT system collects
relevant data, and IIoT applications analyze the collected data
and control the system to realize system automation. Thus,
IIoT applications generate different types of computing tasks,
such as data analysis, system control, and others. We define
the computing tasks as TS and non-TS tasks. For instance, a
typical TS task in IIoT is the control signal, which is the core
heartbeat of the IIoT system, such that it requires very short
computing time to complete control tasks. In addition, since
some industrial systems are non-interruptable, and the tasks
are non-preemptive as well, which intensifies the complexity
of scheduling. To this end, we focus on designing a new
scheduling scheme. The core idea of our scheme is to reserve
computing resources based on the probability distribution of
TS task occurrence. The reserved computing resources are
dedicated for upcoming TS tasks and used to execute TS
tasks immediately when they arrive. Obviously, our designed
scheme is capable of reducing the overall turnaround time by
reducing wait times for TS tasks in IIoT.

B. Motivated Scenario

We now introduce the investigated IIoT scenario in detail. In
a typical smart warehouse, such as Amazon warehouses [17],
unmanned vehicles move the packages around the warehouse
according to various requirements. The unmanned vehicles
are operated by the IIoT system. In detail, the IIoT system
computes the routes and sends the routes to the unmanned
vehicles, which follow the routes and carry the packages to
their destinations. Meanwhile, the unmanned vehicles send
location information and surrounding event information back
to the IIoT system while traveling. Based on the information,
the IIoT system can control individual unmanned vehicles to
avoid collisions and other accidents.

In this scenario, we define the following two types of
tasks: (i) Route generation, which is a non-TS task. Based on
the location of the unmanned vehicles and the packages, the
routes are generated by the computing resources. During the
route generation, the unmanned vehicles stop and wait until
receiving the route information. Since the waiting status does
not cause any failures of the system, the route generation tasks
are non-TS tasks. (ii) Collision avoidance, which is a TS task.
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In the warehouse, unmanned vehicles perceive surrounding
environments by collecting and analyzing relevant environ-
ment data. Nonetheless, data analysis incurs large computing
loads. Due to the computing capacity limitation, the unmanned
vehicles send the related environment data to the distributed
computing resources to analyze the data. Because the states of
the surrounding environments are changing rapidly, computing
resources are required to calculate the next action in a short
time period. Thus, collision avoidance tasks require real-time
response and are TS tasks.

Fig. 2 illustrates the system structure of the investigated
scenario. All the unmanned vehicles are located at the bottom,
and the edge computing clusters are located at the top. The
APs connect with unmanned vehicles via wireless networks
and connect with edge computing clusters via wired networks.
Likewise, the APs connect with each other via wired networks.
Based on this scenario, the unmanned vehicles send two types
of tasks, which are non-TS (i.e., route calculation) and TS (i.e.,
collision avoidance). All the tasks are sent by the unmanned
vehicles via wireless networks to the nearest APs, which
distribute the tasks to edge computing clusters.

Edge Computing Cluster

Unmanned Vehicles

Fig. 2. System Structure

C. System Model

Following the scenario described in Section III-B, we
now design the system model. Denote a large warehouse as
W {l,w, 7}, where [ is the length and w is the width of the
warehouse. Also, T denotes the coverage efficiency of the APs
in the warehouse.

Definition 1. The coverage efficiency is defined by the ratio
of the union of the communication coverage area for the APs
and the total area of communication circle for the APs. Thus,
the coverage efficiency 7 can be represented by

ey 8
Here, R denotes the area of the communication coverage
range. Based on Equation (1), 7 is a number less than 1.
A larger 7 means fewer communication overlaps between
neighboring APs.

The APs in the warehouse provide wireless communication
between the unmanned vehicles and computing resources.
In order to identify the locations of the APs, we consider
coverage and interference. First, because the unmanned ve-
hicles constantly communicate with computing resources, full

wireless network coverage is required throughout the entire
warehouse. Second, the wireless communication range of an
AP is a circle. As we know, leveraging several circles to
cover rectangle causes overlaps between neighboring circles.
Thus, to fully cover the warehouse, there are communication
overlaps between neighboring APs. The communication over-
laps cause interference. To reduce interference, the smallest
communication overlap between neighboring APs should be
used.

Denote unmanned vehicles as M {z,y, 7}, where z and y
are the location coordinates of unmanned vehicles and 7/ is
a vector that represents the speed of unmanned vehicles. In
addition, denote APs as A {X,Y,r,C}, where X and Y are the
location coordinates of the AP, r is the communication radius,
and C is the computing capacity of the edge computing cluster
that connects with AP: A.

D. Computing Resource Reservation Scheduling (CRRS) Al-
gorithm

We now focus on the reduction of turnaround time for TS
tasks. To do so, we propose a new scheduling algorithm to
reduce turnaround time. As we know, turnaround time can be
computed via T; = T.+7T,,, where T, represents the execution
time and 7T, represents the waiting time. Since the computing
capacity is constant, reducing the waiting time 7, for tasks
is the only viable way to reduce 7;. Our proposed CRRS
scheme focuses on minimizing the waiting time for TS tasks.
In detail, the CRRS scheme reserves computing resources
based on the probability distribution of TS task occurrence.
The reserved computing resources are utilized for executing
the upcoming TS tasks. Since the CRRS scheme reserves
computing resources, no starvation occurs in the system. In
other words, the TS tasks can be immediately executed without
any waiting time. We identify the computing resources as
computing slots, which all have the same computing capacity.
Here, we define the computing slot as follows:

Definition 2. The computing slot is the smallest indivisible
computing time period of execution (smallest CPU cycle) in
computing resources. Denote § as the computing slot. We then
define a task as T {6,n - 0}. Here, 0 denotes the types of the
tasks, 0 = 1 denotes the TS tasks and § = 0 denotes the non-
TS tasks. In addition, n denotes the number of computing slots
that the task occupies. Thus, n - § denotes the length of tasks.

In our scenario, we assume that the surrounding events of
each unmanned vehicle are independent and no correlations
between different events exist. In addition, the surrounding
events are the triggers of TS tasks. Thus, TS tasks are inde-
pendent, and we assume the generation of TS tasks follows the
Poisson distribution. The Poisson distribution mass function is
as follows:

fk,A) = Pr(X =k)=2e” 2)

Here, k represents the number of TS tasks generated in each
computing slot and A\ represents the average number of TS
tasks generated in a computing slot. In addition, we assume
the computing slot requirements for TS tasks are the same and
each TS task occupies ‘1’ computing slot, which is d.
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Based on the classification of TS and non-TS tasks, non-
TS tasks are the complement set of TS tasks, because un-
manned vehicles do not send surrounding information to
the computing resources during the route generation process.
Thus, the generation of non-TS tasks can be represented
by Pr(X) = 1 — Pr(TS). Furthermore, we assume the
computing slot requirements of each non-TS task (task length)
are random and follow the normal distribution.

2
amee (FH). O
We assume the computing slot requirements of non-T'S tasks
follows X ~ N(u,c?). We utilize Equation (4) to represent
the average value of computing slot requirement, where n;
denotes the different number of computing slots that task @
occupies and N denotes the number of non-TS tasks.

— Dic1.9.3...5 00
o= 0 = SERREE——

(@, p,0)=
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Likewise, we utilize Equation (5) to represent the variance
of the computing slot requirement.

g

2 Zi:l,2,3-»-k]§fni'67ﬁi'6)2. (5)

Based on the communication range of APs, unmanned
vehicles upload TS tasks to different APs during travel. To
identify the best AP for uploading TS tasks, we compute
the distance between unmanned vehicles and APs, in order
to select the nearest AP to upload the task. Obviously, the
distance D; ; \/(Xj —2)* + (Y; —y;)°. From the AP
communication range perspective, all unmanned vehicles with
distance D; ; < r can connect with AP N;. By obtaining the
number of unmanned vehicles n; connected to AP IV;, we can
then calculate the number of TS tasks received by AP N,

Zni Yok Pr(ng,) (Pr(n;,) > Pr(m)). (6)

Here, n;, represents the probability of a certain number of
the upcoming TS tasks for all unmanned vehicles in the
communication range of an AP. Pr(n; ) > Pr(m) means
that if the probability of a certain number of upcoming TS
tasks is greater than a threshold, the CRRS scheme reserves
the computing capacity for those upcoming TS tasks.

Algorithm 1: Computing Resource Selection

Data: Aj: AP, n;: the number of unmanned vehicles connected to
AP, M;: unmanned vehicles
Output: ¢
1 initialization
2 n; = 0
3 while \/(Xj —z)2 +(Y; —y:)? <7 do
4 n; =mn; +1
5 Check the index ¢ and put ¢ into a list
6 Record M; according to 4, put M; into a 3 column n; row list
7
8
9

Obtain the speed 7; of each M;
if ¢ - U; > r then
Obtain ¢, indicating at time ¢, M; will arrive in next AP’s
coverage
10 Send message to neighbor AP A 1: M; will arrive in
next tg—q time
11 else
12 L continue

Based on the system model, we now present the algorithms
in detail. Algorithm 1 presents the method, by which each
AP discovers the surrounding unmanned vehicles in commu-
nication range. The APs discover the surrounding unmanned
vehicles simply by calculating the distance between the target
unmanned vehicles and themselves. Then, the APs obtain the
details of the unmanned vehicles, including the task types
and unmanned vehicle speeds. Also, based on the speeds
of the unmanned vehicles, the APs will notify neighboring
APs as to whether the unmanned vehicles will travel into the
neighbor’s communication range during the next computing
slot. If the unmanned vehicle will travel to a neighboring
AP’s communication range, the neighboring AP will reserve
computing capacity. Based on analysis of the algorithm, the
time complexity of the algorithm is O(m) ~ O(N), where
m is the number of unmanned vehicles in the communication
range of an AP and N is the scale of the problem.

Algorithm 2: Computing Resource Reserved Schedul-
ing

Data: Aj: AP, n;: the number of unmanned vehicles connected to
AP, C;: the computing capacity of the computing resource,
M;: unmanned vehicle, T: the tasks

1 initialization
2 nrs = 0
3 NNon—Ts =0
4 while A;;(j =1,2,3--,k) do
5 Update the remaining computing capacity C;
6 while M;; (i =1,2,3---,m) do
7 if 6; = 0 then
8 NNon—TS = MNon—TS + 1
9 Push the task M; to the waiting list
10 Predict the length of
2
Mi:f (2, p1,0) = /==exp ( G )
11 Obtain the shortest non-TS tasks:T {0, te, 5 }
12 else
13 L nrs =nrs + 1
14 Push the TS task to the computing resources
15 Num =0
16 while Num < C; do
17 (Cj = (Cj —nrs
18 Num =
D 2ok Pr (niy,) (Pr (nsy,) > Pr(m))
19 Obtain the shortest non-TS task in the waiting list
20 if C; — Num > 0 then
21 | push this Non-TS to execute
22 else
23 | hold
24 if C = 0 then
25 push all the tasks into waiting list
26 ‘ hold;
27 else
28 L Deploy the shortest 1,0, —7g task in the waiting
list

Algorithm 2 presents our proposed CRRS scheme in detail.
Generally speaking, the CRRS reserves computing slots based
on the probability distribution of TS tasks. Then, CRRS checks
the remaining computing slots and sends a query to the non-TS
task waiting list. The non-TS waiting list responds to the query
and returns the shortest non-TS task on the waiting list. Then,
the CRRS pushes the shortest non-TS task to the computing
resource to execute. After that, if empty computing slots still
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remain, the CRRS sends another query to the non-TS task
waiting list to obtain the next shortest non-TS task. In addition,
the CRRS projects upcoming TS tasks over the length of time
required for the incoming non-TS task. If the empty computing
slots are sufficient to execute the TS tasks, the CRRS pushes
the non-TS task to the computing resource to execute; if not,
the CRRS holds the non-TS task until the next time slot. Based
on our analysis, the time complexity of this algorithm for each
AP is O(m - C + n?) ~ O(2N?), where m is the number of
unmanned vehicles in the communication range of an AP, C
is the computing capacity of this AP, and n denotes the length
of the waiting list for the non-TS tasks. Again, N is the scale
of problem.

IV. IMPLEMENTATION

In this section, we introduce the implementation to validate
our scheme. We first define the simulation programs and
identify the related parameters. Then, we set up an evaluation
environment using the Common Open Research Emulator
(CORE) [18], [19] to deploy the programs'. Finally, we present
the settings of the environment used to validate the proposed
scheduling algorithm.

A. Implementation and Parameter Settings

To validate our approach, we first implement the proposed
scheduling scheme using Python. We design three components,
written using Python 3.7, including AP Deployer, Unmanned
Vehicle Routing Generator, and CRRS Scheduling Program.
First, the AP Deployer calculates the specific locations for
the APs, in order to deploy the APs to the evaluation envi-
ronment. Here, without loss of generality, we set the shape
of the warehouse as a square with side length [ (say equal
to 200m). Also, we set the communication radius r of the
APs (say equal to 20m). Based on the scenario defined
in Section III-B, the unmanned vehicles communicate with
the computing resources via wireless networks. Therefore,
wireless communication needs to fully cover the warehouse.
Recall that Definition 1 defines the coverage efficiency T,
which is a number smaller than 1. A higher coverage efficiency
represents smaller communication overlaps. In order to reduce
the interference of the wireless network, it is necessary to find
the maximum value of 7.

Fig. 3 shows the minimum overlap for three circles. To
obtain the minimum overlap, the three circles must intersect
at a point. We assume the radius of the circles is 7. Since the
intersection is a point, we obtain the distance between each
center as /3 - . Then, based on Equation (1), we compute

the maximum coverage efficiency 7 = W
1,2,3,--i 1V
2 . . .
%ﬁ;ﬁ = 82.7%. Following the calculation, we obtain

the locations for all APs. Then, we utilize the Unmanned
Vehicle Routing Generator to randomly generate various routes

ICertain commercial equipment, instruments, or materials are identified in
this paper in order to specify the experimental procedure adequately. Such
identification is not intended to imply recommendation or endorsement by the
National Institute of Standards and Technology, nor is it intended to imply
that the materials or equipment identified are necessarily the best available
for the purpose.
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Fig. 4. Experimental Setup

for given unmanned vehicles. In this step, the program also
generates the TS tasks and non-TS tasks in a given time period.

B. Environment Settings

We now introduce the evaluation environment settings in
detail. To simulate the distributed IIoT environment, we lever-
age CORE. Developed by the U.S. Naval Research Laboratory,
CORE is a network emulator [19]. The emulator allows users
to leverage different network types, nodes, protocols, and
structures that are defined inside of CORE to establish their
own network. In addition, users are able to run lightweight
virtual machines on network nodes. Based on the features
of CORE, we first establish the APs, and then deploy the
CRRS Scheduling Program on each AP, in order to evaluate
the effectiveness of our proposed scheduling algorithm.

Access Points Configuration: We utilize the MANET
Designated Routers (MDR) in CORE to simulate the APs.
In our case, we deploy 20’ MDRs in a 200 x 200m? area
and assign the IP addresses of all the interfaces for each
MDR, which is shown in Fig. 4. The location of the MDR is
determined by Algorithm 1 discussed in Section III. We install
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Python 3.7 to all MDRs and deploy the CRRS Scheduling
Program to each MDR. In addition, we define an additional
‘100’ MDRs as unmanned vehicles that are moving within
this area. Then, we utilize the Unmanned Vehicle Routing
Generator to randomly generate the routes and all tasks, which
is shown in Fig. 5. According to the routes, we define the
moving script for each unmanned vehicle.

Network Configuration: As we discussed in Section III,
all unmanned vehicles communicate with the APs via wire-
less communication. Thus, we first assign all the APs and
unmanned vehicles (MDRs) to a wireless WLAN and con-
figure the OSPF protocol for each MDR. By doing this, the
unmanned vehicles are able to communicate with the nearest
AP. In our case, we set the communication radius as 20 m.
Since the distance between each AP is larger than 20 m, we
connect each AP by wired cable. Fig. 4 shows the network
topology of the environment.

C. Experimental Design

By leveraging the described evaluation environment setup
and configuration, we designed experiments to evaluate our
CRRS scheme. In the following, we introduce the design of
experiments in detail.
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Fig. 5. Routes of Unmanned Vehicles

In our experiments, we assume the length of a TS task is
1s. Based on the discussion in Section III, we utilize the
Poisson distribution to generate TS tasks. In addition, we
define the time duration of the experiments as 1200s. First,
we generate the routes of the unmanned vehicles and then the
tasks. We record the data, including the coordinates of the
unmanned vehicles, the start times of TS tasks, the start times
of non-TS tasks, and the lengths of non-TS tasks. After that,
according to the location data, we design the moving scripts
for each unmanned vehicle. We deploy the CRRS Scheduling
Program to the APs, the APs discover the unmanned vehicles
within their communication range based on the location data.
Then, we define the computing resources as two-thirds of
the maximum number of concurrent tasks. In our case, there
are ‘100’ unmanned vehicles in the experiment, so that the
maximum number of concurrent tasks is ‘100°. Further, we

configure the total computing resources to be ‘100°, and each
AP has ‘5’ computing resources. Finally, depending on the
task information, which is generated by the Unmanned Vehicle
Routing Generator, the CRRS Scheduling Program schedules
the tasks.

V. EVALUATION RESULTS

We now detail the evaluation results of the experiments
outlined in Section IV. In the following, we first present the
evaluation methodology and then show a performance com-
parison of the proposed scheme and representative scheduling
schemes.

A. Methodology

As we discussed in Section IV, we utilize the simulation
program to create both TS and non-TS tasks. The program
records the information of each task, including arrival time,
task length, task type, completion time, and locations. Then,
we deploy the tasks to the evaluation environment. The task
scheduling algorithms on each edge computing node detect
the nearby tasks and process them.

First, we need to identify a threshold for the CRRS scheme.
Based on the threshold, the CRRS scheme then determines
how many computing slots should be reserved. Based on the
Poisson distribution, different numbers of TS tasks appear.
For instance, the probability of 5 TS tasks appearing is
80% and the probability of 9 TS tasks appearing is 60 %.
When selecting 80 % as the threshold, our scheme reserves 5
computing slots. Obviously, setting a lower threshold yields
better performance only for TS tasks, because our scheme
reserves more computing resources. Nonetheless, setting a
lower threshold causes computing resources to be wasted,
because the idle computing resources cannot execute any tasks
while waiting.

After identifying the probability threshold for this partic-
ular scenario, we compare the performance of the proposed
scheduling scheme and the existing schemes, which are based
on the first-in-first-out (FIFO) and priority-based schedul-
ing algorithms [20]. Note that the priority-based scheduling
scheme has limitations for handling the low priority tasks.
Specifically, the low priority tasks get pushed to the end of the
waiting list and never have a chance to be executed. Thus, we
set a dynamic priority value for the non-TS tasks that increases
the priority value as the waiting time increases. Finally, to
evaluate the performance of each edge computing node, since
this is a distributed edge computing platform, we compare
the throughput of each edge node under both the proposed
scheduling scheme and the representative schemes.

Based on the outlined scope and experimental design, we
define the following metrics to evaluate the effectiveness of
our proposed scheme: (i) Turnaround Time: It is an important
metric for evaluating task scheduling schemes and defined
as the time interval between one process being submitted
to the execution queue and the process being completed by
the CPU. It can be calculated by the sum of waiting time
and execution time. In our experimentation, we collect the
turnaround time and obtain the sum for all TS tasks to

2327-4662 (c) 2020 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

Authorized licensed use limited to: NIST Virtual Library (NVL). Downloaded on March 04,2021 at 14:43:16 UTC from IEEE Xplore. Restrictions apply.



This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/JI0T.2020.3044057, IEEE Internet of

Things Journal

=0 50%
Je-k 60%

= 50%

)
8¢

38

2

fggas

Total Turnaround Time (s
IS

iR ¢

Throughput (Number of Time-Sensitive Tasks)

o
10000 20000 30000 40000 50000 60000 70000 §OOOO 90000 100000 110000120000
Total Tasks

Fig. 6. Turnaround time vs. probability rate

evaluate the proposed scheme. (i) Waiting Time: It is another
important metric for evaluating task scheduling schemes. It
refers to the time interval from the time when one process
is submitted to the ready queue to the time when the process
selected by CPU to execute. Based on the hardware limitations
of available computing resources, it is difficult to improve
execution speed. Thus, reducing the waiting time is the viable
way to reduce the overall turnaround time. Just as with the
turnaround time, we collect the waiting time for all TS tasks.
(iii) Throughput: It measures how many tasks are completed
in a given time period. It can clearly describe the performance
of the scheduling scheme and, in the simulation, we compare
the overall throughput of the edge computing system and the
throughput of each edge computing node.

B. Evaluation Results

We now present the evaluation results. First, we identify the
threshold for the CRRS scheme. Fig. 6 shows the variation of
turnaround time with threshold. Here, we set the probability
threshold in 10 % increments, from 50 % to 90 %, in order
to identify which probability has the best performance. The
results show that setting the threshold to 50 % obtains the
shortest turnaround time, while 90 % obtains the longest
turnaround time. This is because setting a lower threshold
causes the CRRS scheme to reserve more computing resources
for the upcoming TS tasks. In addition, we set different
thresholds in the evaluation. Fig. 6 shows that the turnaround
time increases with the growth of the threshold.

Furthermore, we evaluate the waiting time and throughput
in Figs. 7 and 8, respectively. Similar to turnaround time, we
select the probability threshold from 50 % to 90 %, in 10 %
increments. Then, we compare the performance. In detail,
Fig. 7 shows the comparison of the waiting time for TS tasks
with respect to different thresholds. As threshold increases,
the waiting time for TS tasks increases as well. This is due to
setting a high threshold causing the algorithm to reserve fewer
computing resources. The reserved computing resources are
not enough to execute all the upcoming TS tasks, leading to
the increased waiting times for TS tasks. In our case, selecting
90 % as the threshold causes the waiting time for ‘120,000’
tasks to be more than 9300 s. This approaches the waiting time
of the FIFO algorithm.

o
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In addition, Fig. 8 shows the variation of the throughput for
TS tasks according with varying thresholds. As the threshold
changes from 50 % to 70 %, the throughput performance drops
4.73 %. Moreover, continuously increasing the threshold to
90 % causes a throughput drop of 26.13 %. In summary, setting
the threshold to 70 % is reasonable, as it has better overall
performance and has less impact on non-TS tasks.

Finally, we obtain the utility of computing resources for
different thresholds, as shown in Fig. 9, where the x-axis
represents time, in seconds, and the y-axis represents the
number of idle computing slots. The lower the number of
empty computing slots, the higher the utility. From the figure,
we can see that setting the threshold to 50 % can minimize the
waiting time, whereas it maximizes idle computing slots that
waste computing resources. Thus, based on the results shown
in Figs. 6 and 9, we select 70 % as the threshold.

After obtaining the threshold for our algorithm, we utilize
it to the proposed scheduling scheme and compare its per-
formance with existing representative schemes. Fig. 10 shows
the total turnaround time of all TS tasks between the proposed
scheduling scheme and the existing schemes. From the figure,
we can observe that the scheme based on FIFO algorithm
achieves the largest turnaround time (more than 13,000 s) and
the scheme based on priority-based algorithm is located in the
middle (more than 9000s). Our proposed scheduling scheme
has the shortest turnaround time of 7792s.

Fig. 11 shows the waiting time for TS tasks in the three
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Fig. 10. Turnaround time comparison

scheduling schemes, where the x-axis represents the number
of tasks and the y-axis indicates the waiting time. From the
figure, we can see that, in the beginning, the waiting time of
our proposed scheduling scheme is slightly shorter than the
priority-based scheme. When the number of tasks increases,
the waiting time for the priority based scheme increases very
rapidly. This is because the priority value of non-TS tasks
increases along with the waiting time to be able to execute all
tasks. When the priority value of non-TS tasks is larger than
TS tasks, the TS tasks will wait for the execution of the non-
TS task. The scheme based on FIFO algorithm achieves the
longest waiting time in the evaluation, as expected. In addition,
we compare the throughput of the three selected scheduling
scheme in Fig. 12. Clearly, our proposed scheduling scheme
achieves the best throughput in all cases.

Fig. 13. Throughput comparison on each access point

Fig. 13 illustrates the throughput on each individual access
point. Here, the x-axis represents the different computing
nodes, the y-axis represents the time period, and the z-axis
represents the throughput. Note that the blue surface on the
top of the figure represents the throughput performance of our
CRRS scheme. The yellow surface in the middle of the figure
represents the throughput performance of the scheme based on
priority-based algorithm. The green surface on the bottom of

Fig. 11. Waiting time comparison

Fig. 12. Throughput comparison

the figure represents the throughput performance of the scheme
based on FIFO algorithm. The figure clearly indicates that the
CRRS scheme could achieve the largest throughput of all other
baseline schemes on each AP.

To summarize, our proposed CRRS scheduling scheme can
improve the overall performance for TS tasks. In addition,
in our proposed scenario, we deployed the proposed CRRS
scheme in a distributed IIoT environment. The evaluation re-
sults show that our proposed scheme has the best performance
in the distributed computing environment in comparison with
the baseline scheduling schemes.

VI. DISCUSSION

In this study, we proposed a computing resource reservation
task scheduling scheme, which reserves computing resources
for upcoming time-sensitive tasks. By doing so, it reduces
the waiting time for TS tasks. As possible extensions of our
work, we now consider some potential future directions toward
improving performance in IloT environments with respect to
resource management, machine learning, and security.

Resource Management: We now discuss how to extend
our scheme to manage resources in other IoT systems. On one
hand, as the methodology of our proposed CRRS scheme is a
generic one, it can be used in other IIoT systems to support fast
response to time-sensitive applications, especially for some
non-preemptive IloT applications. As one example, the CRRS
scheme can be used in smart manufacturing systems, in which
some time-sensitive processes (e.g., real-time control, failure
detection and recovery) require timely response and cannot
be interrupted during manufacturing processes. In this case,
the CRRS scheme can be used to improve the utilization of
resources while reducing the response time of time-sensitive
applications so that the strict performance requirements can
be satisfied. As another example, our CRRS scheme can be
used to assist in the smart grid system operations by reserving
sufficient computing and networking resources for upcoming
time-sensitive requests, which need timely process for urgent
activities such as controlling critical power transmissions and
dealing with failure detection and recovery, among others.

Second, besides the computing resource allocation, the
networking resource allocation is another critical issue. The
resources of networking is limited to support the growing
demand for applications [21]. In this study, we proposed
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a task scheduling algorithm for the TS tasks in IIoT. The
proposed CRRS scheme focuses on reducing the turnaround
time for TS tasks. Nonetheless, how to optimize networking
resource allocation remains unsolved. It is necessary to design
a network resource allocation algorithm to optimize network
utilization. Furthermore, in distributed computing environ-
ments, because of the limitation of the computing capacity
of distributed computing resources, one task may be assigned
to different computing resources. Consider the complexity
of the distributed computing structure, the cooperation and
synchronization of different computing resources is another
issue to consider. Further, how to deploy suitable computing
and network resources to satisfy the demands of applications is
critical [22]. This involves resource capacity and deployment
allocation. Since IIoT is a dynamic environment, it brings new
challenges for effective resource allocation and deployment in
dynamic IIoT.

Machine Learning: In this study, we proposed a comput-
ing resource reservation task scheduling scheme. Obviously,
improving prediction accuracy can improve the overall perfor-
mance of the scheduling scheme. Moreover, since we did not
have real IIoT data, we leveraged probability distributions in
this study. Machine learning techniques can be applied to IoT
systems to address different challenges [23], [24], [25]. For
example, the recurrent neural network (RNN), as a typical
machine learning model, can achieve accurate prediction in
numerous cases. Based on real IIoT data, we could leverage
and design an RNN model to predict upcoming TS tasks
with better accuracy and precision [26]. Furthermore, as IloT
constantly generates new data, the RNN model needs to be
retrained on the new data to maintain prediction accuracy. As
the training cost is high, an online continuous learning strategy
should be considered. Online continuous learning updates
the learning model only utilizing a new data slice, which
avoids retraining on the entire dataset, reducing the training
overhead for the machine learning model [27]. In addition,
IIoT is a distributed computing structure, and deploying the
RNN model to the distributed computing nodes can reduce
data transmission time and avoid network congestion. Thus,
we shall design a distributed RNN model and leverage edge
computing nodes to complete the RNN training, increasing
the flexibility of the machine learning model in the distributed
system.

Security and Privacy: Security and privacy is critical
to IoT systems, given the massive amounts of investment
invested into industrial processing, as well as the potential
for disruption, destruction, and harm available through IIoT
systems [28], [29], [30], [31], [32]. The specific environ-
ments and the distributed structure bring more security and
privacy risks for IIoT. In particular, as mentioned above, in an
IIoT system, an untrusted computing resource is a potential
risk for the entire system. The automation of IIoT systems
depends on data analysis. Adversaries could launch attacks
and compromise computing resources and interfere with data
to disrupt analytical results and infer sensitive information.
Since the IIoT system is controlled and managed based on
data analysis, incorrect analytical results could pose serious
system failures. Furthermore, adversaries could insert fake or
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duplicated data to affect response efficiency for IloT tasks.
There are numerous aspects to protecting computing resources
(e.g., filtering suspicious tasks, selecting trusted computing
resources). From the computing resource perspective, when
receiving a task from a client, the trust of the client should
be evaluated, avoiding untrusted clients so that the computing
resources can be protected. From the client perspective, trust-
based computing resource allocation strategies should protect
clients. If clients send their data to a compromised computing
infrastructure, it can obviously disclose the client’s sensitive
information. Thus, it necessary to have an evaluation strategy
to inspect the computing resources before sending computing
tasks.

VII. RELATED WORKS

We now review some existing studies closely to IIoT and
task scheduling that are much relevant to our study.

Based on IoT devices that are deployed in industrial envi-
ronments, industrial systems are able to collect large amounts
of data. Based on the collected datasets, operators are able to
analyze the generated data and make assessments to manage
the industrial systems effectively. There are numerous issues
related to the deployment of IoT devices, resource allocation,
and task scheduling, among others, which must be resolved.
To deal with these issues, an emulation platform is necessary
to enable evaluation without the potential to manipulate a real
system and cause some unexpected results. Some existing re-
search efforts have focused on developing emulation platforms
for IIoT systems. For example, Boschert et al. investigated a
digital model called digital twin (i.e., a digital model of the
real industrial system) [33], which can abstract the physical
industrial system to a digital model. By leveraging digital
twins, operators can easily emulate the different statuses of the
system to identify resource allocation solutions for the specific
IIoT system under investigation. Likewise, Zhang et al. [34]
proposed a digital twin based real-time scheduling scheme
to handle the specific case of the hollow glass production
line. Specifically, they utilized a digital model to emulate the
production process and optimize the scheduling algorithm.

Since a large number of industrial processes are TS, cloud
computing cannot satisfy the fast response needed. Edge
computing has been considered as a viable computing in-
frastructure to handle TS tasks in IIoT systems [14], [15],
[35], [36]. Nonetheless, as edge computing is a distributed
computing infrastructure, how to select proper computing
resources to accomplish tasks remains an unsolved issue. To
this end, Tran et al. [37] proposed a heuristic algorithm to
optimize task offloading, in order to obtain the maximum use
of edge computing resources. Broji et al. [38] proposed a
QoS-based resource allocation strategy to assist IoT devices
in selecting the best computing resource. Likewise, Chen et
al. [39] proposed an efficient task offload scheme in the mobile
edge computing environment. Specifically, the task offloading
was formulated as a mixed-integer non-linear program and
the non-linear program was separated into two sub-problems
in order to solve it.

Related to task scheduling in IIoT, existing research has
focused on optimized scheduling algorithms to avoid network
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congestion and improve computing performance. For instance,
Pham et al. [40] considered task scheduling in a cloud-fog
computing system and proposed a heuristic-based algorithm to
fully utilize the cloud and fog computing resources. Similarly,
Basu er al. [41] proposed a hybrid algorithm GAACO, com-
bining the Genetic Algorithm (GA) and Ant Colony Optimiza-
tion (ACO). The GAACO algorithm balances the computing
payloads for each edge computing resource. Furthermore, as a
cognitive or intelligent model, GAACO evolves itself based on
the historical data, leading to a better computing payload bal-
ancing solution. Likewise, Turjman et al. [42] proposed a fully
informed particle swarm optimization (FIPS) algorithm based
on robust canonical particle swarm optimization (CPSO). In
their study, the throughput and delay were optimized based on
the different data traffic categories.

In this paper, we mainly focused on the task scheduling
problem in IIoT environments. To be specific, we first classi-
fied the tasks and defined the problem space. We then focused
on the reduction of the response time of TS tasks in IIoT, since
those tasks have more critical response time requirements than
others. We also designed a representative IIoT scenario and
system model. Based on the model, we proposed our CRRS
scheme and carried out extensive experiments to evaluate the
effectiveness of our scheme in comparison with some existing
schemes.

VIII. FINAL REMARKS

In this paper, we identified the problem space for IIoT and
focused on optimizing the computing performance for time
sensitive (TS) tasks in a typical IIoT environment. To achieve
this goal, we first defined a representative IloT scenario. Based
on the proposed scenario, we designed the system model
and proposed Computing Resource Reservation Scheduling
(CRRS) scheme for task scheduling. In detail, based on the
probability distribution of TS tasks, our proposed scheme can
reserve computing slots for upcoming TS tasks. In this way,
the TS tasks can be executed immediately without any waiting
time. Our scheme is capable of reducing the turnaround time
for TS tasks in a computing capacity constant IIoT system. To
evaluate the proposed scheme, we designed a comprehensive
evaluation environment on CORE, a typical emulation envi-
ronment. We also implemented a set of programs to simulate
the process of the tasks generation of unmanned vehicles and
utilized CORE to establish the network environment. Finally,
we deployed the proposed scheme to CORE and conducted
an evaluation of the proposed CRRS scheme against some
representative scheduling schemes. Our extensive experimental
results indicate that our proposed scheduling scheme can
reduce the overall turnaround time for TS tasks in the IIoT
environment, comparing with existing scheduling schemes.
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