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ABSTRACT Millimeter-wave channel sounders are much more sensitive to phase drift than their microwave
counterparts by virtue of shorter wavelength. This matters when coherently combining untethered channel
measurements – scanned over multiple antennas either electronically or mechanically in seconds, minutes,
or even hours – to obtain directional information. To eliminate phase drift, a synchronization cable between
the transmitter and receiver is required, limiting deployment range and flexibility indoors, and precluding
most outdoor and mobile scenarios. Instead, we propose a blind technique to calibrate for phase drift by
post-processing the channel measurements; the technique is referred to as blind because it requires no
reference signal and, as such, works even in non-line-of-sight conditions when the (reference) direct path
goes undetected. To substantiate the technique, it was tested on real measurements collected with our 60 GHz
virtual phased-array channel sounder, as well as through simulation. The technique was demonstrated robust
enough to deal with the most severe case of phase drift (uniformly distributed phase) and in non-line-of-sight
conditions.

INDEX TERMS 5G, beamforming, clock drift, mmWave, phased-array antennas, phase coherence.

I. INTRODUCTION
The design and deployment of fifth-generation (5G) com-
munication networks, based on millimeter-wave (mmWave)
technology, are currently underway. The transition from 4G
was prompted by the availability of large swaths of mmWave
spectrum to alleviate the saturated sub-6 GHz band, enabling
instantaneous transmission bandwidths in excess of 1 GHz
and in turn speeds 100 times faster. Although networks have
witnessed generational transitions in the past, this one is
more pronounced due to the quantum leap in the frequency
of operation, to 28 GHz and beyond. Higher operating fre-
quency, however, carries with it the burden of greater path loss
(free-space loss, penetration loss, and oxygen-absorption loss
at 60 GHz), which will be compensated through high-gain
antennas. Because antenna beamwidth is inversely propor-
tional to gain, beams will be only several degrees wide –
a.k.a. pencilbeams – and consequently must be steered in the
direction of ambient multipath to ensure adequate reception.
The implication on mmWave channel sounders is that they
too must incorporate directional antennas in order to develop
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appropriate channel models reduced from directional channel
measurements.

Reference [1] provides a comprehensive review of
mmWave channel sounders currently in use. The most popu-
lar systems feature a horn antenna that is mechanically rotated
in azimuth and elevation, creating a virtual array of elements
from the steering directions [2]–[10]. Another virtual archi-
tecture (such as the one implemented in this paper) also fea-
tures a single antenna, however that is translated (not rotated)
mechanically to positions half-wavelength apart, forming a
phased-array antenna [11]–[13]. While virtual arrays have
flexible inter-element spacing and are immune to mutual
coupling, the mechanical movement implies scan durations
on the order of minutes or even hours – much longer than
the channel coherence time (the time over which the channel
can be considered static) – and so are suitable for sounding
static environments only. Millimeter-wave channel sounders
that can deal with dynamic channels either feature a real
array of horns that are switched electronically [14]–[16]
or a real phased-array antenna that electronically steers
beams [17]–[21]. They nevertheless can take up to seconds
or even minutes for a complete angular scan depending on
the angular resolution and scan range, whether the scan is
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spherical (in azimuth and elevation), and whether the scan
is double-directional [22] (both at the transmitter (T) and
receiver (R)).

A major research thrust in mmWave channel sounding is to
obtain the best angular resolution possible. Super-resolution
techniques such as CLEAN [23], MUSIC [24], ESPRIT [25],
SAGE [26], RiMAX [27] (to name a few) can obtain angu-
lar resolution beyond the inherent beamwidth of the anten-
nas, but require phase coherence across the array elements.
While phase drift can be tolerated and somewhat mitigated
at microwave to achieve reasonable accuracy [28]–[30], even
the best Rubidium (Rb) clocks (which are state-of-the-art for
synchronization between the T and R) have short-term clock
drift rate of 1-2 ns/min [31], tantamount to phase drift of more
than one cycle at 60 GHz for a scan duration just 1 s. The
phase drift is exacerbated at mmWave due to much longer
scan durations resulting from larger array sizes (or equivalent
narrower beams), typically a few elements at microwave but
easily in the hundreds at mmWave in order to synthesize high
gain [32]. Even for shorter durations, spikes up to 4 ns in clock
drift have been observed from non-fluidmotionwhen one end
of the sounder is mobile [31].

To eliminate phase drift, an optical cable is typically
used for synchronizing the T and R [11]–[13], [33],
however limiting flexibility and the maximum deployment
distance indoors, and precluding most outdoor (due to
damage from pedestrian and vehicular traffic) and mobile
scenarios. Although some systems integrate GPS-disciplined
Rb clocks with enhanced stability [15] to maintain gross
timing (as do [9], [20], [31], [34] with free-running Rb),
the stability is still orders of magnitude insufficient for
phase coherence at mmWave. Even when an optical cable
is employed, antenna arrays will still be subject to hardware
tolerances (positional error in phase centers, mutual coupling
between elements, mechanical stress, cable bending, etc.),
phase noise, and temperature variation [12]. As such, tech-
niques to calibrate for the consequential gain and phase biases
between elements for microwave operation date back to the
1980s: Some calibration techniques are based on a ground-
truth reference signals whose angles, noise statistics, etc. are
known [35]–[37]. Some blind calibration techniques forego
a reference signal, but can resolve angle only to within an
arbitrary rotational offset [38], [39]. Other blind techniques
seek to optimize a non-convex objective, hence hinge upon a
good initial calibration or can otherwise get trapped in a local
minimum [40]–[46].

Although the aforementioned calibration techniques were
designed for microwave operation (where the phase bias is
typically small due to the relatively large wavelength), they
have renewed interest today for mmWave antenna arrays.
To our knowledge, none of these techniques have been
applied to compensate for phase bias that originates from
clock drift, the problem we address in this paper. In our appli-
cation, the direct path (whose angle is given from the geome-
try of the T and R locations) can be used as a reference signal
for non-blind techniques in line-of-sight (LoS) conditions,

but it will generally go undetected in obstructed LoS (OLoS)
or non LoS (NLoS) conditions due to high penetration loss
at mmWave. Otherwise, a good initial calibration for blind
techniques cannot be assumed since the drift is time-varying
and can be as severe as uniformly distributed (shown later),
depending on the scan duration; and tracking the drift from
a known zero-state value is difficult due to the spiky nature
of drift [31]. Finally, many of the blind techniques mentioned
necessitate inverting matrices the size of the array, an oper-
ation that may be prohibitively expensive with array sizes in
the hundreds (compared to just a few elements at microwave).

In light of this, in our paper we propose a blind calibration
technique for phase drift in mmWave channel sounders that
also mitigates against hardware tolerances, phase noise, and
temperature variation. The proposed technique was verified
against severe phase drift, through real measurements with
our 60 GHz virtual phased-array channel sounder in NLoS
conditions and over a scan duration of an hour, as well as
through simulations with the worst case of phase drift (uni-
formly distributed) and in low signal-to-noise ratio (SNR)
conditions. The remainder of this paper is developed as fol-
lows: Section II presents the proposed calibration technique
and Section III describes our channel sounder. Verification of
the proposed technique is conducted in Section IV and the
final section is reserved for conclusions.

II. PHASE CALIBRATION TECHNIQUE
The technique to calibrate for phase drift is proposed in this
section. The algorithm is preceded in the first subsection
by a description of the channel impulse response, the data
measured by channel sounders.

A. CHANNEL IMPULSE RESPONSE
Channel sounders measure the channel impulse response
(CIR) between a pair of T and R antennas by trans-
mitting a pulse defined in the delay domain (or in the
frequency-domain equivalent) and sampling the complex
amplitude of the received signal, x (τ ). The received sig-
nal will appear as multiple copies of the transmitted pulse
distorted by the channel, each corresponding to a discrete
propagation path originating from transmission, reflection,
diffraction, or refraction in the environment. So long as R is in
the far field1 of T and any scatterer in the environment, path k
can be represented as a plane wave characterized through the
following properties:
• delay τk , or time elapsed in propagation of the path from
T to R;

• complex amplitude akejφk , quantifying propagation
loss (ak ) and any phase shift (φk ) due to reflection or
refraction;

• angle-of-departure (AoD) θTk = [θT ,Ak θ
T ,E
k ] (from T)

and angle-of-arrival (AoA) θRk = [θR,Ak θ
R,E
k ] (to R),

in both azimuth (A) and elevation (E) planes.

1The far field is typically defined as 10-20 wavelengths, e.g. > 10 cm at
60 GHz.
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FIGURE 1. Channel impulse response, x0(τ ), measured at the first element of our virtual receiver array antenna. Highlighted
are three illustrative paths that were clearly detected across all 900 elements.

For convenience, we denote double-directional angle as
θk =

[
θTk θRk

]
.

CIRs are recorded between all element pairs of the T and
R antenna arrays. Fig. 1 shows a CIR recorded at the first
element, x0 (τ ), of our channel sounder with a virtual phased-
array antenna with 900 elements at the receiver. Although
the same paths are detected across all elements, the paths
have different amplitude, phase, and delay: The delay and
amplitude are referred to as large-scale channel properties
because they vary slowly across the array, given the relatively
short displacement between elements2 (typically a few to tens
of millimeters) compared to the T-R distance (typically tens
to hundreds of meters) and so can be considered constant,
whereas phase is referred to as a small-scale channel prop-
erty because it changes rapidly between elements by virtue
of extremely short wavelength. As such, the phase is very
sensitive to any bias resulting from hardware tolerances or
clock drift.

Let the T array have NT elements with known directional
antenna gains and a steering vector defined by the NT

× 1
vectors gT

(
θT
)
and sT

(
θT
)
, respectively, in T’s coordinate

system, θT . The antenna gains are typically characterized
in spherical space (azimuth and elevation) through far-field
measurements in an anechoic chamber while the steering
vector is a function of the antenna geometry (displacement or
equivalent phase difference between element phase centers)
and is typically characterized through laser inferometry [31].
Let the R array have analogous values of NR, gR

(
θR
)
,

sR
(
θR
)
, and θR. Now, let x(τ ) denote the NTNR

× 1 vector
of measured CIRs between all T-R element pairs. A peak
detector is applied to the CIRs to identify discrete paths across

2Even rotating virtual arrays may have displacement between elements
due to the finite distance between the antenna phase center and the axis of
rotation [10].

the delay samples. Then the signal vector corresponding to
the k th path arriving at sample delay bin τk is

x (τk) = akejφk · g (θk)� s (θk)� ejδ + n (τk) , (1)

defined by the following vectors of the same size: g (θ) =
vec[gT

(
θT
)
·gR

(
θR
)t
] and s (θ) = vec[sT

(
θT
)
·sR

(
θR
)t
] are

the respective double-directional antenna gains and steering
vector (t denotes the transpose and s (θ) is normalized such
that 6 s0 (θ) = 0 without loss of generality), δ is the phase
drift, and n(τk ) is the sample noise.

The underlying assumption in (1), critical to the proposed
calibration technique, is that all paths will suffer from the
same phase drift. We maintain this to be perfectly reason-
able because even though paths arrive at different delays,
the delay between them is typically on the order of nanosec-
onds, for which any clock drift will be negligible: Consider
a worse-case scenario for which the relative delay between
paths is 333µs, equivalent to a relative path length of 100 km,
two orders of magnitude longer than what is the expected
range for mmWave systems. The said relative delay for a Rb
clock with a nominal drift of 1 ns/min is equivalent to just
0.002◦ in phase drift, three orders of magnitude less than the
phase noise of any real system.

Another assumption implicit to (1) is that each delay sam-
ple will contain only one path, i.e. there are no overlapping
pulses in the CIRs. The latter may be reasonable if the sys-
tem has very high delay resolution – as do most mmWave
channel sounders, typically with at least 1 ns delay resolu-
tion, or equivalent 1 GHz bandwidth – but this cannot be
guaranteed; therefore a pruning step is necessary to identify
K ≥ 2 distinct (non-overlapping) paths. Details are left for
the subsequent section, in which aspects of practical imple-
mentation are considered, using our channel sounder as an
example.

VOLUME 8, 2020 109559



J. Chuang et al.: Blind Calibration of Phase Drift in Millimeter-Wave Channel Sounders

FIGURE 2. Phase drift across the first 15 elements of our virtual array, for the three distinct paths (k = 1, 2, 3) highlighted in the channel impulse
response in Fig. 1.

B. ALGORITHM
The phase of signal k can be written from (1) as:

6 x (τk) = φk + 6 s (θk)+ δk , (2)

where the phase noise from n(τk ) is absorbed in δk (substitut-
ing for δ). It follows that with zero drift (δk = 0), the phase
of x (τk) is predicted from the phase of steering vector s (θk)
(offset by the channel phase shift φk ). Conversely, any non-
zero drift will account for the difference between the signal
phase and the steering vector phase. Accordingly, the drift
can be estimated from the signal and the steering vector by
rearranging (2) as δk = 6

x(τk )
x0(τk )

− 6 s(θk ); the normalization
by x0(τk ) is introduced to cancel out φk , rendering the drift
path-independent to within the phase noise (the normaliza-
tion also sets δk,0 = 0 without loss of generality). In fact,
Fig. 2 shows δk (together with 6 x(τk )

x0(τk )
and 6 s(θk ) used to

compute it) across the first 15 elements of our virtual array
for three distinct paths (k = 1, 2, 3) highlighted in the CIR
in Fig. 1. Despite the stability of the Rb clocks, it can be
observed that the drift at mmWave is large, even between
adjacent elements. In fact, the drift between elements –
collected only 4 s apart – was measured up to 180◦ (the worst
possible case). Thankfully, the measured drift was approx-
imately equal (to within the phase noise) between paths,
the key to the proposed technique.

Now if θk were known, the true drift δ could simply be
estimated by averaging over δk (to suppress the noise); but
in blind calibration, θk is assumed to be unknown (nor can
it be estimated given the large drift). So the first step in
the calibration technique is to search a set of hypothesized
angles θ̃k on a regularly spaced grid and, for each gridpoint,

compute the corresponding drift:

δ̃k = 6
x(τk )
x0(τk )

− 6 s
(
θ̃k

)
. (3)

In order to evaluate hypothesis δ̃k (computed from path k),
it is applied to another path ` (which – recall – is assumed to
suffer from the same drift). Specifically, δ̃k is used to calibrate
for the phase drift of signal ` (rearranging (3)):

6 s̃k (τ`) = 6
x(τ`)
x0(τ`)

− δ̃k . (4)

If δ̃k is the correct hypothesis, then the calibrated phase will
be approximately equal (to within the phase noise) to the
phase of the path’s steering vector, or 6 s̃k (τ`) ' 6 s (θ`).
But since θ` is also unknown (as is θk ), a set of hypothesized
angles θ̃` (on the same grid as θ̃k ) is searched, and the norm
of the difference between the two is computed as

εk

(
θ̃`

)
= ||6 s̃k (τ`)− 6 s

(
θ̃`

)
||, (5)

generating a grid of norms over θ̃`. The estimation for θ`
conditioned upon hypothesis δ̃k is the angle θ̂`|k on the grid
that yields the minimum norm, or:

θ̂`|k = argmin
θ̃`

εk

(
θ̃`

)
. (6)

Note that a grid of norms (computed on grid θ̃`) is generated
for each hypothesis δ̃k (computed on grid θ̃k ), therefore the
search space (θ̃k , θ̃`) can be quite large dependent on the
grid spacing; however since the data is post-processed after
measurement, real-time computation is not an issue.
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To mitigate against the noise per path `, the norm in (5) is
averaged over all paths ` = 1 . . .K , ` 6= k , resulting in the
estimated drift per path k as:

δ̂k = argmin
δ̃k

 1
K − 1

K∑
`=1,`6=k

εk

(
θ̂`|k

) . (7)

In the same fashion, the estimated drift per path k is averaged
over all paths k = 1 . . .K when estimating the true bias:

δ̂ =
1
K

K∑
k=1

δ̂k . (8)

With the estimated value of δ̂ in hand, the signal in (1) is
calibrated as

x̂(τk ) = x(τk )� e−jδ̂. (9)

Finally, the Maximum Likelihood Estimation (MLE) for θ̂k
is taken by finding the maximum value over the grid of the
MLE projection ratio [47]:

θ̂k = argmax
θ̃k

 |x̂ (τk) · sH
(
θ̃k

)
|∥∥x̂ (τk)∥∥ ∥∥∥sH (θ̃k)∥∥∥
 , (10)

where H denotes the Hermitian.

III. VIRTUAL PHASED-ARRAY CHANNEL SOUNDER
In order to substantiate the effectiveness of our proposed
technique, we applied it to measurements collected with
our 60 GHz virtual phased-array channel sounder, which is
described in this section.

A. DESCRIPTION OF CHANNEL SOUNDER
Our channel sounder is composed from a T antenna mounted
at 1.7 m height on a fixed tripod and an R antenna mounted
at 1.7 m height on a 2D positioning table, whose transla-
tion plane is parallel to the ground. The T and R antennas
have 180◦ and 360◦ azimuth beamwidths, respectively, and
both have 45◦ elevation beamwidth. The table forms a vir-
tual planar phased array of 30 × 30 elements at R, so a
single measurement consists of NTNR

= 900 (NT
= 1,

NR
= 900) recorded CIRs. The dimensions are compara-

ble to real phased arrays boards fabricated at 60 GHz [32].
(Since there is no T array, only AoA (not AoD) can be esti-
mated.) With half-wavelength (λ/2 = 2.5 mm) displacement
between elements3, the aperture length is 10.25 cm. The
associated steering vector of the system for the R elements
indexed through (u, v) = 0 . . . 29 is:

s (θ) = sR
(
θR
)

=

[
ej

2π
λ
sinθR,A·(u cosθR,A+vsinθR,E )

]
3The positional error tolerance of the table is 76 µm.

=


ej

2π
λ
sinθR,A·(0·cosθR,A+0·sinθR,E )

ej
2π
λ
sinθR,A·(1·cosθR,A+0·sinθR,E )

...

ej
2π
λ
sinθR,A·(29·cosθR,A+29·sinθR,E )

 (11)

Due to mechanical translation, the scan duration across
the 900 elements is 60 minutes. A photograph of the
system collecting field measurements in NLoS condi-
tions in a lobby / lecture room environment is shown in
Fig. 3.

An arbitrary waveform generator at T synthesizes a pseu-
dorandom (PN) sequence of length 2047 chips and 2 GHz
chip rate (0.5 ns delay resolution) modulated by BPSK at
IF. The signal is then upconverted to precisely 60.5 GHz
and radiated through the antenna. The received signal is
downconverted back to IF and sampled into 0.5 ns delay
bins. Next, the sampled signal is match filtered with the
known PN sequence to generate the CIR. Synchronous trig-
gering of transmission and sampling in untethered mode is
implemented through individual Rb clocks on both ends with
1-2 ns/min drift; both ends also have their own local oscilla-
tors. The phase noise has a standard deviation of 6.25◦. Other
details of the system are provided in [14], [31].

B. IDENTIFYING DISTINCT PATHS
Given the aperture length of only 10.25 cm, the received
power and delay of a path will vary little across the array.
In fact, the respective maximum theoretical variations are
0.3 dB (based on Friis transmission equation) and 0.5 ns
(based on the speed of light). Such thresholds can be exploited
to identify K distinct paths needed for the calibration tech-
nique. There are three reasons for which a sampled peak may
not meet the thresholds:

1. There is actually more than one path in the peak, for which
small-scale fading could create deep nulls in power or
could cause the peak to shift in delay;

2. In dynamic environments, the peak may be obstructed by
humans, vehicles, or other moving objects, causing large
variation in power and delay;

3. The peak is so weak that its variation is dominated by
noise.

In practice, when considering hardware imperfections and
noise of our real system, we relaxed the thresholds to 1 dB
and 0.5 ns between adjacent elements across the array. The
actual variation in the power and delay of the three illustrative
paths across the 900 elements is displayed in Fig. 4. Note
that for systems such as ours, which have extremely long
scan duration, the clock drift was so severe that the peaks
corresponding to the same path did not even fall within the
same 0.5 ns delay bin across the array. These systems require
an additional pre-processing step to align the peaks in delay
across the array based on the K distinct paths identified, a
step treated in [9], [14], [20], [31], [34].
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FIGURE 3. Our 60 GHz virtual phased-array channel sounder collecting a channel measurement in NLoS
conditions, with the transmitter in the lobby and the receiver in the lecture room.

FIGURE 4. Variation in received power and delay across the 900 elements of our virtual array, for the three illustrative distinct paths
(k = 1, 2, 3) highlighted in the channel impulse response in Fig. 1.

IV. VERIFICATION
In this section, the calibration technique is verified through
our channel sounder. The verification is conducted through
two means: The first is based on real measurements collected
in both LoS and NLoS conditions; the second is based on
simulations in even harsher channel conditions: in lower
SNR and with uniformly distributed phase drift, the worst
possible case. The last subsection discusses extracting all
channel paths – that is – in addition to the distinct paths
alone.

A. MEASUREMENT BASED
Real channel measurements were collected for six T-R con-
figurations on our campus in Boulder, Colorado: three in
LoS conditions in our laboratory and three in NLoS in a
lobby / lecture room. For each configuration, two sequential
measurements were collected: The first in (normal) unteth-
ered mode, i.e. with an individual clock and local oscil-
lator at each end of the sounder as described earlier, for
which the system was subject to phase drift; the second
measurement was in tethered mode, i.e. an optical cable was
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FIGURE 5. MLE projection ratio
|x̂

(
τk

)
·sH

(
θ̃k

)
|∥∥x̂(τk

)∥∥∥∥∥sH
(
θ̃k

)∥∥∥ (from (10)) for the three illustrative paths highlighted in Fig. 1, before calibration (a) k = 1, (b) k = 2,

(c) k = 3 and after calibration (d) k = 1, (e) k = 2, (f) k = 3. After calibration, the characteristic sidelobe pattern of the array steering vector can be
observed whereas beforehand the pattern is random. Superimposed on each plot is the ground-truth AoA (θR

k ) as a black circle and the estimated

AoA (θ̂
R
k ) as a white triangle.

connected between the T and R for synchronous triggering
and for distributing a single local oscillator to eliminate
phase drift. The purpose of the second measurement was to

provide a ground-truth reference to evaluate performance of
the calibration technique. The two sequential measurements
were collected in quasi-static conditions, thus with minimum
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FIGURE 6. Cumulative Distribution Function (CDF) of the AoA estimation error before and after calibration for the real measurements in LoS and NLoS
conditions and for the simulations; the AoA error is presented separately for (a) azimuth and (b) elevation.

ambient movement during the 60 minute scan duration
each.

Fig. 5 displays the MLE projection ratio (
|x̂(τk )·sH

(
θ̃k

)
|

‖x̂(τk )‖
∥∥∥sH(θ̃k)∥∥∥

(from (10)) – before and after calibrating the untethered mea-
surement – for the three distinct paths highlighted in Fig. 1,
corresponding to the NLoS configuration pictured in Fig. 3.
Clock drift disrupted phase coherence between array ele-
ments, so the sidelobes in Fig. 5(a,b,c) for k = 1, 2, 3
before calibration appear random, and the estimated AoA θ̂

R
k

(white triangle) is off compared to the ground-truth AoA θRk
(black circle) given from the tethered measurement.
Calibration restored phase coherence, for which the sidelobes
in Fig. 5(d,e,f) followed the characteristic patterns dictated
by the array steering vectors, forming discrete peaks over the
grids such that the AoA could be reliably estimated. In fact,
after calibration the AoA estimated for all three paths was
within 1◦ of the ground-truth AoA.
In all, there was a total of 50 distinct paths detected over all

six T-R configurations – on average 8.33 per configuration –
by chance exactly 25 in LoS and exactly 25 in NLoS. The
cumulative distribution function (CDF) of the (absolute) error
between the estimated and ground-truth AoA per path is
shown in Fig. 6(a) for azimuth and in Fig. 6(b) for elevation;
in each figure, the CDFs are aggregated separately for the
LoS paths (blue) and the NLoS paths (red), as well as for
before (dash-dot) and after (solid) calibration. Observe that
the azimuth errors after calibration are reduced significantly
from before calibration and are all within 1.1◦. The average
error in LoS and NLoS were 0.54◦ and 0.52◦ respectively,
hence there was no noticeable difference between the two.
The elevation resolution was worse than the azimuth resolu-
tion due to the inherent structure of the array lying completely

in the azimuth plane [11]. This can be observed in Fig. 5(d,e,f)
through the wider lobes in elevation compared to azimuth.
That is why the average elevation errors of 3.06◦ and 4.12◦

in LoS and NLoS respectively were much larger than the
azimuth errors.

Although the tethered measurements are referred to as
‘‘ground-truth’’ because they did not suffer from phase drift,
theywere still subject to phase noise and finite angular resolu-
tion, hence to AoA estimation error. So the errors in Fig. 6 do
not represent the error in the phase calibration technique
per se, but rather the difference in the estimated AoA between
the untethered and tethered measurements. In order to get a
better handle on the residual error after calibration itself, sim-
ulations with genuine ground-truth (zero error) are necessary
and accordingly were run the following section.

B. SIMULATION BASED
The simulated-based verification adhered to the methodology
proposed in [1] for benchmarking RF channel sounders,
in which the channel sounder is represented mathematically
through a system model. The model parameters were the
actual PN sequence used as a probing signal distorted by
the RF front ends of the T and R characterized through the
back-to-back method [14]. The T and R antenna patterns
were characterized in an anechoic chamber, amongst others
system-specific parameters not mentioned here, to ensure
accurate representation. The system model was applied to
a synthetic channel composed from 100 ground-truth paths
with known properties. The output of the system model was
900 CIRs across the array, equivalent to what the channel
sounder would actually measure in the field. Per CIR, a ran-
dom phase was drawn from a uniform distribution (corre-
sponding to the most severe case of phase drift) and added
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FIGURE 7. All (distinct and indistinct) paths extracted from the NLoS meaurement in the lobby / lecture room from Fig. 3. (a) The 71 paths are plotted in
azimuth AoA vs. delay and their received power coded against the color bar; diffuse paths are clustered with seven strong specular paths that were
identified; the clusters are circled and labeled according to the specular paths. (b) The seven specular paths are raytraced in the enviorment map,
corresponding to the view in Fig. 3; the azimuth AoA coordinate system is shown in reference to Fig. 7(a).

to the phase of the samples; also added to the samples was
thermal noise.

The phase drift was then estimated through the calibration
technique from the eight strongest paths (to mimic the real
measurements), whose SNR varied up to 20 dB (whereas for
the real measurements they were all above 20 dB), and their
AoAs were estimated. The process was repeated for a total
of 50 synthetic channels. Fig. 6 also includes the CDF of the
AoA errors before (dash-dot) and after calibration (solid) for
the simulated data (orange). The calibration technique was
able to achieve performance comparable to the real measure-
ments, with average errors of 0.60◦ and 2.39◦ in azimuth and
elevation, respectively. In fact, the simulated elevation error
was considerably lower than the measurements errors despite
the harsher channel conditions, most likely stemming from
that fact that in the simulations the ground-truth references
genuinely had zero error (in contrast to the ground-truth
reference from the tethered measurements).

C. INDISTINCT PATHS
Although the paths used for calibration must be distinct (per
definition in Section III.B), in reality there will be many other
paths that are either non-stationary across the array, combined
with other paths in the same delay bin, or weak and thus more

susceptible to noise. These indistinct paths nevertheless suffer
from the same phase drift as the distinct paths and so the phase
drift estimated from calibration can be applied to estimate
their properties as well.

Fig. 7(a) displays all paths extracted from the illustrative
measurement in NLoS shown in Fig. 3. The paths are plotted
in azimuth AoA vs. delay only (since the elevation AoA
was between 0◦–10◦ for most paths given that the T and R
were at the same height) and their received power against the
color bar. In addition to the nine distinct paths, there were
62 indistinct paths, for a total of 71. As is consistent with
results reported in other papers [49], [50], weaker diffuse
paths clustered around stronger specular paths that could be
clearly identified as reflecting from ambient objects. Those
clusters are labeled according to the specular paths. Using
their delay, azimuth, and elevation, the seven specular paths
were raytraced back to the map of the environment, as shown
in Fig. 7(b); the raytraced paths are colored according to
the labeled clusters. Note that some paths went unclustered,
originating from unidentified objects in the room.

V. CONCLUSIONS
Phase drift is inherent to radio-frequency channel sounders
that operate in untethered mode, due to separate transmitter
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and receiver clocks. While tolerable at microwave frequen-
cies, at millimeter-wave the drift between even the best
Rubidium clocks can translate into a full cycle of phase drift
during a complete scan over an antenna array, disrupting the
phase coherence essential for angle estimation. The severe
phase drift stems from both shorter wavelength and from
longer scans by virtue of more array elements. Existing tech-
niques to calibrate for phase bias due to hardware imper-
fections either require a reference signal or a good initial
estimate for the bias, which in general cannot be assumed
for bias resulting from phase drift, given its dynamic and
spiky behavior over time. As such, this paper describes a
blind calibration technique that can even deal with phase drift
that occurs during long scan durations. The robustness of the
technique was substantiated both through real measurements
with our virtual-array channel sounder in non-line-of-sight
conditions, and through simulations with the worse possible
case of phase drift (uniformly distributed) and in low signal-
to-noise conditions.
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