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Abstract—Race logic is a relative timing code that represents
information in a wavefront of digital edges on a set of wires in
order to accelerate dynamic programming and machine learning
algorithms. Skyrmions, bubbles, and domain walls are mobile
magnetic configurations (solitons) with applications for Boolean
data storage. We propose to use current-induced displacement
of these solitons on magnetic racetracks as a native tempo-
ral memory for race logic computing. Locally synchronized
racetracks can spatially store relative timings of digital edges
and provide non-destructive read-out. The linear kinematics of
skyrmion motion, the tunability and low-voltage asynchronous
operation of the proposed device, and the elimination of any
need for constant skyrmion nucleation and annihilation make
these magnetic racetracks a natural memory for low-power, high-
throughput race logic applications.

Index Terms—Skyrmions, Domain Walls, Racetrack, Race
Logic, Temporal Memory.

I. DISPLACEMENT BASED MAGNETIC MEMORIES AND
ARRIVAL TIME CODES

When energy efficiency becomes the predominant metric in
computing systems, the choice of information representation
becomes increasingly important. A recently proposed temporal
coding scheme known as race logic [1]–[3] promises orders-
of-magnitude energy improvement over classical approaches.
In race logic, information is encoded in the relative timing
between digital rising edges on different wires, with respect
to some temporal reference. This allows each wire to encode
multiple bits of information depending on when the rising
edge arrives. These rising edges, though encoding multiple
bits, incur only a single transition per wire during the course
of a computation, keeping activity factors low. This allows
conventional Boolean primitives to perform non-traditional
operations at a very low energy cost. For example, a single
OR gate allows the first arriving edge to pass, effectively
performing a two input MIN function,1 as shown in figure 1(a).
The rest of the fundamental race logic primitives including
MAX, INHIBIT and ADD-BY-CONSTANT gates are shown in
figure 1. Previous work has mathematically proven the uni-
versality of these primitives, constrained by the the physics of
causality [4], [5]: any temporally invariant and causal function
can be implemented with these primitives.

1Note that a multi-bit MIN operation performed with a Boolean magnitude
comparator would incur a much higher area and power cost than a single
two-input OR gate.

Fig. 1. Information encoding and primitives of race logic: Panel (a) shows
how OR gates and delay elements can be used to perform the temporal MIN
and addition by a constant operations. Panel (b) shows the same with an
AND gate performing the MAX operation. Panel (c) shows temporal inhibit
operation where the inhibiting signals (X and X′) inhibit the incoming signal
(Y ) depending on their relative arrival times. Panel (d) shows the information
representation through timing diagrams for the signals used in (a-c).

Such an approach to computation differs from the con-
ventional Boolean approach and results in vastly differing
architectures. Computations are generally performed by setting
up the problem in a spatially arranged network of operators.
Digital temporal wavefronts are presented to the inputs of such
an array and the way the wavefront navigates through the
network performs the computation. Hence, such an approach
maps well to dynamic programming problems, where the
spatial data structure of the problem (like graphs or trees)
can be mapped to supporting spatial architectures. Previous
work has demonstrated sizeable improvements in performance
and energy efficiency for such constrained problems such as
decision trees for machine learning (with 4- to 6-bit preci-
sion) [2] or directed-acyclic-graph-based genetic sequencing
(4-bit precision) [3].

Though a promising approach, one major impediment in
implementing race-logic-based temporal computing systems is
the need for a memory that can easily store such temporally
coded information. Such storage would enable more compli-
cated processing than can be done with simple logic gates.
Previously, counter and current starved inverter based circuits
have been proposed as tunable delays, but their energy cost,
volatility and limited reconfigurability have caused researchers



to look at novel approaches to store temporal information.
Resistive approaches proposed in [6] suffer from non-linearity
between the read and write processes, a problem that is
avoided in the magnetic counterparts explored here.

Magnetic devices play key roles in data storage from
magnetic tapes to hard disk drives to tunnel junction memories.
A racetrack memory [7] is similar to a magnetic disk but
without physically moving parts. Translating the magnetic con-
figuration along the track plays the role of moving a magnetic
tape. Racetracks with skyrmions [8], a particular magnetic
configuration discussed in Sec. II can be used to store Boolean
information with the presence of a skyrmion at a particular
location indicating a one and the absence a zero, for example.
This information can be subsequently read by translating the
skyrmions past a detector that reads the changing magnetic
state through a resistance change. Translation can be achieved
by several mechanisms including passing a current through a
heavy metal layer underlying the track. This current injects
a spin current into the magnetic layer creating a spin-orbit
torque [9], [10] that rotates the magnetization. The subsequent
local rotations of the magnetization give rise to an effective
translation of the magnetization pattern.

In this paper, we present a design (Fig. 2) of a temporal
memory cell that linearly converts information from the time
domain to a displacement domain. This is done by using
current pulses of varying lengths in time to translate skyrmions
corresponding distances in space. The linear relationship be-
tween pulse length and displacement, thereby encodes the
arrival times of the pulses. We present details of this memory,
the non-destructive readout, a way to reset memory, and
a comparison with conventional Boolean approaches in the
next few sections. Section II provides background on the
magnetic technology that is used. Section III describes how
complementary metal-oxide-semiconductor (CMOS) circuits
can be interfaced with such technology to perform read and
write operations. Section IV describes our simulation results
for ideal skyrmion racetracks followed by a discussion of non-
idealities from imperfections in material properties and how
they affect the the operation of this memory.

II. DOMAIN WALLS AND SKYRMIONS FOR MEMORY

Magnetic memories generally store information in the ori-
entations of the microscopic magnetic domains that reside
within the magnetic material. Magnetizations tend to have their
energy minimized when the moments point in either direction
along a preferred axis. Such a binary configuration naturally
lends itself to binary information encoding in which one
direction corresponds to 0 and the other to 1. This encoding is
used in magnetic tapes, hard disk drives, and magnetic random
access memory. In continuous media, the magnetization tends
to form domains with the magnetization in two neighboring
regions roughly uniform and separated by a narrow region
where the magnetization rotates from one domain to the other.

When magnetic materials are fabricated in a 2D geometry,
energetic considerations typically prefer that the magnetization
lie in the plane. However, it is possible to tune the anisotropies

of the material such that the magnetization tends to point
parallel to the interface normal, which we label ẑ. We choose
such a material in this work. In the uniform configuration, the
magnetization points in the same direction everywhere in a
sample, either along ẑ or −ẑ. However, other configurations
can exist in a metastable state [11]. One such configuration
consists of two stable regions (one along ẑ and one along −ẑ)
separated by a localized 180◦ domain wall. Localized domain
walls are generated between oppositely oriented magnetic
regions through the balance of exchange and anisotropy forces,
the latter of which can arise due to intrinsic magnetocrystalline
anisotropy or from magnetostatic interactions [12], [13].

This domain wall divides two regions of uniform magneti-
zation. A skyrmion can be imagined by making the domain
wall circular so that it surrounds a region of uniform magne-
tization (inside the circle) from an region with the opposite
magnetization (outside the circle). Both domain walls and
skyrmions are topologically protected, meaning that there is a
significant barrier to eliminate them, giving them the necessary
lifetimes for storage [14]. For skyrmions, the domain wall
separating the two regions twists in a particular way, which is
described by a topological index known as a winding number.
Using ultra-thin ferromagnets (FM) on top of heavy metal
(HM) layers breaks inversion symmetry and generates an
additional energy term, the Dzyaloshinskii-Moriya interaction
(DMI) [15], which stabilizes skyrmions.

Both domain wall and skyrmions have been proposed as
fundamental elements of future magnetic memories. For do-
main walls, ones and zeros are encoded in different mag-
netization directions; for skyrmions, it is their presence or
absence which encodes a bit. In the particular class of mem-
ory devices called racetracks [7], [8] that we consider here,
the sample geometry is a long thin wire. The information
stored in the racetrack can be translated along the wire by
passing a current through the wire. Here, this translation is
facilitated by the inclusion of a heavy metal layer next to
the magnetic layer. An electric current driven through the
heavy metal layer injects a spin current, through a spin Hall
effect, perpendicular to the FM/HM interface into the magnetic
layer, thereby applying a spin-orbit torque to the ferromagnetic
layer [16]–[19]. This torque can drive skyrmions and domain
walls in a variety of ultra-thin magnetic systems at speeds as
high as 500 m/s to 1 km/s for relatively low current densi-
ties. Possible systems include ferromagnets, antiferromagnets
(AFMs), heavy-metal heterostructures, and the two systems
of particular interest here: synthetic antiferromagnets [20]–
[22], and nearly compensated ferrimagnets. For skyrmions to
have sufficiently long lifetimes, their energy barriers should
be above 30 kT to 40 kT . Such an energy barrier should
be achievable by skyrmions of ≈ 20 nm diameter. It is also
possible to use narrower racetracks, smaller than 100 nm, to
have a even more efficient device. The parameters we have
used, ≈ 50 nm skyrmion diameter and 200 nm racetrack width
are to show that the device can be more efficient compared to
a CMOS based alternative even without using the state of the
art parameters. In our simulations, we consider a racetrack



Fig. 2. Concept and circuit illustration: The general arrangement and detailed
description of the circuits of a single column of N = 1 cell which can be used
to store and play temporal wavefronts. The racetracks consist of a bilayer of
synthetic antiferromagnet (SAF) or a ferromagnet (FM) with magnetic tunnel
junctions (MTJs) to detect when a skyrmion appears under them. Control lines
consist of the bit line (BL), source line (SL), write line (WL), read enable
(RE), recovery line (RD), recovery write line (RWL), and erase line (ERASE).

that is either a two-sublattice near-compensated ferrimagnet
(FiM) like CoGd or a synthetic antiferromagnet, where the
low saturation magnetization gives small-sized high-speed
skyrmions that propagate along the track without deflection
to the side as discussed in Sec. IV.

The dynamics of domain walls and skyrmions under the ef-
fect of an electronic current is well studied [23], [24], and can
be modeled using classical mechanics. In this work we make
use of these classical kinemetic behaviors of domain walls and
skyrmions by exploiting the simple linear response x = vt
between displacement x and time t, mediated by a constant
velocity v. To model its motion in synthetic antiferromagnets,
we use a collective coordinate description of a rigid skyrmion,
that is, we assume the skyrmion texture has only translational
degrees of freedom and derive equations for these from the
governing Landau-Lifshitz-Gilbert equations. We assume that
the only driving forces on the skyrmions come from spin orbit
torques arising from the spin Hall effect (spin Hall angle Θsh)
in the heavy metal layer.

The resulting Thiele equation gives an instantaneous speed
for the skyrmion [23], [25]

v =
πγh̄

2e

Id∆√
(4π)2〈N〉2 + α2D2

xx

Θsh

ΣitiMsi

j, (1)

where j is the electrical current density in the heavy metal
layer, t is the thickness of that layer, ∆ is the characteristic
domain wall length, Ms is the saturation magnetization in
each layer of the synthetic antiferromagnet, α is the Gilbert
damping, and γ is the gyromagnetic ratio. Two characteristic
properties of the skyrmion texture are the (integer) winding
number 〈N〉 = (4π)−1

∫
m · (∂xm × ∂ym) dx dy and the

longitudinal component of the dissipation tensor Dxx =

∫
(∂xm)2 dx dy, which provides a kinetic friction force for

the moving skyrmion. The direction of the skyrmion motion
is determined by the ratio of 4π〈N〉 to αDxx. Because of the
off-diagonal response of a skyrmion’s velocity, αDxx ends
up being principally responsible for the longitudinal skyrmion
motion along the track while the winding number 〈N〉 gives
a transverse Magnus force. Finally, the factor Id accounts for
the spatially varying response of the skyrmion due to its spin
texture; this term can be approximated as Id ≈ e−r/∆ + πr

∆
in rigid skyrmions of radius r, where r is defined by the
mz = 0 contour [25]. Note that, contrary to ferromagnetic
skyrmions, skyrmions in synthetic antiferromagnets are not
expected to experience a Magnus force, due to cancellation
between the two oppositely magnetized layers [26]; their net
topological charge is 〈N〉 = 0. We develop a circuit module
that integrates Eq. (1) over time to obtain the instantaneous
skyrmion location on the racetracks, which is used to capture
the effect of micromagnetic simulations as shown in Fig. 3.

The detection scheme is based on the tunneling magne-
toresistance (TMR) found in magnetic tunnel junctions. In
a magnetic tunnel junction, two magnetic layers are brought
close to each other and separated by an insulating layer.
The resistance through this material stack depends on the
relative orientations of the magnetizations on either side of
the insulator. This effect allows the information stored in
these magnetic domains to be electrically read out. In this
system, the insulating layer is deposited directly on top of the
racetrack layer and an additional ferromagnetic layer with a
fixed magnetization is deposited on top of that. The resistance
measured by this detector changes when there is a skyrmion
in the racetrack below the tunnel junction.

III. TEMPORAL MEMORY CIRCUITS AND SIMULATIONS

A. Temporal-to-Spatial Mapping Scheme

A cell of the proposed magnetic skyrmion based temporal
memory, comprising of two parallel racetracks, is shown in
Fig. 2. The full memory consists of N such cells interfaced
with an N channel data bus on which the input wavefronts
arrive. The linearity of skyrmion displacement with the drive
current pulse length is central to storing temporal data into a
linearly mapped spatial skyrmion arrangement on a racetrack.
The operating principle of the memory is simple. After a
write operation, the temporal location of the incoming edge
in the computation window should be mirrored by the spatial
location of the skyrmion in the racetrack as shown in Fig. 3.
Hence when the memory is read, the spatial displacement
of the skyrmion leads to a corresponding temporal signal,
faithfully reproducing the relative times of the incoming edges.
This is done in the following way.

The temporal window of computation is defined as τ , and
given a fixed current density of operation, this determines
the length of the track L = τv, where v is the velocity
of the skyrmion at the given current density. We assume an
erased array to begin with, and a pre-nucleated skyrmion
at its origin to avoid skyrmion nucleation costs which are
generally understood to be expensive [16], although recent



Fig. 3. (a) An example of a waveform presented as input to be stored by the memory cell. (b-e) Four operational phases of the racetrack temporal memory
from a micromagentic simulation. The figures show a background of up-spin magnetic material (black) with a down-spin skyrmion (white); color indicates the
in-plane spin orientation. In each phase, the skyrmion location is shown at the beginning of that phase while the arrows point to the location of the skyrmion
at the end of the phase. The red circles in the first column indicate the magnetic tunnel junction (MTJ) placement, and the patterned area of the racetracks
represents an energy barrier. Amplified repulsion from edges helps keep the skyrmions on their path to the read MTJ locations while preventing them from
annihilation or pinning at the edges.

work [27] suggests this may not be prohibitive. During the
write process, an incoming rising edge triggers the movement
of the skyrmion along the track for a time corresponding to
τ−t1. During the read process, the same current density, hence
velocity of the skyrmion, causes a rising edge at the output at
time t1. Though conceptually straightforward, there are some
engineering challenges that need to be addressed.

First, readout of such a memory changes the skyrmion
position, leading to loss of the state, resulting in a destructive
read. We fix this problem by adding a recovery track which
saves the skyrmion state. This adds a process known as the
recovery operation that restores the previously written value
back to the racetrack. The use of a recovery track doubles the
complexity of the memory. There are almost certainly other
solutions to making a non-destructive memory and some might
be less complex but we have not identified one. Second, the
supporting circuitry must be developed that allows reliable
operation of such a memory, which depends on being able to
sense the arrival of a skyrmion with magnetic tunnel junction
based readout circuits. These circuits are shown next. Third,
such sensing circuits can be designed such that they are shared,
hence improving the area and energy efficiency of such a
memory. Last, such a memory should be able to work in the
presence of non-idealities of the magnetic material. The next
section discusses the non-idealities and their effects in detail.

B. Write Operation

The circuit for the write operation is shown in Fig. 2. As
described before, we assume pre-nucleated skyrmions in the
starting position of the main racetrack and the recovery race-
track as the initial condition for the write operation. Note that
the write operation involves only the primary/main racetrack
and not the recovery racetrack, hence only transistors T1 and
T2 are turned on. The write operation corresponds to shifting
the skyrmion in the primary racetrack by the application of the
write current (Fig. 3b.), resulting in the duty cycle dependence
of the final position of the skyrmion. This is done as follows.

A high (VDD = 1 V for 45 nm CMOS technology node)
voltage is applied to the bit line (BL) and ground to the source
line (SL) while the write line (WL) transistor, T2, is turned
on to establish a current path. When the temporally coded
incoming rising edge arrives at the gate of the transistor T1,
the write path through the heavy metal layer is turned on and
the skyrmion begins its motion along the racetrack. When
the incoming signal falls to ground, the transistor T1 turns
off, causing the skyrmion to stop moving and isolating the
main racetrack from the BL, successfully storing temporal
information spatially. The control signals and corresponding
skyrmion motion as a function of time are shown in Fig. 4a.

C. Read Operation

Once the input signal is captured in the racetrack by
displacement of the skyrmion to the appropriate position, it can
be read. As can be seen in Fig. 3c, this read operation changes
the skyrmion position and hence is destructive, leading us to
employ a corresponding recovery track as shown in Fig. 2.
During the read operation, the skyrmion in the main racetrack
reaches the end of the racetrack, sending off a rising edge,
while the recovery track is written with the corresponding t1
value. This keeps a constant relative displacement between the
read and recovery tracks, allowing easy recovery as described
in the next subsection.

For the read operation, the circuits are arranged as follows.
The BL is biased to high (VDD = 1 V for 45 nm CMOS
technology node) and SL is biased to ground, similar to the
write operation. Transistor T5 is enabled for readout while
the transistor T1 is turned off. The node voltage VM is low
and Vf is high at the beginning of the read operation due to
the low resistance value of the readout MTJ in the absence
of skyrmion. This high Vf turns on the identically sized
transistors T4 and T8 allowing the same current to flow through
both the primary and recovery racetrack. As soon as the rising
edge that initiates the read operation appears at the inputs
to transistors T2 and T3, the skyrmion on both racetracks
see the same current in the HM layer and exhibit identical
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Fig. 4. Control signals, output signals, and skyrmion positions on the two
tracks through four phases memory cell operation. Top: control bits for the
write line (WL), read enable (RE), recovery line (RD), recovery write line
(RWL), erase line (ERASE), and the incoming signal. The middle panel shows
the synchronizing signal VOUT and the node voltage VM . The bottom panel
shows the instantaneous skyrmion positions on the tracks. The four operational
phases are highlighted with gray boxes. a) WL drives the skyrmion along the
main racetrack, once the input arrives. b) WL and RWL drive the main and
recovery skyrmions, respectively, until the main track skyrmion reaches the
MTJ read stack, which is enabled by RE. The resulting resistance change in
the MTJ, detected via the feedback voltage Vf (inverse of VOUT), halts the
drive currents through the tracks. c) WL and RWL drive the main and recovery
skyrmions as in the read operation, but with the relative polarity of source
and bit lines inverted to enable a reverse drive current. Motion stops when the
recovery track skyrmion is detected by the RD-enabled MTJ stack, restoring
the original position of the main track skyrmion before the read operation. d)
The ERASE signal drives the main skyrmion back to the origin point until it
is detected and the drive current is turned off. Vbias is held constant at 1.2 V
during the read, recovery, erase operations.

dynamics, making them move the same distance along the
racetracks as shown in Fig. 3c. When the skyrmion along the
main racetrack reaches the end of the racetrack, VM sees an
increase in voltage, causing Vf to fall to ground turning off
transistors T4, and T8 ending the read process. The recovery
skyrmion is now frozen at the location corresponding to t = t1
as shown in Fig. 3c.

In order to correctly detect the skyrmion, we use MTJ
readout circuitry based on the difference in resistance between
there being a skyrmion beneath the detector, Rsk, or not, RP.
This difference can be characterized by an effective TMR,
β = (Rsk − RP)/RP. A bias voltage Vbias with a reference
resistor R0 produces a voltage swing that depends on the
effective TMR β at node VM in the presence or absence of
a skyrmion. The voltage at the node VM is then amplified

by an inverter to feed high or low feedback voltage Vf to
the gates of the nMOS transistors T4 and T8. Note that the
readout circuitry is biased in such a pattern that the feedback
voltage Vf turns on the transistors T4 and T8 during the read,
recovery, and erase operations only.

The reference resistance should provide the maximum con-
trast between the skyrmion and no-skyrmion states under the
MTJ. To ensure functionality, R0 must be between R0− and

R0+. In general R0± = R̃−uρ±ρ
√

1 + u2 − 2R̃u/ρ, where
R̃ = RT +(Rs+Rp)/2, u = Vbias/Vmin, and ρ = (Rs−Rp)/2.
Vmin is the minimum voltage difference between the skyrmion
and no-skyrmion states needed at node VM to ensure switching
behavior at Vf , and Vbias is the bias voltage. The maximum
possible voltage swing is given when R0 =

√
RskRP. Higher

resistances increase efficiency and can be achieved by using a
thicker MgO layer in the MTJ. It is essential that the effective
TMR be large and the filling of the MTJs by the skyrmions
be almost complete because the read-out circuitry begins to
function poorly when the effective TMR is below 50 %. Using
domain walls instead of skyrmions would give a larger read-
out signal at the potential cost of more complicated motion.

Note that though VM is connected to three different MTJs,
only one of them is active in each operating phase. This node
and its associated readout circuitry can therefore be shared
by these MTJs. This is achieved by controlling inputs to
transistors T5,T6 and T7.

D. Recovery Operation

The recovery operation compensates for the destructive read
by restoring the primary and recovery skyrmions to their
pre-written values as is shown in Fig. 3d. This operation is
the opposite of the read operation and is performed almost
identically, except with a reversed applied current. Hence,
the BL is biased to ground while the SL is biased to high.
Using transistor T6 with the MTJ, the shared readout circuit
is triggered when the skyrmion returns to its original location
under the MTJ in the recovery track (Fig. 4c.) This detects the
end of the operation and turns off transistors T8 and T4, hence
shutting off the current path. After this operation is complete,
the skyrmion in the recovery track is restored to its default
origin position, while the skyrmion in the primary track is
restored to its value before the read. The cell is now ready for
another read as described before, or an erase operation.

E. Erase Operation

The final operation is the erase operation to return the
cell to its configuration before any write operations, i.e., the
configuration with the skyrmions on both racetracks at the
origin. The erase operation is similar to the write operation as
only the skyrmion in the main track is moved, but the direction
of the drive current and hence skyrmion motion is reversed
(Fig. 3e.). The ending of this phase is determined by the MTJ
at the beginning of the main track. Note that in this phase, the
other two MTJs are not required, causing transistors T5 and
T6 to be disabled, while transistor T7 can be enabled. As soon
as the node voltage Vf of the readout circuitry turns low, the



transistor T4 turns off, signaling the end of the erase operation
(Fig. 4d.). The cells are now ready to write a new state.

F. Robustness to parameter variations

The memory is designed in such a way that during the read
and recovery operations, only the travel times of the main and
recovery track skyrmions matter, not the distances covered by
them; and the travel time is controlled by the feedback voltage
Vf and as long as the travel time of both the main and recovery
track skyrmions is the same, the different velocities in the
racetracks will have no impact. For example, if the skyrmion
velocities are different in the main and recovery tracks, both
the skyrmions will move until the main racetrack skyrmion
reaches under the read MTJ stack. Now, during the recovery
operation, both the skyrmions will retrace the distances they
traveled during the read operation, resulting in the restoration
of the skyrmion position (i.e., at the beginning for the recovery
track and at the same place where it was positioned after the
write operation for the main track).

IV. RESULTS AND DISCUSSION

A. Performance and Comparison with CMOS

In order to understand and quantify the performance of this
wavefront memory cell, we perform detailed circuit simula-
tions using a modular approach. In particular, we construct a
complete circuit model using the 45 nm and 16 nm technology
node obtained from the Predictive Technology Model [28] for
the driving transistors and the module discussed in Sec. II for
the dynamics of the skyrmions in the magnetic racetracks. We
compare our results to conventional CMOS implementations
constrained by the requirements of the application. Race logic
has been successfully demonstrated to work well for 4 to 6 bit
precision for a variety of applications such as decision trees
and DNA sequence alignment [2], [3]. We limit ourselves to
a similar precision in order to make a fair comparison.

To describe the magnetic dynamics, our simulations use a
Gilbert damping constant α = 0.1, saturation magnetization
Ms = 3 × 105 A/m, magnetic anisotropy K = 135 kJ/m3,
Dzyaloshinskii-Moriya interaction strength D = 1.2 mJ/m2,
and exchange stiffness Aex = 7.5×10−12 J/m. Consequently,
the domain wall width is ∆ = πD/4K ≈ 7.0 nm and
the skyrmion radius is approximately 24 nm [29]. We use
these parameters to model a synthetic antiferromagnet with
thickness of tFM = 2 nm for each layer, length of 640 nm,
and width of 200 nm. The heavy metal thickness is assumed
to be 5 nm. The MTJ diameter is 40 nm with a TMR of
≈ 400 %, based on RP = 6.67 kΩ and RAP = 33.3 kΩ. The
circuit behaves acceptably provided the bare TMR is greater
than 100 %, or an effective TMR of 50 %. With the chosen
parameters, the skyrmion size is comparable to that of the
MTJ. From the structure of the skyrmion, we compute a 50 %
reduction in the TMR to an effective TMR close to 200 %.
The reference resistance is taken to be R0 = 15 kΩ, giving a
swing voltage of ≈ 425 mV.

The saddle point barrier to skyrmion annihilation is Eb ≈
23AextFM − Eskyr ≈ 100 kT , where k is the Boltzmann

Fig. 5. Total energy, and energy breakdown per circuit element, for an average
case of wavefront capture on a set of 640 nm racetracks. The read and recovery
processes consume the most energy because both tracks are active in these
operations. In all operations, the largest energy dissipation arises from high
overdrive voltage of transistor, with only minimal contributions from Joule
heating in the main (TrackM ) and recovery (TrackR) racetracks. Darker and
brighter color bars show the results done with 45 nm and 16 nm CMOS
transistors, respectively.

constant and T is the temperature. Assuming a mean lifetime
to annihilation of [30] τ = f0e

Eb/kBT with f0 = 10−10,
the lifetime of these skyrmions is in the range of years
at room temperature. While the Magnus force is small in
the compensated synthetic antiferromagnet, the wide track
requires skyrmion injection right down the middle to hit the
MTJ. This constraint can be avoided with narrower racetracks
with repulsive edges.

Fig. 5 gives the energies consumed for these four operations
in each component, for an average case in which the skyrmion
is moved to the middle of the racetrack. The bottom panel of
Fig. 5 shows that the energy consumption is highest in the read
and recovery operations, as it involves driving both racetracks,
while the write and erase operations, single track operations,
consume relatively less energy. For the chosen parameters for
the racetrack and the racetrack drive currents (≈ 244 µA), the
total energy consumption of the complete cell is ≈ 2.8 pJ (45



Fig. 6. Normalized energy delay product (EDP) of 4-bit CMOS counters and
four temporal memory cells (TM) with different damping constant with 16 nm
and 45 nm transistors (normalized to EDP of 1 GHz 16 nm counter-based
CMOS temporal memory).

nm CMOS technology) for the full cycle of the four memory
operations, at a 50 % duty cycle—that is, the case where the
write process puts the skyrmion midway in the racetrack. This
is the average case (t = τ/2) of all possible temporal data
recordings in the range [0, τ ]. The top panel of Fig. 5 shows
that the energy consumption in the racetracks themselves (due
to Joule heating) is only a minor component of the total energy
consumption and is on the order of ≈ 45 fJ.

Such a memory cell is only useful if it has advantages
over alternatives based solely on CMOS. Here we make a
comparison with an equivalent conventional 4 bit CMOS
temporal memory by using an up-counter coupled with a latch
or an SRAM cell. The up-counter counts ‘clock ticks’ and can
thereby digitize a clock delay. An up-counter is built out of
multiple positive edge-triggered T-flip flops (TFF) and combi-
national circuits. Textbook implementations of one such TFF
requires 20 MOSFETs. Our racetracks store ‘analog’ temporal
information, while a counter stores quantized information. For
example, a 4 stage counter, which has a 24 = 16 step quanti-
zation of temporal data, will require 94 transistors. Coupling
them with simple S-R latches to store the memory requires
another 32 transistors, yielding a total of 126 transistors. In
addition, this scheme stores the data logarithmically and its
readout requires either a Boolean decoder circuit increasing the
number of transistors (an estimate for a 4×16 decoder requires
172 transistors) or a clock generator driven by latch readout
(component count dependent on implementation scheme).

The proposed design can also replay back the temporal data
during the recovery operation making the recovery operation
another read operation. For low damping (α = 0.01), the
EDP of the temporal memory is smaller by factors of 32
and 81 compared with the CMOS counterpart working at 1
GHz and 500 MHz clock frequencies, respectively. Moreover,
EDP advantage will be even greater for higher numbers of
read operations per write operation. The above comparison

was made for a full cycle operation where write, read, and
erase energies are counted once. When the temporal data
is read multiple times per write, everything but the read
energy will be amortized. Thus, for 10 and 100 reads, the
EDP improves by factors of 74 and 84 respectively. At high
damping (α = 0.1), the CMOS counterpart has better EDP
only when the driving transistor resistance is low for the
temporal memory. A higher W/L ratio of the driving transistors
decreases the EDP at the cost of increased area; the EDP
improves by factors of 3, 11, and 16 when the temporal
data is read 1 time, 10 times, and 100 times, respectively,
compared to the CMOS counterpart at 1 GHz clock frequency.
An additional advantage is the built-in non-volatility of the
skyrmion racetrack; the proposed cell can be powered off
without losing information for significant lengths of time,
compared to the volatile nature of a pure CMOS design. For
systems where long term memory is required the proposed
memory cell would consume significantly less energy than the
counter-based CMOS-only design.

B. Non-Idealities of Racetracks and Possible Solutions

Our simulations are based on pristine racetracks at zero
temperature. In experimental realizations, there will be a
number of complications. The most significant constraints on
the operation of this memory are non-idealities in the tracks
and device variation from track to track. To reliably store
and recall temporal signals, skyrmion velocities need to be
predictable and narrowly distributed among all tracks. Today,
tracks cannot be fabricated with adequate reproducibility to
achieve these margins. If applications of skyrmion racetracks
become commercially appealing, we expect that such interest
would lead to substantial improvement in fabrication quality
and make the manufacture of our device realistic. The velocity
distribution ultimately limits the precision of the memory and
the number of significant bits it can store and recall. We argue
below that even four bits of precision could be useful.

Finite temperature and pinning: At finite tempera-
ture, skyrmions in close to ideal racetracks undergo rapid
diffusion and Brownian motion [31] that would make the
racetracks unusable. At the other extreme, both intentional
defects such as notches [32] or unintentional ones such as
material non-uniformities give rise to pinning centers that
can keep skyrmions pinned, preventing thermal diffusion but
also preventing the current induced motion necessary for the
operation of the racetrack. For the proposed racetrack to be
viable, this pinning needs to be strong enough that the skymion
remains localized with high probability for a sufficient time.
If we require that a skymion remain localized to within 40 nm
with probability 1− 10−8 for 1 h, the diffusion constant must
be less than 10−22 m2/s.

On the other hand, the presence of pinning centers leads
to a minimum drive current for predictable motion. Below
that drive, the motion is in the creep regime and consists of
repeated stochastic thermally assisted depinning and pinning.
Reliable racetrack memory requires that the pinning be weak
enough to allow low drive current predictable motion but



strong enough that Brownian motion is minimized during
storage. The study of pinning is still in its infancy with
reported diffusion constants ranging from > 10−11 m2/s in
optimized material stacks [31] to < 10−20 m2/s [33]. The
latter system exhibits predictable current-induced motion [33]
for similar current density to what is used in this paper,
suggesting that there is an experimental regime in which the
racetrack described here functions as reported. As material
fabrication capabilities improve, it may be desirable to control
the motion with lithographically designed pinning cites. The
memory would then be discrete rather than analog, but such
memory is sufficient for a variety of race-logic applications.

These arguments hold for domain walls, but skymions and
domain walls are more strongly affected by different types
of disorder. Since skyrmions are localized to the center of
the racetrack, they are less susceptible to pinning by edge
roughness. Domain walls are more extended so they are less
susceptible to pinning by the anisotropic grains that can exist
in a racetrack [17].

Skyrmion readability: The read-out of skyrmion motion
is through the TMR effect of the MTJ as mentioned before.
The relative area of the skyrmion under the MTJ is a critical
factor for obtaining a sufficiently large resistance swing to
control the output swing of signal VM in Fig. 3. Matching
the area can be achieved by using large skyrmions to fill a
significant area under the MTJ reader. Using domain walls
removes this problem as they can be large enough to provide
nearly full MTJ cross-section coverage. Improving the TMR of
MTJs would allow smaller skyrmions to be read with sufficient
contrast. Another solution is to use additional transistors at the
read stage to amplify the smaller voltage contrast provided by
a low read TMR, but with a higher area and energy cost.

Parameter Variations: Meaningful comparison of times
stored on different write tracks requires a tight distribution of
skyrmion velocities on the write tracks. In addition, all of the
tracks must be long enough that the fastest skyrmions from
the distributions of speeds would not reach the end of a track
over the maximum write duration and get annihilated. On the
other hand, the requirements for the recovery tracks are less
stringent except for constraints on their length. During the read
and recovery operations, only the travel times of the main and
recovery track skyrmions matter, not the distances they cover.
The travel time is controlled by the feedback voltage Vf so that
as long as the travel time of both the main and recovery track
skyrmions is the same, the different velocities will have no
impact. However, to ensure that the recovery skyrmion never
gets driven off the end of the track, the recovery tracks need
to be long enough that the fastest skyrmion will not reach the
end in the time that it takes the slowest skyrmion to travel
between the two write track MTJs.

The much faster time scales of CMOS control circuitry
compared to that of the current pulses used to move the
skyrmion ensures the fidelity of the read process. The consid-
ered skyrmion speed is 200 m/s while the transistor switches
in picoseconds. The propagation delay of the inverter used in
the shared read circuitry is 4 ps (for 45 nm CMOS) during

which the skyrmion moves only 0.8 nm. If we incorporate
parasitic effects, variations, and the MTJ switching time (time
for the VM to go high), the skyrmion movement will increase.
If the isolation time of the racetrack during the read operation
becomes 40 ps after incorporating all the delays, the skyrmion
will only move 8 nm, smaller than the size of the skyrmion.

Edge annihilation: Skyrmions are susceptible to annihi-
lation by the edges of the racetrack. This can be partially
ameliorated by use of wide racetracks, whereby we can avoid
the possibility of skyrmion drifting to the edges and getting
annihilated due to Magnus effect. This however can worsen
the skyrmion readability as this scales up the size of the read
MTJs, or makes skyrmions miss the MTJ as discussed above.
While the use of synthetic antiferromagnet racetracks with
compensation for Magnus force can considerably reduce this
issue, use of reflecting edges through anisotropy engineering,
such as using ion beam irradiation, or geometry engineering by
using thicker edges can also help with this issue [34], [35]. By
using reflective edges, the skyrmion will more reliably reach
the MTJ position, as the repulsive force from the edges will
confine the skyrmion to the middle of racetrack.

All of the issues listed above are common for all magnetic
racetracks, an area of active research, and this device will ben-
efit from any future improvements through better fabrication
capabilities and novel extrinsic circuit techniques.

C. Applications of race logic

Race logic performs well against conventional approaches
on tasks that involve searching through a large space and that
are amenable to a dynamic programming approach. It effec-
tively implements the principle from dynamic programming of
optimality, which constrains solutions of sub-computations to
be (partial) solutions of the global computation, in turn allow-
ing chaining of temporal computations. Examples of useful
computational problems obeying the principle of optimality
are shortest paths of graphs and machine classification with
decision trees. These applications require decisions to be made
at each node in a graph or tree about what computational path
needs to be taken next. By mapping the input into temporal
edges and by effectively utilizing tunable delay elements, such
decisions can be made using simple OR and AND gates on
single wires.The precision required of the delay elements by
such applications is limited to between 4 to 6 bits. With this
limited precision, Ref. [1] shows a 200× energy advantage
over conventional limited precision digital approaches. Ref. [3]
describes a fabricated chip that performs a similar task at a
power level of 70 mW. Ref. [2] performs classification with
decision trees at an energy delay product 4 orders of magnitude
superior to state of the art.

V. CONCLUSION

In this work, we utilize a novel technology based on
skyrmions in magnetic racetracks to provide energy-efficient
memory for temporal computing. Our proposal uses the
displacement of pre-nucleated skyrmions to store temporal
information in magnetic racetracks, avoiding the energy cost



required to nucleate them. The readout of this memory is
made non-destructive by doubling the number of racetracks
to store the information in the second racetrack during the
read process. While this increases the energy consumption and
area of the memory, we limit the impact by sharing readout
and control circuits for the different operations involved in
using the memory. The linearity of the stored information with
respect to the input limits the circuitry required for translation
between the time and displacement domains. By changing the
current used to drive the skyrmions, and hence their velocity,
these memory cells can be tuned so their time scale matches
the range of input information. Such an efficient memory will
greatly expand the problem domain that can be efficiently
addressed by timing based computing.
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