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Abstract

A scanning diffraction technique is implemented in the scanning electron microscope. The technique, referred to as
4D STEM-in-SEM (four-dimensional scanning transmission electron microscopy in the scanning electron microscope),
collects a diffraction pattern from each point on a sample which is saved to disk for further analysis. The diffraction
patterns are collected using an on-axis lens-coupled phosphor/CCD arrangement. Synchronization between the electron
beam and the camera exposure is accomplished with off-the-shelf data acquisition hardware. Graphene is used as a
model system to test the sensitivity of the instrumentation and develop some basic analysis techniques. The data show
interpretable diffraction patterns from monolayer graphene with integration times as short as 0.5 ms with a beam current
of 245 pA (7.65× 105 incident electrons per pixel). Diffraction patterns are collected at a rate of ca. 100/s from the mm
to nm length scales. Using a grain boundary as a ‘knife-edge’, the spatial resolution of the technique is demonstrated to
be ≤ 5.6 nm (edge-width 25%-75%). Analysis of the orientation of the diffraction patterns yields an angular (orientation)
precision of ≤ 0.19◦ (full width at half maximum) for unsupported monolayer graphene. In addition, it is demonstrated
that the 4D datasets have the information content necessary to analyze complex and heterogeneous multilayer graphene
films.

Keywords: scanning transmission electron microscopy (STEM); scanning electron microscopy (SEM); STEM-in-SEM;
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1. Introduction

Two-dimensional (2D) materials have become ubiqui-
tous in materials science[1]. Their intrinsic mechanical,
thermal, electronic, and spintronic properties are promis-
ing for the development of functional materials. De-
fects, however, can significantly affect these extraordinary
properties[2, 3, 4, 5]. Thus, robust structural characteriza-
tion methods are required for the development of 2D ma-
terials – especially in the growth/synthesis development
stage. Furthermore, we argue that it is not sufficient for
characterization methods to simply exist – the appropriate
characterization methods must have the potential for wide
accessibility such that they become routine.

The transmission electron microscope (TEM) is one of
the most widely-used atomic-scale structural characteri-
zation tools used for 2D materials. In the TEM, there
are three main methods used to characterize the struc-
ture of 2D materials: parallel-beam dark-field (DF) TEM,
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convergent-beam four-dimensional (4D) scanning trans-
mission electron microscopy (STEM), and high-resolution
STEM. In atomic-resolution STEM, the electron probe is
small relative to the interatomic distances and each atom
may be resolved in real-space[6]. Atomic-resolution STEM
is particularly effective at investigating point defects[7] but
can be cumbersome to apply to large areas due to real-
space sampling requirements. Alternatively, DF-TEM or
4D-STEM can be used to interrogate the structure using
diffraction. In DF-TEM, a parallel beam is incident on the
sample and an aperture is placed in the back focal plane
to generate a DF image based on a particular scattering
condition. A collection of these DF images corresponding
to different diffraction vectors can be used to highlight de-
fects or create grain orientation maps[8, 9]. In 4D STEM
a convergent nm-sized beam is scanned across the sample
and a diffraction pattern is recorded at each real-space lo-
cation and saved for off-line analysis[9, 10]. A common way
to analyze 4D STEM data is by creating virtual DF (vDF)
images[11]. A vDF image is generated by numerically in-
tegrating the k-space coordinates over a selected region of
each diffraction pattern to create (real-space) pixel inten-
sities.

Given the ubiquity of 2D materials research and the suc-
cess that TEM has had in nano-scale structural characteri-
zation, it is somewhat surprising that structural character-
ization of 2D materials has been almost unexplored in the
scanning electron microscope (SEM). While directly re-
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solving atoms in the SEM is not straightforward[12, 13, 14]
there is no clear reason why nano-beam diffraction-based
techniques could not be widely leveraged. After all, the
nano-beam illumination conditions used in the TEM are
similar to the illumination conditions in an SEM. Benefits
to performing 2D material characterization in the SEM
include: easier tool access – there are far more SEMs in
operation than TEMs[15]; reduced knock-on damage at
SEM beam energies (≤ 30 keV)[16, 17]; increased scat-
tering – scattering cross sections increase as beam energy
is reduced[18]; a larger range of length scales – the SEM
can interrogate samples from nm to mm length scales; in-
creased scattering angles – increased angular resolution.

Despite the benefits to analyzing 2D materials in the
SEM, commercially available detectors are poorly suited to
provide crystallographic information. Transmission imag-
ing detectors generally integrate electrons scattered over
large solid angles, making targeted diffraction-contrast
imaging difficult, though not altogether impossible. For
example, using commercially available diode detectors
Caplins et al. generated orientation maps of monolayer
graphene samples[19], and Schweizer et al. imaged disloca-
tions in graphene bilayer samples[20]. A recently described
programmable STEM detector demonstrated the ability to
provide structural information on graphene samples; how-
ever, it is not yet commercially available[21, 22]. While
important for demonstrating that the SEM has the capac-
ity to characterize structure and defects in 2D materials,
methods that use integrating detectors have limitations in
terms of the difficulty of method implementation and the
information content available.

Recently, there has been a push toward integrating on-
axis diffraction cameras into the SEM which represents
a leap forward in the information content available in the
SEM[23, 24, 25, 26, 21, 13, 27, 28]. In theory, an SEM with
an on-axis diffraction camera can be used for 4D STEM
diffraction experiments. In practice, however, the com-
mercially available detectors have not yet demonstrated
that they have the necessary signal-to-noise to perform
high-throughput diffraction studies on 2D materials. Gen-
erally, commercially available detectors are instead opti-
mized/utilized for transmission Kikuchi diffraction (TKD)
which is a powerful technique for characterizing thicker
(3D) materials [29, 24, 30].

Herein, we describe a high-throughput scanning diffrac-
tion technique, referred to as 4D STEM-in-SEM (four-
dimensional scanning transmission electron microscopy in
the scanning electron microscope). In this technique, a
convergent electron beam is scanned across an electron
transparent sample. At each real-space position, a diffrac-
tion pattern is recorded and the resulting 4D dataset,
I(xr, yr, xk, yk), is saved to disk for off-line analysis. Note
that the r and k subscripts denote the real and reciprocal-
space coordinates respectively. Using polycrystalline and
heterogeneous graphene films as representative 2D mate-
rial test samples, we demonstrate and discuss a few of
the many ways to utilize the 4D dataset. During the

preparation of this manuscript a similar 4D STEM-in-
SEM method applicable to 2D materials was described by
Schweizer

et al.[28]. A discussion of the differences between the
approaches is included at the end of the manuscript.

2. Methods

A schematic of the 4D STEM-in-SEM setup is shown
in Figure 1. An SEM (Zeiss Gemini 300) scans a 30 keV
convergent electron probe across an electron transparent
graphene sample mounted on a custom sample holder. The
electrons transmitted through the sample propagate in a
field-free region and strike a phosphor screen (nominally
P43, 1 µm - 2 µm grain size, 10 µm - 15 µm thickness,
25 nm - 50 nm Al top coat) which emits photons. The
resulting optical diffraction pattern is imaged out of the
vacuum chamber onto a CCD camera (Thorlabs 1500M-
GE). The optical assembly is described in detail elsewhere
(the changes from the previous description[22] are that the
digital micromirror device was replaced with a CCD and
the YAG:Ce screen was replaced by a P43 phosphor).

Figure 1: A schematic of the 4D STEM-in-SEM experimental setup.
The electron beam with convergence semiangle α is focused on a
graphene sample. A phosphor screen is positioned beneath the sam-
ple. The electrons that transmit the sample strike the phosphor and
generate photons forming an optical diffraction pattern. The diffrac-
tion pattern is then imaged onto a CCD camera located outside the
vacuum chamber. To collect a 4D dataset, a computer controlled
data acquisition device scans the electron beam synchronously with
the collection of frames from the CCD. The data is saved to disk for
off-line analysis.

The electron beam was scanned across the sample by
driving an external scan generator input with a multifunc-
tion data acquisition device (National Instruments, Lab-
VIEW, USB-6351)[31]. The CCD has a global shutter and
frame buffer and was operated in ‘overlapped exposure’
mode using the falling edge of the ‘strobe’ camera output
as the trigger for stepping the electron beam position. For
simplicity, a standard raster pattern with no flyback time
was used for scanning; for the dwell times used here (ms
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time scale), significant scan artifacts were not observed[31].
Using this timing protocol, diffraction patterns from con-
secutive pixels were not mixed beyond that which occurs
due to the P43 phosphor decay time[32].

Camera data were streamed to the control computer and
saved to disk in real-time. For most data presented here,
a 4 px × 4 px binning (hardware vertical binning), 40
MHz pixel clock, and a 400 px × 400 px region of interest
(ROI) was used on the CCD camera (resulting in 100 px ×
100 px diffraction patterns). For large real-space fields-of-
view (FOVs) such as Figure 4a a larger ROI was selected
to accommodate the movement of the diffraction pattern
on the detector that occurs due to the scanning of the
electron beam. For higher quality/resolution diffraction
patterns (such as Figure 8c-d), no binning was used. The
image collection rate was generally limited by the camera
readout electronics (not the exposure time) and depend-
ing on the ROI, binning, and pixel clock it ranged from 30
patterns/s (data in Figure 8) to 108 patterns/s (data in
Figure 3). To collect as much signal as possible while en-
suring minimal mixing of the diffraction patterns at differ-
ent beam positions (due to the P43 phosphor decay time)
the exposure time was set to be ca. 1 ms less than the
inverse of the readout-limited rate; this allows 1 ms be-
tween the movement of the beam and the start of the next
exposure. With the exception of the data in Figure 8, all
data was collected using the following beam parameters:1

245 pA beam current, α = 9.7× 10−4 rad, ca. 9 ms expo-
sure time. Camera gain and dark level were adjusted as
needed.

Most datasets presented here were collected with a real-
space scan size of 512 px × 512 px, resulting in a 4D
dataset acquisition time of ca. 40 minutes. No drift correc-
tions were applied. The uncompressed 4D datasets ranged
from 32 GB to 10 GB in size. Data analysis was per-
formed using custom scripts (Mathworks, Matlab). Data
and analysis methods are available upon reasonable re-
quest. The total processing time to go from the raw 4D
datasets to the data presented in this manuscript was <60
minutes on a desktop computer (6 cores @ 3.5 GHz, 128
GB RAM) and no run-time optimization was pursued.

3. Results

Figure 2 shows example diffraction patterns collected
from a monolayer graphene film supported on a Quantifoil
TEM grid (Graphenea). Using a relatively long (250 ms)
exposure time without any pixel binning, several orders of
diffraction spots are visible as well as diffuse rings from
amorphous contaminants. Diffraction patterns collected

1In this work we used the ‘high-current’ mode on our SEM, which
serves to increase the beam current while decreasing the electron
beam convergence angle. In general, electron beam parameters that
yield high depth-of-field will correspond to smaller convergence an-
gles and will give ‘spot’ diffraction.

with significantly shorter exposure times require pixel bin-
ning to maintain adequate signal-to-noise. Using 0.5 ms
exposure times, the first two orders of diffraction spots are
visible from monolayer graphene using 4 px × 4 px bin-
ning. From a practical perspective, the data-transfer rate
is limited to ca. 108 patterns/s by the camera electronics
and so exposure times less than 8 ms were not used to
collect 4D datasets.

Figure 2: Diffraction patterns collected from monolayer graphene
with different exposure times and binning conditions. In (c) the
diffraction spots are indexed. The beam current was 245 pA with
α = 9.7× 10−4 rad. Diffraction spots from graphene are still visible
using an exposure time of 0.5 ms. Note that the achievable frame
rate with the CCD is slower than the inverse of the exposure time
for (c-f) due to pixel read/transfer limitations – i.e. the data in (f)
was not collected at 2 kHz.

One of the most fundamental quantities contained
within these 4D datasets is lattice orientation. Here,
we describe the steps involved in obtaining grain orien-
tation maps for the graphene samples. First, the di-
rect beam must be located because it is not necessarily
in the center of the as-collected diffraction pattern (Fig-
ure 3a). For µm sized real-space FOVs, the direct beam
should be essentially stationary. However, for larger real-
space FOVs the direct beam moves on the detector as the
beam scans the sample, and this motion must be taken
into account[33, 34]. To locate the direct beam, we per-
form subpixel cross-correlation[35] (i.e. template match-
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ing) with a Gaussian mask where the width of the Gaus-
sian is chosen to correspond to the width of the saturated
area of the detector. Once the centers of all the diffrac-
tion patterns are located, the pixel coordinates of the di-
rect beam are fit to a plane using a trimmed least-squares
method and used to locate the center of each diffraction
pattern with high precision.

Figure 3: The work-flow used for creating an orientation map from
a 4D STEM-in-SEM dataset. (a) An example diffraction pattern
collected in a 4D STEM-in-SEM dataset. Note that the direct beam
is not centered in the FOV. (b) The diffraction pattern is resampled
from Cartesian (xk, yk) to polar (φk, rk) coordinates. (c) A mask
with the same symmetry as the graphene diffraction pattern is used
in a cross-correlation (i.e. template matching) analysis. (d) The
value of the cross-correlation between the diffraction data and the
mask is plotted. By construction, the mask is six-fold symmetric
and consequently so is the cross-correlation. The maximum value of
the cross-correlation on the interval φk ∈ [0◦, 60◦), denoted φXC, is
taken as a measure of the graphene lattice orientation (relative to the
mask). (e) The orientation of the full example 4D dataset is plotted
using a circular colormap. Here, the graphene film consists of three
grains that meet at a triple point.

Given the six-fold rotational symmetry of a graphene
diffraction pattern[36] (assuming the beam is at normal
incidence to the graphene), it is useful to resample the
diffraction patterns from Cartesian coordinates to polar
coordinates for orientation analysis[37]. Using the position
of the direct beam, each diffraction pattern is numerically
resampled from Cartesian (xk, yk) to polar (φk, rk) co-
ordinates (Figure 3b); the appropriate Jacobian factor is
applied such that the total intensity is conserved between
the two representations of the dataset.

There are numerous ways to calculate the orientation of
graphene given the diffraction pattern. In the interest of
simplicity and while also making full use of the symme-
try of the diffraction pattern, we use a mask-based cross-
correlation (i.e. template matching) approach (Figure 3c).
Here, a mask is generated by using flat-top super-Gaussian
diffraction spot profiles. The center of each spot profile in
the mask was determined by the calculated diffraction pat-
tern of graphene, and the widths were estimated by visual
inspection. No effort was made to optimize the mask. The

primary goal when creating the mask was to ensure that it
had the appropriate structure/symmetry and was smooth.

To determine the lattice orientation, the resampled
diffraction data for each pixel was cross-correlated along
the φk-dimension with the generated mask. A sub-pixel
cross-correlation algorithm[35] was used to find the max-
imum of the cross-correlation coefficient on the interval
φk ∈ [0◦, 60◦); the location of the maximum was taken
as a measurement of the graphene lattice orientation rela-
tive to the mask, φXC (Figure 3d). Finally, an orientation
map is constructed by associating the φXC determined at
each pixel with a circular colormap[38]. Figure 3e shows
an examined region with three distinct grains meeting at
a triple point.

A significant benefit in using 4D STEM-in-SEM for
grain orientation analysis is that it can interrogate a wide
range of length scales. Figure 4 and 5 show conventional
secondary electron (SE) images and 4D STEM-in-SEM de-
rived orientation maps for six nested FOVs spanning mil-
limeters to nanometers. Each dataset was collected at 512
px × 512 px resolution with FOVs of 2250 µm, 546 µm,
159 µm, 38 µm, 9.50 µm, and 2.37 µm. Thus, the data give
information on length scales from ca. 2 mm to 4 nm. This
range of length scales is something that, to our knowledge,
is not readily accessible using other techniques.

At the largest FOV (Figures 4a, 5a) the full TEM grid
can be identified in both the SE image and orientation
maps. For the regions of the TEM grid that are not elec-
tron transparent (i.e. the grid bars), the orientation map
is colored beige. At the largest FOV, the orientation data
appears as random noise because the step size is on the
same order of magnitude as the grain size. However, as the
FOV is decreased, the individual grains become observ-
able. At smaller FOVs (Figures 4c-f, 5c-f) the SE images
show strong contrast between the unsupported graphene
and the Quantifoil (carbon) support film, however, there
is no clear contrast in the orientation maps. This demon-
strates the graphene orientation can still be quantified even
though the scattering of interest arises from monolayer
graphene on top of a much thicker amorphous carbon sub-
strate. For reference, the atomic area density of graphene
is 38 atoms/nm2 while 12 nm of amorphous carbon (nomi-
nal thickness of a Quantifoil support) has a projected area
density of 1325 atoms/nm2 (assuming ρ = 2.2 g/cm3). For
the smallest FOV, the SE images show contrast on the 50
nm length scale which we attribute to contaminants[39].
Note that the contrast in the SE image is not apparent
in the orientation map because the orientation analysis is
designed to be sensitive to the graphene spot diffraction
signal rather than the diffuse signal from the substrate and
contaminants.

For demonstration purposes the inset of 5c shows a grain
size distribution for the data in 5c. Here ‘grain size’ is de-
fined as the equivalent circular diameter. Notably, in only
a single automated scan, 917 individual grains were iden-
tified and quantified leading to relatively robust statistics
(2.6 µm ± 0.2 µm). The segmentation algorithm used

4



Figure 4: Conventional secondary electron (SE) images of nominally monolayer graphene on a Quantifoil TEM grid. The SE images are all
of the same sample and were collected in the order presented. Each subsequent FOV is marked with a dashed box and is approximately 4X
smaller. The FOVs are 2250 µm, 546 µm, 159 µm, 38 µm, 9.50 µm, and 2.37 µ. In (a) the majority of the TEM grid is visible. In (c) both
the grid bars and support film are visible. In (f) the support film is visible at the corners of the FOV and the unsupported graphene can be
inferred in large part because of the debris that is scattered across the surface.

to generate this grain size distribution was not rigorously
tested for accuracy and so the data is for demonstration

purposes only.

One problem with the analysis method outlined above
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Figure 5: Orientation maps of graphene corresponding to the same FOVs shown in Figure 4. Here the regions of the TEM grid that are
opaque to electrons are colored beige. In (a) the orientation data looks like noise because the step size is larger than the grain size. In (c)
the grains become well defined. In (f) the grain size is similar to the FOV and a triple point is visible. The arrow in (e) highlights a speckled
region that is an artifact in the orientation map due to the presence of multilayer graphene which is discussed in Figure 7. A careful inspection
of (d) reveals more artifacts like that indicated in (e). For demonstration purposes, the inset in (c) shows the grain size distribution for that
data where ‘grain size’ is defined as the equivalent circular diameter.

is that it uses a mask that assumes the diffraction arises
from monolayer graphene. Thus, for multilayer regions

which are routinely observed in CVD grown graphene
samples[40], the orientation map is ill defined – i.e. the
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Figure 6: (a) An SE image of monolayer graphene. The amorphous carbon support film is visible at the corners of the FOV. (b) A ∆vDF
image of the same FOV corresponding to the difference between two vDF images. The virtual apertures associated with the two DF images
are color-coded and shown in the inset. The ∆vDF image minimizes the contribution of amorphous debris to the diffraction patterns and
enhances the grain boundary used as a ‘knife edge’. (c) The corresponding orientation map. (d) Horizontal line scans across the knife edge.
The intensity-based ∆vDF line scans are shown in blue and have a smooth shape with a measured edge resolution of 5.6 nm (25% to 75%).
The orientation-based line scans are shown in orange and show step-like behavior because they are primarily limited by the step size used (2.3
nm). (e) Histograms of the orientation measurements made for each pixel in regions I, II, and II which are indicated in (a-c). The FWHM
of the histograms from the unsupported graphene in regions I and II is 0.19◦ and may be taken as an upper bound on the angular precision
of a single measurment. The precision is slightly degraded to 0.46◦ in region III by the presence of the amorphous support film.

algorithm will return a value for the orientation, but for
misaligned bilayers, the orientation that the algorithm se-
lects tends to jump between the two graphene lattice ori-
entations depending on the exact diffraction efficiency of
the probed region and the noise. An example is indicated
in Figure 5e with an arrow; more examples can be seen
in Figure 5d. Neither the SE images nor the orientation
maps shown in Figure 5 clearly identify these multilayer
regions leading to ambiguity of interpretation. Later, we
will discuss a method to identify and classify these regions
using a diffraction-amplitude based analysis (vide infra).

A natural question that arises in orientation analysis is:
What is the spatial resolution and angular precision of the
technique? To answer the spatial resolution question, a
grain boundary was used as a ‘knife-edge’ – i.e. we as-
sume that a grain boundary is an atomically ‘sharp’ step
in orientation.2 First, a well-defined grain boundary in
monolayer graphene was located in the sample. The SE

2Although for monolayer graphene this is not an issue, we note

image (Figure 6a) only shows contaminants and the sup-
port film[39]. No significant thickness or topographic fea-
tures were evident. Next, two vDF images were created[11]
corresponding to the diffraction intensity of the two adja-
cent graphene grains; these vDF images were then sub-
tracted to create a difference image (∆vDF) that removes
much of the amorphous contribution (Figure 6b). The ori-
entation map for the same FOV (Figure 6c) was generated
using the mask-based method. Then, 32 horizontal scans
across the grain boundary were collected using a 2.3 nm
step size. Each horizontal scan across the grain boundary
was fit to an error function and aligned to have the same
inflection point (Figure 6d). The distance required to go
from 25% to 75% of the step intensity is measured to be 5.6
nm ± 1.1 nm and is assumed to be due to a combination
the electron beam spot size and environmental noise. In

that for thicker samples it is necessary to pick a grain boundary that
is parallel to electron beam to ensure the knife-edge is ‘sharp’.
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Figure 7: (a) A vADF image; the annular virtual aperture used is shown in the inset overlaid on the diffraction expected for graphene.
The contrast is dominated by the support film. (b) The diffraction intensity along the annular slice through the diffraction pattern collected
at the two locations indicated in (a). The diffraction from the unsupported graphene has a low baseline (amorphous contribution) and tall
peaks (graphene contribution). The diffraction from the supported graphene has a higher baseline and shorter peaks due to the support
film and multiple scattering. (c) The contribution to the vADF image from the baseline scattering (amorphous background). The inset 2D
power spectrum shows clear peaks caused by electron beam contamination from a previous (ca. 4X lower magnification) scan. (d) The image
that results from subtracting (c) from (a); here the background scattering is removed and the contrast predominately comes from graphene
diffraction. The inset 2D power spectrum shows that the contribution from the electron beam contamination has been removed. (e) The
image that results from performing a first-order multiple-scattering correction on (d). Here the image is interpretable as diffraction contrast
from graphene without being significantly affected by the support material. (f) The intensity histogram of (e) that shows discrete peaks
corresponding to different thicknesses of graphene which can be thresholded. The inset shows the thresholded image.

this case, the horizontal scan direction is not exactly per-
pendicular to the grain boundary leading to a geometrical
increase of the measured edge width. This geometrical ef-
fect can be corrected by multiplying by the cosine of the
angle [cos(26◦) = 0.90] to get an effective edge width (25%
- 75%) of 5.0 nm ± 1.0 nm. The diffraction-limited reso-
lution (0.61 · λ/α) for the electron beam used here is 4.4
nm[41]. The 2.3 nm step size yields a 4.6 nm Nyquist
resolution limit. It is not meaningful to directly compare
the edge width, the Airy disk, and the Nyquist resolu-
tion limit, so we translate the former two measurements
into their equivalent Gaussian width (2σ). The edge mea-
surement yields a 2σ resolution of 7.4 nm ±1.5 nm, and
the diffraction limit yields a 2σ resolution of 3.1 nm[42].
Thus, the observed resolution is 1.6X the Nyquist limit for
this measurement and 2.4X the diffraction limit. Chro-
matic aberration, spherical aberration, and ambient noise
sources contribute to this discrepancy.

The previous resolution discussion was based on the

shape of the intensity line scans. In contrast, for large
changes in the graphene orientation as shown in Figure
6d, the precision in the graphene orientation measurement
(i.e. an angular measurement, not an intensity measure-
ment) is effectively limited only by the electron beam step
size (2.3 nm). In summary, the resolution of grain bound-
aries is measured to be roughly 2X poorer than the funda-
mental limits (diffraction and discretization), but an iso-
lated grain boundary can be located to within the step size
used (2.3 nm).

The angular precision is quantified in Figure 6e. Here,
the histogram of orientation angles is plotted for the three
regions indicated in Figure 6c. For regions I and II the
distribution has a full width at half maximum (FWHM)
of 0.19◦. Region III has a notably wider orientation distri-
bution with a FWHM of 0.46◦. Assuming that the regions
are orientationally homogenous, then these FWHMs rep-
resent the angular precision of the technique as limited by
the CCD pixel size, the signal-to-noise in the diffraction
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pattern, and the analysis algorithm used. Residual strain
or defects in the graphene will serve to broaden these mea-
surements and so these angular precision measurements
may be taken as an upper bound on the true measurement
precision. The effect of having a significant background
in the diffraction pattern due to the amorphous carbon
support material can be seen in the modestly increased
FWHM of the region III histogram.

While the diffuse scattering from the amorphous car-
bon and polymer debris/residue has only a modest dele-
terious effect on the orientation measurement, it can sig-
nificantly degrade the ability to interpret virtual annular
dark field (vADF) images. Figure 7a shows a vADF image
formed by using an annular mask centered on the 2nd or-
der diffraction spots of graphene. Ideally, this image would
selectively highlight the thickness of the graphene sheets,
however, the diffuse scattering from the support material
overwhelms the graphene diffraction signal. Because the
full 4D dataset is available, this amorphous contribution
can be removed. Figure 7b shows the annular diffraction
data plotted as a function of angle, φk, from the diffrac-
tion patterns collected at the two locations indicated in
Figure 7a. The graphene on top of the amorphous sup-
port film has a significantly higher background and less
intense graphene diffraction peaks than the unsupported
graphene. The vADF image (Figure 7a) was formed by
integrating the area under these curves, thus it is readily
seen that the integrated diffraction signal from graphene
is small compared to the integrated scattering signal from
the support film. Thus, the amorphous contribution dom-
inates the vADF images. To isolate the contrast due to
diffraction from the graphene lattice, the amorphous back-
ground (aBG) contribution (i.e. the baseline) to the signal
(Figure 7c) is subtracted from the original vADF image
(Figure 7a). The resulting image (Figure 7d) has signifi-
cantly enhanced contrast from graphene related diffraction
and the folds/wrinkles and multilayers become apparent.
Residual contrast is still visible due to the support ma-
terial, however. To first order, this residual contrast can
be attributed to multiple scattering effects – i.e. as the
amorphous scattering removes intensity from the direct
beam, the diffracted spots become proportionally less in-
tense. If we ignore an arbitrary overall scale factor then
we can correct (to first order) the image by multiplying
the background-corrected image by a linear function of
the amorphous background:

vDF ∗
2,gr = (vADF − aBG)× (aBG+ β)

Here we refer to the amorphous-background and multiple-
scattering corrected DF image as vDF ∗

2,gr; the subscripts
emphasize that we are isolating the signal from the sec-
ond order diffraction spots of the graphene lattice and the
asterisk denotes that the data has been corrected – i.e.
it is no longer the simple projection of the 4D dataset
typically referred to as a vDF image[11]. The parame-
ter, β, is determined by minimizing the residual contrast

between the supported and unsupported portion of mono-
layer graphene. The vDF ∗

2,gr image is shown in Figure
7e and shows thickness contrast with almost no remaining
contrast from the support film. The histogram generated
from this image (Figure 7f) shows peaks corresponding
to different graphene thicknesses and the image can be
thresholded if desired; this is useful for masking the orien-
tation maps which assume monolayer graphene. Note that
Figure 7 shows the same FOV as Figure 4e and 5e. Thus,
the previously noted ambiguity in the orientation maps
due to multilayer graphene can be identified and removed
if necessary. The efficacy of the amorphous background
signal removal procedure can be seen indirectly in the 2D
power spectrum of the aBG image and the background cor-
rected vADF image (Figure 7c-d). The power spectrum of
the aBG image shows peaks that correspond exactly to
the raster pattern from a previously recorded image; these
arise from electron beam contamination accumulated dur-
ing the previous scan’s pixel dwell time. After subtraction
of the amorphous background contribution, the 2D power
spectrum no longer shows these peaks.

It is important to note that while the intensity histogram
of the amorphous background corrected image shows dis-
tinct maxima, care must still be used interpreting these
images – i.e. the maxima cannot be blindly interpreted
as monolayer/bilayer/trilayer/etc. Tilts/roughness of the
graphene film affects the diffraction intensity[36, 10] in ad-
dition to the layer stacking/twist angle[43, 44]. These ef-
fects will manifest in the 4D dataset however and can be
disentangled with appropriate analysis.

Finally, we demonstrate the information content acces-
sible in 4D STEM-in-SEM for a more complex graphene
sample. The sample used in Figure 8 is nominally bilayer
graphene, but the FOV exhibits folds/wrinkles and multi-
layers. The vDF ∗

2,gr image is shown in Figure 8a. Analyz-
ing such a heterogenous dataset is beyond the scope of this
manuscript, however, we emphasize that the 4D dataset
contains the information necessary to analyze this FOV in
detail. For example, two diffraction patterns are shown in
Figure 8c-d. The diffraction pattern collected at the first
location is from a monolayer region of graphene, while the
diffraction pattern collected at the second location shows
seven different graphene orientations are present. For a
rapid model-free visualization of the data we use a method
developed in a previous work that creates a colorized map
of the amplitude of the first three circular moments of the
data (Figure 8b) which is useful for generating qualitative
contrast based on the structure of the diffraction pattern
(see Ref [19] for details). Here the structural heterogeneity
is quite apparent. A more detailed analysis yielding layer
number and orientation angles of each diffraction pattern
in the 4D dataset should, in principle, be possible using
this data.
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Figure 8: (a) An amorphous-background and multiple-scattering
corrected vADF image (vDF ∗

2,gr) of a nominally bilayer graphene
film. Despite being nominally bilayer, this FOV shows a significant
amount of heterogeneity. (b) A colorized image designed to empha-
size thickness and orientational heterogeneity. See Ref [19] for details
on the colorization algorithm. (c) The diffraction pattern collected
at location 1 indicated in (a); this diffraction pattern is assigned to
monolayer graphene. (d) The diffraction pattern collected at loca-
tion 2 indicated in (a); this diffraction pattern shows seven unique
graphene orientations. The 4D dataset used in this Figure was col-
lected with a 30 ms exposure time, without pixel binning, and with
a small beam-limiting aperture (α ≈ 3× 10−4 rad, Ibeam = 14 pA).

4. Discussion

The 4D STEM-in-SEM technique we described is capa-
ble of performing characterization of graphene from the
nm to mm length scale. We demonstrated a fully auto-
mated measurement that generates high-precision orien-
tation maps in monolayer graphene, and, has the infor-
mation content necessary to analyze multilayer samples.
Additionally we described one example of how the 4D
dataset can be used to correct diffraction contrast im-
ages for amorphous-background and multiple-scattering,
increasing the interpretability of DF images beyond what
is possible with a traditional DF image (virtual or not).

In this work we have chosen a single set of experimental
conditions in order to demonstrate the technique, however,
it is worth commenting on how these choices affected the
data. First and foremost, the beam energy determines the
scattering cross section, scattering angles, and detective
quantum efficiency (DQE). Using a lower beam energy will
increase the scattering cross sections and scattering angles
at the expense of lowering the DQE (because of the en-
ergy dependent photon yield of the phosphor). For the
data collected in this manuscript on graphene, we priori-
tized DQE which led us to use a 30 keV beam. Next, as
mentioned, we used the ‘high current’ mode on the mi-
croscope which (for a given beam limiting aperture) re-

duces the convergence semi-angle significantly (improving
the angular resolution), while causing the achievable spa-
tial resolution to deteriorate. The tradeoff between spatial
resolution and diffraction spot width is the same as experi-
enced in nano-beam diffraction in the TEM. Additionally,
for extremely thin samples such as graphene, the total elec-
tron dose must be considered because of the contamination
associated with it – higher currents may not necessarily be
advantageous. Finally, the choice of phosphor, image re-
lay optics, and camera will affect the k-space resolution,
DQE, and achievable frame rate. For strongly scattering
samples we prefer Ce:YAG scintillators for higher clarity of
the diffraction pattern and faster decay time, however, for
weakly scattering samples such as graphene the P43 phos-
phor has a higher photon yield. In general, for weakly
scattering samples (like graphene) the experimental con-
ditions should be optimized with the sample in mind.

To our knowledge, there is only one other effort in the
literature to bring 4D STEM to the SEM with application
to 2D materials. Schweizer et al. developed a technique
termed low energy nano diffraction (LEND)[28]. In LEND,
a phosphor screen is placed below a sample and an off-axis
camera placed in the vacuum chamber is used to view the
diffraction pattern on the screen from above the sample
plane. The strong benefit of this setup is that it is simple to
implement and only uses low-cost commercially available
components that should be compatible with many different
manufacturer’s SEMs. Additionally, it seems to work at
low beam energies (500 eV). For many users, having direct
access to the diffraction pattern from a sample would be
well worth the investment.

However, a low-cost camera placed off-axis and in-
vacuum is not without disadvantages. First, placing the
camera in vacuum places severe limitation on the size
of the camera that can be used; scientific-CMOS (or
CCD) cameras are significantly larger than board-level
industrial-quality machine vision cameras. The small
form-factor camera used in the LEND setup has a rolling
shutter, small pixel size (which typically result in higher
noise levels due to pixel read noise), and a low overall
quantum efficiency (in large part due to the Bayer color
filter). Additionally, although noise specifications are not
provided by the manufacturer for the camera used in the
LEND setup, it is reasonable to assert that the read-
noise is significantly higher than that of a scientific-grade
CMOS/CCD camera; read-noise is particularly important
in low signal applications such as high-speed diffraction
measurements.

An additional feature to be considered with the LEND
setup is that the off-axis geometry imparts a signifi-
cant non-rotationally-symmetric geometric distortion to
the collected diffraction pattern which must be taken into
account during analysis. Due to the significantly tilted ob-
ject plane, a small aperture lens must be used to keep the
object plane in adequate focus (which gives a large depth
of field and reduces the collection efficiency) or a more
complex lens assembly must be used that compensates
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for the tilted object plane by adhering to the Scheimpflug
principle[45]. This distortion could be problematic if strain
and tilt mapping is to be performed[10]. Thus, while the
LEND setup has significant promise to bring diffraction
methods to more SEM users, it is (at least in its current
manifestation) not particularly well-suited to high-speed
orientation mapping of weakly scattering samples.

In contrast to LEND, the experimental setup used in
this work employs a rotationally-symmetric on-axis lens
assembly with relatively high numerical aperture[22]. Fur-
thermore, since the camera is placed outside the vacuum
chamber, the size and quality of the camera can be se-
lected to fit the experimental needs, as opposed to the
space constraints of the SEM vacuum chamber. Here,
we used a scientific-grade monochrome CCD camera re-
moved from a decommissioned electron backscatter diffrac-
tion (EBSD) detector that is only of moderate quality in
terms of its low-signal high-speed imaging performance in
comparison to modern scientific CMOS cameras. Mod-
ern high-performing scientific CMOS cameras would en-
able this method to achieve a frame rate of 103 frames/s,
similar to current EBSD detectors[46]. With regard to
LEND, we also anticipate that advances in sensor/camera
technology will bring higher quality cameras to the small
form factor needed for that technique. Finally we note
that the LEND setup uses a P22G phosphor while the 4D
STEM-in-SEM setup uses a P43 phosphor. P22G may be a
better phosphor choice in terms of photon yield and decay
time[47]. However, side-by-side testing would need to be
performed to clearly identify the benefits and drawbacks
to these different phosphors.

We know of only two other detectors that have collected
(on-axis) 4D STEM-in-SEM datasets, albeit not on 2D
materials. One is the Optimus detector that is designed
for TKD and is optically similar to the 4D STEM-in-SEM
detector we describe here[24]. The other is an on-axis
Timepix-based direct electron detector that was used to
create vDF images of some nanomaterials[25].

At this point it is worth considering the question:

Why are we developing 4D STEM-in-SEM?

After all, some would say that nano-beam 4D STEM(-
in-TEM) already exists[48] and the hardware in a TEM
is generally of higher quality than in an SEM (i.e. more
& better electron lenses, improved stability, more mature
detector technology, etc). We argue that there are many
compelling reasons to develop 4D STEM-in-SEM. First
and foremost, the low beam energies found in an SEM im-
prove diffraction contrast (higher scattering cross sections)
while eliminating knock-on damage in all but the most
beam sensitive samples (i.e. low atomic number atoms –
such as Li – in weak bonding environments).

Another answer is that the range of length scales that
can be interrogated in an SEM is significantly larger than
in a TEM and should lead to more representative sam-
pling statistics. One more answer is that the SEM vacuum
chamber is spacious and allows for easier integration of

accessories enabling in-situ and multimodal experiments
with relative ease. For instance, tensile stages, nanoma-
nipulators, heating stages, optical assemblies, etc are all
easily accommodated in an SEM. Yet another answer is re-
lated to the accessibility of the technique. For example, at
present, although the TEM can generate orientation maps
of 2D materials, orientation maps are simply not stan-
dard in 2D material growth manuscripts. In our view, this
represents a deficiency that, if corrected, could accelerate
advancements in 2D materials synthesis techniques and ap-
plications. We hope that 4D STEM-in-SEM will improve
the accessibility of orientation/texture measurements of
2D materials much in the same way that EBSD/TKD
improved the accessibility of orientation/texture measure-
ments of 3D materials.

Finally, we consider ways to improve the experimental
approach used here. Small changes such as using a better
(i.e. faster, lower noise, higher dynamic range) camera,
increasing the numerical aperture of the lens system, and
using a faster and/or brighter phosphor will certainly im-
prove the method in the short term. Collecting 4D STEM-
in-SEM datasets at a > 1 kHz framerate is not unrea-
sonable given current camera technology[46]. However, in
the long term, the sensitivity, readout speed, and dynamic
range possible with a direct electron detectors[49] will be
highly desirable, provided that the cost associated with
these detectors can be reduced. It is promising that direct
electron detectors are now starting to be incorporated into
EBSD detectors[50, 51, 52, 53, 54]. With a direct electron
detector many of the measurements performed on state-of-
the-art (nano-beam) STEM-in-TEM instruments should
be viable on many field emission SEMs[10].

5. Conclusions

A 4D STEM-in-SEM experiment has been described
and used to analyze graphene samples. The detector uses
free-space optics to couple a phosphor to a CCD camera
that is used to collect a diffraction pattern at each point
on the sample. The resulting dataset is 4 dimensional,
I(xr, yr, xk, yk), and supports off-line analysis methods not
possible with conventional SEM detectors. Using moder-
ate beam currents it was shown that < 1 ms integration
time is sufficient to collect graphene diffraction patterns
with meaningful orientation information; therefore, orien-
tation mapping of graphene in excess of 1000 points/s is
possible in the SEM. Four-dimensional graphene datasets
were analyzed to create orientation maps and generate im-
ages that isolate graphene thickness contrast. Graphene
was used as the test sample due to its low scattering cross
section, but the methods developed here should be gen-
erally applicable to any electron transparent sample, in-
cluding 2D materials. Our belief is that the results pub-
lished here will demonstrate diffraction-based characteri-
zation such as 4D STEM can be effectively employed in
an SEM and that it will lead to wider adaptation by the
SEM community.
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