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Online Improvement of Condition-Based
Maintenance Policy via Monte Carlo Tree Search
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Abstract— Often in manufacturing systems, scenarios arise
where the demand for maintenance exceeds the capacity of
maintenance resources. This results in the problem of allocating
the limited resources among machines competing for them.
This maintenance scheduling problem can be formulated as a
Markov decision process (MDP) with the goal of finding the
optimal dynamic maintenance action given the current system
state. However, as the system becomes more complex, solving
an MDP suffers from the curse of dimensionality. To overcome
this issue, we propose a two-stage approach that first optimizes
a static condition-based maintenance (CBM) policy using a
genetic algorithm (GA) and then improves the policy online via
Monte Carlo tree search (MCTS). The static policy significantly
reduces the state space of the online problem by allowing us
to ignore machines that are not sufficiently degraded. Further-
more, we formulate MCTS to seek a maintenance schedule
that maximizes the long-term production volume of the system
to reconcile the conflict between maintenance and production
objectives. We demonstrate that the resulting online policy is an
improvement over the static CBM policy found by GA.

Note to Practitioners—This article proposes a method of
scheduling maintenance in complex manufacturing systems in
scenarios where there is frequent competition for maintenance
resources. We use a condition-based maintenance policy that
prescribes maintenance actions based on a machine’s current
health. However, when several machines are due for mainte-
nance, a maintenance technician must choose between multiple
competing jobs. While a common approach is to establish rules
that dictate how maintenance jobs should be prioritized, such
as the first-in, first-out rule, the goal of this work is to improve
upon static policies in real time. We do this by strategically
evaluating sequences of maintenance actions and playing out
many “what–if” scenarios to see how the system will behave
in the future. Implementation of the proposed method relies on
the construction of a simulation model of the target system.
This model is capable of retrieving the current state of the
physical system, including the degradation state of machines,
the availability of maintenance resources, and the distribution
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of parts throughout buffers in the system. We present several
simulation experiments that demonstrate the improvement in
system performance that our approach provides. Future work
will aim to improve the efficiency of maintenance prioritization
through online learning as well as more accurately identify
manufacturing system configurations that will yield the greatest
benefit of these methods.

Index Terms— Condition-based maintenance (CBM), genetic
algorithm (GA), Monte Carlo tree search (MCTS).

I. INTRODUCTION

THE goal of maintenance in manufacturing is to support
the availability and productivity of machines in the sys-

tem. Implementation of maintenance is typically accomplished
by using available system and machine data to develop a
“policy” that dictates where and when maintenance should be
scheduled. When downtime required for maintenance activities
interferes with the established production plan [1], decision
makers must evaluate the tradeoff between them. In 2016,
the Annual Survey of Manufactures found that maintenance
costs for American manufacturers exceeded U.S. $50 billion
annually [2]. This statistic accounts for costs attributed to
labor, materials, and equipment used for maintenance but fails
to consider the cost of lost production due to asset downtime.
Significant downtime can result in failure to meet production
objectives, particularly if a large portion of maintenance is
unplanned.

In this work, we develop a maintenance framework that uses
real-time system state information to schedule maintenance
in support of system throughput by avoiding lost production
through unnecessary idling of important machines. The frame-
work provides a policy that aims to strategically schedule
downtime for maintenance so that throughput disruption is
avoided as much as possible. The proposed method can be
applied to multicomponent systems of arbitrary configuration
as well as to those with constrained maintenance capacity.

We classify maintenance jobs to be either corrective, indi-
cating the “repair or replacement of components as a result of
failure,” or preventive, which includes the “repair or replace-
ment of components at predetermined intervals/criteria” [3].
In general, corrective maintenance is more costly and
time-consuming than preventive maintenance [4]. This cost
and time increase is due to the severity of the damage as
well as the uncertainty of a corrective maintenance task. For
example, changing the oil on an engine every 3000 miles is a
routine, generally low-cost maintenance task (preventive), and
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however, repairing or replacing the engine due to complete
engine failure when not regularly changing oil (corrective) can
be time-consuming and expensive in terms of the replacement
cost and lost production. As such, preventive maintenance is
desirable so that unplanned corrective maintenance is avoided.

By optimizing a maintenance policy, we attempt to bal-
ance the tradeoff of overmaintenance and undermaintenance.
If maintenance jobs are scheduled too frequently, maintenance
costs will be higher than necessary and downtime due to repair
will be frequent. If jobs are not scheduled often enough, then
there is a higher risk of costly machine failure between repairs.
In order to optimize maintenance, it is useful to first classify
the policy based on the set of decisions and available data (see
the review in [5] for a thorough taxonomy of maintenance
policies). In this work, we focus on a type of preventive
maintenance known as condition-based maintenance (CBM),
which relies on prescribing maintenance actions as a function
of a machine’s current state.

CBM has become popular with the proliferation of sen-
sors and online data. CBM policies aim to identify the
proper time to perform maintenance based on the real-time
“health” condition of machines using information from inter-
nal or external sensors, product or process data, or routine
inspections. Generally, a machine’s health will deteriorate
over time until it completely fails. An effective CBM policy
will identify a point before this complete failure at which
maintenance should be performed. Although this problem
can be formulated as a Markov decision process (MDP) as
reviewed in Section II, it becomes prohibitively expensive to
solve using traditional methods as the problem scale increases
and simplifying modeling assumptions are relaxed. Instead,
another thread of research is finding a set of static health index
thresholds at which to schedule maintenance for each machine.
In optimizing these thresholds, the goal is to maximize the
long-term average performance of the system; however, this
problem is also challenging due to a combinatorially large
solution space of health indices and lack of an analytical
expression of the performance measure. The goal of this work
is to find an optimal CBM policy for a general multicomponent
manufacturing system that is subject to maintenance capacity
constraints.

Our approach is to first find a static CBM policy that
maximizes the throughput using a genetic algorithm (GA).
We use a static queueing priority discipline whenever the
number of machines due for maintenance exceeds the available
maintenance capacity. The output of the GA is a health index
threshold for each machine that determines when a machine
will request maintenance.

Once a static CBM policy is found, it is adopted until a
maintenance scheduling conflict occurs. We solve an MDP
problem online whenever the number of machines requesting
maintenance exceeds the available maintenance capacity to
gain possible improvement upon the performance of the static
policy. Here, what we mean by “online” is that the static
policy is updated by incorporating the real-time information
of the system. The state space for the MDP is reduced
significantly compared to the original problem since we only
consider taking a maintenance action for a machine that has

exceeded its health index threshold as specified by the static
CBM policy. Thus, for each machine, health states below the
threshold can be merged together in the online scheduling
problem. For the solution method, we adopt Monte Carlo tree
search (MCTS) to efficiently navigate the state–action space
under a given computation budget. The result of this search is
the “best action” in the form of which machine to repair next
given the current state of machines. This procedure is repeated
each time a maintenance resource must choose between two
or more pending maintenance jobs. Our proposed approach
seeks optimal maintenance decisions in a dynamic state space
with the goal of maximizing system performance.

As defined in [6], online scheduling problems are distin-
guished by incomplete information due to either a lack of
knowledge of future jobs, unknown duration of scheduled jobs,
or unknown times between machine failures. The problem
formulated in this work has each of these characteristics and so
we refer to our method of maintenance conflict resolution as an
“online improvement” of the static policy. This is in contrast
to use of the term “online” elsewhere in maintenance opti-
mization literature to refer to online parameter estimation for
nonstationary system processes. For example, Elwany et al. [7]
and Chen et al. [8] updated the parameters of the degradation
process for a single-component system as more degradation
observations are gathered over time.

Our contribution can be summarized as follows:
1) a framework for optimizing CBM for systems of arbi-

trary structure;
2) online improvement of a static maintenance policy using

real-time system state information;
3) consideration of a capacity on maintenance resources.

The rest of this article is organized as follows. Section II
reviews the existing CBM literature. The problem statement is
in Section III, and the methodology is outlined in Section IV.
Section V shows experiment results, and finally, conclusions
are given in Section VI.

II. LITERATURE REVIEW

The goal of CBM is to perform maintenance only when
necessary by monitoring the machine status either contin-
uously or periodically. Maintenance is scheduled when an
abnormal signal, such as those from sensor readings or other
sources, is identified [9]. This approach, when performed
correctly, avoids unnecessary repairs on a healthy machine and
prevents costly breakdowns. A CBM policy typically specifies
maintenance actions as a function of a machine’s current state.
In addition to identifying the optimal state–action mapping,
there is the challenge of prioritizing maintenance jobs when
maintenance resources are limited. There has been substantial
research in the area of condition monitoring and CBM in a
variety of contexts. This section examines the literature most
relevant to the problem that is addressed by this work.

The selection of a CBM policy is dependent on the assumed
mode of deterioration; a discrete-time Markov degradation
process is particularly well-suited for CBM. Under this model,
machines begin in a perfect health state and move to states
of increased degradation over time according to the specified
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degradation state transition matrix. The advantages of this
model are that we only need to know the current state of
a machine to estimate its future degradation and the discrete
states provide a well-defined and intuitive domain for the CBM
decision variables [10]. This model also allows for variations,
such as sudden failures in the form of system shocks [11] or
stochastic dependence of degradation among machines [12].
Examples of previous work that employ the continuously
monitored discrete health state Markov model for maintenance
optimization problems include [13]–[17].

In multicomponent manufacturing systems, the routing
configuration of machines has a substantial impact on the
formulation of the CBM policy optimization problem. Down-
time events due to maintenance or failure of a machine
can propagate through a system causing other machines to
become starved or blocked [18]. Because of this interaction
among machines, an independently optimized policy for a
single machine may not be optimal when the machine is
examined in the context of a larger manufacturing system [19].
Such dependence is designated in [20] as “performance
dependence.” Much of the previous work on maintenance
optimization problems can be classified by the type of com-
ponent configuration it considers, including series, parallel,
series–parallel, k-out-of-N arrangements, and various combi-
nations of these. A thorough description of each arrangement
in the context of reliability is given in [21]. Often, an optimal
policy is derived under the assumptions of the system configu-
ration. However, many complex real-world systems cannot be
characterized by one of these configurations, yet little previous
work has allowed for arbitrary system structure. For instance,
Gupta and Lawsirirat [22] and Nguyen et al. [23], [24]
optimized CBM for general system configurations but relied
on the assumption that maintenance activities are instantaneous
and that there is no limit to the number of components that can
be repaired simultaneously. Maintenance duration is imposed
in [25], yet maintenance capacity is unlimited. A capacity on
maintenance resources is a common real-world constraint that
this work also aims to address.

Constraining maintenance capacity increases the complexity
of a maintenance optimization problem because there will be
cases where multiple machines are competing for the same
maintenance resource. These situations impose the additional
challenge of resolving such conflicts.

One class of maintenance policies that deal explicitly with
maintenance capacity is selective maintenance. Often, under
a selective maintenance policy, each job consumes some
amount of constrained resources (such as time or labor) during
a “maintenance break” for the entire system. Maintenance
breaks occur between two consecutive production missions
and the objective when scheduling maintenance is usually
to minimize maintenance time or cost or to maximize asset
reliability during the next mission. This class of policies was
first introduced in [26] and a thorough review of recent work
in selective maintenance is given in [27]. Although selective
maintenance accounts for maintenance capacity, having pre-
determined maintenance breaks and fixed mission duration is
not always applicable. In a realistic manufacturing setting,
unplanned failures can occur at any point in time and need

to be addressed immediately, whereas selective maintenance
does not allow production to be interrupted until the next
maintenance break.

Other recent work that has considered maintenance capacity
includes [13], which deals with a series–parallel system (a
serial line of subsystems each with multiple components in
parallel) with a limited number of maintenance workers. They
assume that n machines are in a system and there are at
least n − 1 maintenance resources available, implying that
there is no instance where a maintenance resource must
decide among multiple machines to maintain. Meanwhile,
de Smidt-Destombes et al. [28] and Moghaddass et al. [29]
optimized the maintenance policy for a k-out-of-N system
(a system of N identical components of which at least k must
be functional for the system to be operational) with mainte-
nance capacity. Since all machines are identical, the choice of
which ones to repair has no impact on system performance.

A system consisting of nonuniform machines each with
multiple levels of degradation as well as constrained main-
tenance capacity will have a significantly larger state space.
In [14], the optimal CBM policy for stochastically and eco-
nomically dependent components is a mapping of optimal
maintenance actions to each possible system state. They use
a factored MDP and approximate linear programming to
overcome the exponential growth of the state space. Their
formulation, however, relies on the assumption that the system
contains only two-machine subsystems arranged in parallel
and is not generalizable to more complex arrangements.

Maintenance priority assignment is used in [30] to schedule
jobs under maintenance capacity. They seek the best priority
arrangement (which is equivalent to a static sequence of jobs)
for pending jobs in a system of a given state. Although this
approach addresses the problem of scheduling maintenance
on heterogeneous machines under a fixed capacity, it uses a
predetermined maintenance schedule that does not adapt to the
evolving state of the system. Even if a schedule performs well
compared to common scheduling heuristics (first-in, first-out
(FIFO), shortest processing time first (SPTF), and so on),
it may not necessarily be the best policy in every scenario.
In [31], FIFO is improved by using a priority heuristic based
on the concept of the opportunity window for maintenance
jobs that minimizes the disruption to system production.
However, the priority measure considers each job in isolation
and does not accurately evaluate the impact that a sequence
of jobs has on system performance. There is a need for a
method of dynamic maintenance scheduling that makes the
best scheduling decisions under the current conditions.

The literature reviewed thus far has thoroughly studied the
optimization of CBM policies under a variety of configura-
tions. However, simplifying assumptions have been made in
previous work that limits the effectiveness of these main-
tenance strategies in a generalized dynamic manufacturing
setting with maintenance capacity. Our proposed approach
improves upon this work by first seeking an optimal set of
static maintenance thresholds that serve to reduce the size of
the problem state space. We then update this policy online
when needed by formulating and solving an MDP using
MCTS.
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III. SYSTEM DESCRIPTION

See [32] for a classification and description of various types
of production systems. We focus on discrete manufacturing
systems with a finite maintenance capacity that may be greater
than 1. In particular, our method can be applied not only
to serial lines but also to complex manufacturing systems,
assuming that a simulation model of the system can be
constructed (see Fig. 4 for an example of such a system).
In this section, we further elaborate on the target system.

A. Notation

We define the major notation used throughout this article in
the following.

1) n: Number of machines in the system.
2) Mi : Label of the i th machine in the system. Machines

Mi and Mi+1 are not necessarily adjacent.
3) ti : Cycle time of machine Mi .
4) Pi : Degradation transition matrix of machine Mi .
5) Hi(t): Health index of machine Mi at time t .
6) hi : Integer-valued health index threshold at which CBM

is scheduled for machine Mi .
7) hmax: Health index at which a machine undergoes fail-

ure.
8) x = {h1, h2, . . . , hn}: CBM maintenance policy of the

system.
9) Sj : A station consisting of at least one machine in

parallel. Multiple machines in a station are assumed to
be identical.

10) xS = {hS1 , hS2, . . . , hSm }: Station-level CBM policy
where maintenance threshold hS j is applied to all
machines at station Sj .

B. Machine Degradation

Systems subject to a CBM strategy assume that the health
condition of a machine can be monitored either periodi-
cally or continuously. Continuously monitored signals, such
as vibration data, acoustic data, or temperature, are now
commonplace in many manufacturing settings as sensing and
data communication become increasingly cost-effective [33].
Furthermore, multiple disparate signals can be aggregated into
a monotonic composite health index that reflects the state of
machine degradation for the purpose of maintenance decision
support [34]. We assume that this health index is continuously
observable and model its behavior over time as a discrete-time
Markov chain where higher states represent increased degra-
dation and wear. Machines undergo time-based degradation,
meaning that the degradation of a working machine continues
even if it is idle due to blockage or starvation.

A machine Mi is considered to be in perfect health at time
t when its health index is equal to 0, (Hi(t) = 0). Eventually,
the machine will reach the maximum health state at future
time t ′, indicating that the machine has failed (Hi(t ′) = hmax).
The degradation parameters, including hmax, may be different
across machines in the system, but for ease of exposition,
we assume that it is the same in the following. Any time a
machine receives maintenance, either preventive or corrective,
its health index is restored to 0 once maintenance is finished,
although this assumption can be relaxed easily.

Fig. 1. Example of Markovian machine degradation.

The degradation transition matrices are assumed to be upper
triangular. This follows the monotonicity assumption of the
health index measure by ensuring that a machine cannot
transition to a healthier state without the intervention of a
maintenance action. An example of machine degradation over
time is shown in Fig. 1. In this example, the machine reaches
its threshold for maintenance at time t = 6 and is restored to
perfect health at t = 8. The machine reaches its maintenance
threshold again at t = 14, but is not repaired immediately, per-
haps because maintenance resources are occupied elsewhere in
the system. The machine reaches failure at t = 16, at which
point it can only be restored by corrective repair.

Although we do not demonstrate them in this work, gen-
eral Markov degradation transition matrices that forego the
assumption of an upper triangular structure are compatible
with our method. Such a model implies that a machine may
transition to a state of lesser degradation without the interven-
tion of a maintenance action. In these instances, a machine
should request maintenance once its degradation level reaches
the threshold for maintenance. If the machine later transitions
to a degradation state below the threshold before receiving
maintenance, the maintenance request should persist and the
machine should continue to be considered for maintenance.

In this work, we specify the machine degradation transition
probabilities, though several methods exist for estimating a
Markov degradation transition matrix from observed data
(see [35], [36]).

C. Maintenance Queue

If the number of machines in the system exceeds the
capacity for maintenance, it is possible that a scenario will
eventually arise where we must choose which machine to
repair first and which jobs to defer. To assist with these
scheduling decisions, machines waiting for maintenance enter
a virtual maintenance queue. The maintenance queue contains
machines that are failed and require corrective action as well
as functional machines that are awaiting preventive repairs.
Under CBM, a machine enters the maintenance queue when
its health reaches the CBM threshold prescribed by the policy.
When a maintenance resource becomes available, it chooses a
machine to repair from among those in the queue.

D. Assumptions

The following assumptions are made regarding the behavior
of the system examined in this work.
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Fig. 2. Procedure for static policy optimization and online improvement. Once the optimal static policy is found, the system operates as usual until a
maintenance conflict occurs (the number of machines in the queue exceeds the available maintenance capacity). We then use MCTS to find the best action,
begin the associated repair, and continue operating the system.

1) Each machine operates at its full capacity unless it is in
the failed state.

2) Machines produce identical discrete parts that are
processed for the duration of its cycle time and then
placed downstream.

3) When a machine fails, any part in process is discarded.
4) Any maintenance action on a machine will restore that

machine to perfect health.

IV. METHODOLOGY

We formulate the CBM optimization problem in two parts:
static CBM threshold optimization and its online improvement
whenever there are competing maintenance jobs. The two parts
of this formulation are summarized in Fig. 2. The static CBM
policy reduces the state space by excluding relatively healthy
machines from consideration for maintenance. This state-space
reduction allows MCTS to avoid allocating its search budget to
evaluating the possible action of repairing a healthy machine,
which is not likely to be optimal if there are other machines
in more advanced degradation states.

A. Static Policy Optimization

The optimization objective is to find a CBM policy that
maximizes the expected production volume of the system (in
number of units) over a fixed time horizon. The decision
variables of the policy are the health index thresholds for
machines at which maintenance is scheduled. Recall that a
policy is denoted by x = {h1, h2, . . . , hn}. For n machines with
a maximum health state of hmax, there are (hmax)

n possible
solutions. Since we consider a constrained maintenance capac-
ity, the threshold for each machine reflects the time at which
maintenance is requested, which is not necessarily the time
at which maintenance is executed. If the health of a machine
reaches its threshold for maintenance when no maintenance
resources are available, the machine will wait until an ongoing
maintenance action is completed. The optimal maintenance
policy will account for this potential waiting time and assign
maintenance thresholds accordingly.

As the complexity of a manufacturing system increases,
it can quickly become difficult to analytically model its
performance without imposing unrealistic simplifying assump-
tions [37]. For this reason, we use simulation to model the
behavior of the system and estimate the expected production
volume under a given policy. The solution space of policies
grows exponentially as the number of machines increases,
so we employ a GA to seek an optimal policy.

GAs are a metaheuristic method of problem-solving that
attempts to replicate evolutionary behavior observed in
nature. A population of individuals (or maintenance poli-
cies) “evolves” over time by selecting the best candidates,
as determined by a fitness function, to produce the succeeding
generation. Starting with an initial set of random individuals,
a new population is generated by reproduction and added to
the total population. The best individuals from this group
are then chosen to produce the next generation, and the
process repeats until some termination criteria are met. The
problem of optimizing a CBM policy is well-suited for GAs
as this approach is robust and effective for large, complex
manufacturing systems [38].

We apply GA as it is described in [39]. For the CBM
policy optimization problem, we use a candidate policy x =
{h1, h2, . . . , hn} as a value-encoded individual. The fitness of
each individual is determined by the production volume that
is obtained by the system over a fixed time horizon when sim-
ulated under the policy it represents. Individuals are selected
for reproduction with likelihood proportional to their estimated
fitness so that better solutions are more likely to be chosen to
aid in the creation of the next generation. Once two individuals
are selected for reproduction, an offspring is produced using
uniform single-point crossover, that is, for two parent policies
x1 = {h1

1, h1
2, . . . , h1

n} and x2 = {h2
1, h2

2, . . . , h2
n}, we choose

a position uniformly between 0 and n (inclusive) to serve as
the crossover point. Elements to the left of this point in x1 are
combined with elements to the right of this point in x2 to form
a complete policy and create a new individual. For example,
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if the crossover point is m, the offspring of x1 and x2 would
be {h1

1, . . . h1
m, h2

m+1, . . . h2
n}.

To maintain diversity in the population, there is a small
chance of mutation in each element of a newly created individ-
ual. If mutation occurs, the element changed to a random value
on its domain. We also employ an elitist strategy in which
the best subset of individuals from the current generation is
carried over into the new generation. This approach improves
the performance of the GA by retaining good solutions once
they are identified [40]. For our implementation, we use a
population size of 30 and a mutation probability of 0.01.

B. Online Improvement of Static Policy

To improve upon the static policy that applies FIFO to
resolve maintenance scheduling conflicts, we use Monte Carlo
tree search (MCTS) to seek the best machine to maintain when
a conflict occurs in online fashion. We formulate MCTS online
each time a maintenance resource becomes available in the
system and there is more than one machine in the maintenance
queue. MCTS has seen success in its application to artificial
intelligence in games by using a single-player stochastic game
formulation or an MDP, where there is one decision maker and
the state transition is random.

An MDP is defined by a tuple M = 〈S, A, P, R, γ 〉, where
S is the finite state space, A is the finite action space, P is
the transition function such that P(s, a, s′) is the probability
of transitioning to state s′ by taking action a ∈ A in state s,
R is the reward function that gives the expected immediate
reward of transitioning to state s′ after taking action a in s,
R(s, a, s′), and γ ∈ [0, 1] is the discount factor. Since we
consider the infinite horizon case, we set γ < 1 so that the
cumulative rewards over time converge to a finite sum [41].
In general, a discount factor closer to 0 favors obtaining earlier
rewards. A larger discount factor, on the other hand, gives
more preference to deferred rewards that occur further from
the initial state. The return in the initial state s0 is given by

Gπ (s0) = R(s0, a0, s1) + γ R(s1, a1, s2) + · · ·
=

∞∑
k=0

γ t (sk ) R(sk, ak, sk+1) (1)

where s0, s1, s2, . . . is the series of states encountered fol-
lowing a sequence of actions determined by policy π , which
maps each state to an action, and t (sk) is the integer-valued
simulation clock when it enters sk . The goal is to identify the
policy π that maximizes the expected return.

For the maintenance scheduling problem, the state of the
system is defined by the health index for each machine,
remaining processing time for machines with a part in
progress, and elapsed repair time for machines under repair
as well as the current level of each buffer. In practice, this
method requires that this information is readily available
in real time. As discussed previously, we assume that the
health of each machine is known continuously through state-
of-the-art condition monitoring techniques. In most modern
manufacturing environments, information regarding the work
in progress at each machine and the current buffer levels are
typically available through the use of manufacturing execution

system (MES) software or similar technologies [42]. For
machines currently under repair, we need to estimate the dis-
tribution of the remaining repair time in order to simulate the
future behavior from the current point in time. Since the time
to repair distribution is known, we can find the appropriate
conditional probability distribution of the remaining repair
time, given the time that has already elapsed. This initial
current state is denoted s0.

The state of a system at time t can be represented as the
set of state variables for each component in the system. For
a machine Mi , the health state variable is −1 if it is under
repair and 0 if Hi(t) < hi and Hi(t) ∈ [hi , hmax] otherwise.
We use a health state of 0 to indicate a general “healthy” state
for machines whose health does not exceed their threshold
for maintenance. There are therefore hmax − hi + 3 possible
encoded health states for Mi .

The remaining process time is encoded as −1 if Mi is failed,
under repair, or starved (it is in an operational state and does
not have a part), 0 if it is blocked (it is in an operational state
and holding a completed part and cannot place it downstream),
or ti − ui if it is holding a part that has been processed for
duration ui ∈ [0, ti − 1]. The remaining process time can take
on one of ti + 2 values for each machine.

The elapsed repair time of a machine is encoded −1 if it is
not under repair or ri if it began repair at time t−ri . Therefore,
for a general time to repair distribution G, the remaining repair
time on Mi (q) is distributed G(q|q ≥ ri ). The repair state can
be simplified in the case of geometrically distributed repair
times; the repair state can be represented as a binary variable
with 1 indicating that a machine is currently under repair and
0 indicating otherwise.

Finally, the level of each buffer is integer-valued between
0 and its maximum capacity, b j . Combining each of these
state variables, we obtain a numerical state vector, which
allows for convenient representation and comparison of states.
In particular, the total size of the state space for a system
consisting of n machines subject to geometric repair times
and m buffers can be bounded above by

|S| ≤
[

n∏
i=1

(hmax − hi + 3) · (ti + 2) · 2

]
·
⎡
⎣ m∏

j=1

(b j + 1)

⎤
⎦.

(2)

Notice that the upper bound increases exponentially with
each additional machine or buffer. However, the upper bound
tends to be loose since some included states are not valid.
For instance, states where the number of machines under
repair exceeds the capacity for maintenance will never be
encountered.

From each state s, the available set of actions A(s) is to
repair a machine currently in the maintenance queue or, if the
queue is empty, do nothing and wait until a machine enters
the queue. The maximum number of possible actions in a
particular state is therefore equal to the number of machines
currently in the maintenance queue, which is again upper
bounded by n. When executing an action, the transition to
the new state is sampled using simulation since the transition
function P is unknown. The reward of a state s is the ratio
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of observed production in units to the ideal production in that
state since the initial state, where the ideal production is the
number of units that would be produced if machines in the
system experienced no downtime. For example, R(s0, a0, s1)
is equal to the proportion of ideal production obtained between
time t (s0) and time t (s1). Since the ideal production is
the maximum that is achievable and the minimum possible
production count is 0, R(s, a, s′) ∈ [0, 1].

Given this MDP formulation, each node of the search tree
represents a unique state–action sequence that starts from
the current state, s0. Choosing action a0 from this state
results in traversing an edge of the tree from s0 to s1.
Thus, a node of depth d represents a state–action sequence
s0, a0, s1, a1, . . . , ad−1, sd .

The MCTS procedure, as described in [43], includes four
basic steps that are repeated until a specified search budget
is expended: selection, expansion, simulation, and backprop-
agation. MCTS is an anytime algorithm, meaning that it can
be terminated after any duration of time or any number of
iterations. In practice, the run time of the algorithm can
be terminated depending on the amount of time available
for making maintenance decisions. Each of these steps is
described in detail within the context of the maintenance
scheduling problem in the following.

1) Selection: The tree is initialized with the root node,
which represents the real system in its current state s0.
Since the tree contains only one node at the first iteration,
the selection step is trivial. For the node selection policy
beyond the first iteration, we must choose an action from
each node and sample the future state that results from taking
that action in the current state. We use the action selection
strategy described in [44] and the upper confidence bound for
trees (UCT) algorithm proposed in [45] to evaluate candidate
actions. Given the set of possible actions in state s, A(s),
an action a∗ is chosen such that

a∗ = max
a∈A(s)

(
R̄a + 2Cp

√
2 ln n

na

)
(3)

where R̄a is the average reward from taking action a from
the current node, Cp is the exploration constant, n is the
number of times that the current node has been visited, and
na is the number of times that action a has been chosen so
far. Larger values of Cp will favor the search of less visited
actions, whereas smaller values will cause the search to spend
more time evaluating promising actions. Because Ra ∈ [0, 1],
we choose Cp = 1/

√
2, which has been shown to be ideal for

rewards in this range [45].
Once an action is selected, the resulting future state is

sampled by simulating the execution of that action. The node
selection process is repeated recursively until we reach either
an unexpanded node (as defined under the expansion step) or
a terminal node (as defined under the simulation step).

2) Expansion: A node is considered “expanded” if every
available action from that node has been sampled at least once.
Otherwise, the node is unexpanded. If an unexpanded node is
encountered during the node selection procedure, we randomly
select a valid action that has not yet been chosen and execute

that action to sample a future state. A new node representing
this future state is then added to the current search tree.
We simulate from the new node to obtain an estimate of its
reward.

3) Simulation: The rollout policy used in the simulation step
determines how we obtain an outcome from an intermediate
nonterminal node. The default policy chooses random children
nodes (i.e., selecting random available actions) until finding
a leaf node of sufficient depth. The reward at each node is
the production volume that is observed over the elapsed time
horizon divided by the ideal production over that horizon.
We use a discount factor of γ = 0.9624, which results in 99%
of the cumulative reward at the root node being obtained
within 2 h of the initial time.

4) Backpropagation: After the simulation result is obtained,
the statistics are updated for nodes along the path from the
simulated leaf node to the root. These statistics include the
number of visits to each node and their cumulative reward.
The number of visits is incremented only for nodes that were
chosen by the node selection policy. Nodes visited during the
rollout of the simulation step are not considered visited.

5) Termination: Once the search budget is expended,
we have an estimation of the expected reward for each action
available in the current state s0. This reward represents the
expected proportion of ideal production that is achieved over
the specified 6-h evaluation horizon. Typically, in MCTS,
the action with the highest average observed reward is chosen
as the best. However, with a fixed search budget, we may
not be able to conclude that a single action is statistically
significantly better than the others. We therefore use statistical
testing to find the best candidate actions and apply knowledge
of the system to resolve ties among such actions.

To find the best set of actions, we first use a one-way
analysis of variance to test the hypothesis that each sample
of rewards shares an equal mean. If this hypothesis is not
rejected, we cannot conclude that the mean rewards for each
action are different, and thus, we include all available actions
in the best set. Otherwise, we use Tukey’s honestly significant
difference (HSD) test, a multiple comparison test for deter-
mining whether the mean of several samples is significantly
different. This test overcomes the inflated type I error that may
occur when conducting pairwise statistical tests independently.

Tukey’s HSD test provides a pairwise comparison of the
mean reward for each action. From this result, we choose
the actions for which there is no statistically significantly
better action as the best set. If there is more than one
potential action in this set, we select the action of repairing
the machine with the earliest request for maintenance. This
method of breaking ties among the best actions ensures that
the scheduling procedure will not perform worse than FIFO
in the cases where MCTS cannot clearly identify a single best
action.

C. Alternative Scheduling Disciplines

In addition to FIFO and MCTS, we compare several other
commonly used methods of maintenance conflict resolution:
SPTF, longest processing time first (LPTF), and Birnbaum
importance.
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Fig. 3. Four-machine production line.

Under an SPTF discipline, the machine in the maintenance
queue with the shortest expected repair time is chosen first.
Since we consider two types of maintenance jobs, preventive
and corrective, SPTF results in preferring preventive jobs
over corrective ones. If there are multiple machines awaiting
preventive maintenance, we break ties according to FIFO.

Similar to SPTF, under LPTF, we choose maintenance jobs
with longer expected repair times. This strategy results in a
preference for completing corrective jobs earlier. Ties in this
case are also broken with FIFO.

The Birnbaum importance aims to quantify the structural
importance of each component in a system [46]. It has been
used effectively for maintenance prioritization in complex
manufacturing systems by identifying machines with a greater
potential to disrupt system throughput and selecting these
critical machines for prioritized maintenance [23], [47]. Con-
sider, for example, the four-machine system shown in Fig. 3.
If machine M1 has failed while M2, M3, and M4 are func-
tioning, it blocks the throughput of the entire system since
each part produced must pass through M1. However, if M2 has
failed while the rest of the machines are working, the system
throughput is not disrupted since parts can traverse through M3

or M4 as alternatives to M2 due to the parallel arrangement of
these machines.

When calculating the Birnbaum importance, the operational
state of each machine Mi is represented by a binary variable
yi , where

yi =
{

1, if Mi is operational

0, if Mi is failed
(4)

and the state vector of the system is y = (y1, y2, . . . , yn). The
system state is described by the binary function φ(y) where

φ(y) =
{

1, if the system is operational

0, otherwise.
(5)

For the purposes of this calculation, we consider the system to
be operational if there is at least one path of working machines
that allows parts to completely traverse through the system.
The Birnibaum importance of machine Mi is then given by

I Bi =
∑

(·i ,y)(φ(1i , y) − φ(0i , y))

2n−1
(6)

where (·i , y) is the set of all 2n−1 state vectors with yi ∈ {0, 1},
φ(1i , y) is the system state with yi = 1, and φ(0i , y) is the sys-
tem state with yi = 0. Therefore, the term φ(1i , y) − φ(0i , y)
is equal to 1 if a failure on Mi would change the system
state from operational to nonoperational. In these cases, Mi

is considered to be critical to the functionality of the system.

Fig. 4. Six-station complex production line.

TABLE I

STATIONS FOR SYSTEM CONFIGURATIONS A AND B

Machines that are deemed critical in a higher proportion of
system states are assigned a higher measure of importance and
should be prioritized for maintenance. If multiple machines
due for maintenance are tied for the highest importance, then
one is selected randomly.

Each of these scheduling rules serves as a baseline rule
for obtaining a static policy to which our proposed online
scheduling method is compared.

V. RESULTS

In this section, we compare the performance of the online
scheduling improvement to static CBM policies for the com-
plex production line shown in Fig. 4 under the two machine
configurations outlined in Table I. For each arrangement,
we consider machines in a parallel station (such as machines
M3, M4, and M5 in this example) to be identical with a
common cycle time and degradation rate.

We first optimize the static CBM policy using GA under the
aforementioned static scheduling rules and then improve each
policy using MCTS. We use the same maintenance threshold
for each machine at a station when applying the CBM policy.

For each example shown, machines at stations S1–S6 have
constant cycle times of 10, 60, 180, 40, 20, and 10 min,
respectively. Each buffer has a maximum capacity of ten parts.
Also, in all scenarios, the duration of maintenance follows the
geometric distribution, which is the distribution of X number
of independent Bernoulli trials with a specified probability
of success that are needed until one success is observed.
For success probability p, the probability mass function is
P(X = k) = (1 − p)k−1 p and the expected value of X is
1/p. We choose p = 1/20 for all preventive maintenance
jobs and consider several success probabilities for corrective
maintenance in the following experiments.

We use the matrix Pi for the degradation transition matrix
of machine Mi of the form shown in (7), as shown at the
bottom of the next page. In this matrix, pi is the probability
of degrading by one unit at each time step or the degradation
rate of Mi . We also allow for the possibility of sudden failures
from any health state as indicated by the probability f j .
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TABLE II

STATION-LEVEL BIRNBAUM IMPORTANCE FOR NINE-MACHINE

LINE CONFIGURATIONS A AND B

TABLE III

EXPERIMENTAL SYSTEM CONFIGURATION SETTINGS

For each of the following results, we set f j = 0.005 · ( j + 1)
for all machines. This results in an increasing probability of
sudden failure at higher states of degradation. Bear in mind
that our method allows much more complex upper triangular
degradation matrices than (7).

A. Maintenance Policy Optimization

We demonstrate the optimization of the CBM policy for
the system in Fig. 4 where each machine is subject to a
degradation rate of pi = 0.03, the maintenance capacity
is 3, and corrective maintenance duration is geometrically
distributed with success probability 1/60 (configuration 10 in
Table IV ). We use a warm-up period of one week to
achieve the steady-state performance and a time horizon of
one week for evaluation. Since the dynamics of the system
are stationary, the duration of the evaluation horizon will not
affect optimization as long as the system is observed in its
steady state. To justify this warm-up period, we consider the
average throughput (in parts per day) over time of this system,
as shown in Fig. 5. System throughput is measured as the rate
at which finished parts leave the system, which is equivalent
to the observed rate of production of station S6 in this arrange-
ment of machines. At time t = 0, the system is empty and
all machines begin in a perfectly healthy state. As the buffers
become populated, the throughput of the system eventually
converges to an approximately constant level. Beyond this
point, the throughput is stable, and therefore, we can conclude
that the system is in its steady state.

Fig. 6 shows the convergence of the solution under the
Birnbaum priority scheduling averaged over 30 runs of the

Fig. 5. Average throughput of the system over 28 days. The vertical line at
a time of one week marks the end of the chosen warm-up period.

Fig. 6. Estimated objective function value over 250 generations averaged
across 30 runs with a shaded 95% confidence interval of the mean value.

GA. Across these runs, the best station-level policy found
was xS = {7, 8, 10, 10, 7, 10} (recall that hmax = 10) with an
average objective function value of 419.01 units produced over
the one week evaluation period.

Fig. 7 shows the improvement in production throughput
under the optimal policy when using MCTS scheduling.
MCTS was applied each time a maintenance scheduling
conflict occurred. The improved policy provides an average
throughput increase of 3.37 parts per day or 23.60 parts per
week. This is a 6.19% improvement for this configuration.

B. Scheduling Problem Instance

We demonstrate the online policy improvement by gener-
ating an instance of maintenance scheduling conflict in the
system described in Section V-A by simulating the system
until four machines are waiting in the maintenance queue.
We formulate the online scheduling problem at the point in
time when the maintenance resource is released and must now
decide which machine to repair next.

At simulation time t = 366 min of the replication, a main-
tenance resource completes a repair on machine M13 and

Pi =

⎡
⎢⎢⎢⎢⎢⎣

1 − (pi + f0) pi f0

1 − (pi + f1) pi f1

. . .
...

1 − (pi + fhmax−1) pi + fhmax−1

1

⎤
⎥⎥⎥⎥⎥⎦ (7)
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TABLE IV

SYSTEM CONFIGURATION EXPERIMENT RESULTS

Fig. 7. Average throughput comparison of FIFO and MCTS scheduling over
one week of production. The shaded region shows a 95% confidence interval
for each average throughput.

observes machines M1, M4, M11, and M14 with respective
health states 6, 10, 10, and 4 in the maintenance queue.
Machines M8 and M12 are currently under repair, while the
remaining machines are in use. We must allocate the available
capacity to conducting a repair on a machine in the queue.

According to the default Birnbaum priority scheduling pol-
icy as outlined in Table II, machine M1 should be repaired
as it has the highest Birnbaum importance in this system.
Instead, we apply the online improvement procedure described
in Section IV-B to attempt to find a better maintenance action.

In addition to the health states of each machine, we first
gather the necessary additional information about the current
system state, including the remaining cycle time of each
machine and the current level of each buffer. In the current
state, we also indicate that machines M8 and M12 are under-
going corrective repair. This information forms the initial state
from which we conduct MCTS to seek the optimal action.

With the initial state specified in the simulator, we run the
MCTS for 1000 iterations. The resulting best action is to repair
machine M14, which is awaiting preventive maintenance.

Maintaining M14 is identified as the best action because it
is estimated to maximize the reward function stated in (1),
indicating that this action provides the greatest expected dis-
counted production volume in the current state. The action is
carried out in the real-world system and it continues to operate
until another maintenance scheduling conflict occurs.

C. System Configuration Experiments

In this section, we examine the performance of the online
maintenance policy improvement on a variety of systems under
different parameters. The system configuration factors and the
corresponding levels are given in Table III. A full-factorial
design of these four factors results in 24 system configurations.
For each configuration, we find the optimal static CBM policy
for each of the baseline scheduling heuristics described in
Section IV-C using the GA, as described in Section IV.

We then simulate each system under its optimal policy using
each baseline heuristic for maintenance conflict resolution
and again using our online policy improvement via MCTS
for comparison. We use a one-week warm-up period and
a one-week evaluation horizon to measure the production
observed under each method. The results are summarized
in Table IV.

In Table IV, for each static scheduling heuristic, we give
the baseline production volume and the production obtained
under MCTS scheduling as well as the relative improvement
MCTS provides. An asterisk in the p column signifies a
p-value less than 0.05 for the one-sided two-sample t-test
for equal mean production volume, indicating that MCTS
provides a significant improvement over the corresponding
static heuristic. In 90 of the 96 cases studied, MCTS either
improves or preserves the performance of the static policy.

The throughput improvement obtained from MCTS schedul-
ing strongly depends on the system configuration parameters
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and the resulting behavior of the system. For example, if main-
tenance conflicts occur very rarely in a system (such as in
the case of a high maintenance capacity or machines with
low degradation rate), then there will be few opportunities to
apply MCTS to make scheduling decisions. This will result
in approximately equal performance to any static scheduling
heuristic. On the other hand, if machines degrade more quickly
and maintenance resources are scarce, we expect to see more
maintenance conflicts and instances of online scheduling via
MCTS. Among the system configurations studied in this work,
MCTS scheduling provided a 10% or greater increase in
throughput only in cases where maintenance resource utiliza-
tion was at least 90%.

Under certain system configurations, it may also be possible
to derive an optimal or near-optimal heuristic for maintenance
scheduling by inspection of the system. Consider, for example,
a system with n machines arranged in parallel where the cycle
time of machine Mi is i minutes. A simple and effective
heuristic would be to repair the machine with the shortest cycle
time first since it offers the greatest contribution to the overall
system throughput. In this scenario, it is unlikely that MCTS
scheduling would result in a significantly higher productivity
over this static heuristic.

Based on these results, we expect our proposed method
of online static policy improvement to offer the greatest
throughput increase for systems with a high rate of mainte-
nance resource utilization as well as a sufficiently complex
configuration for which an effective static heuristic cannot
easily be derived.

VI. CONCLUSION

We have demonstrated the performance of GA in static
CBM policy optimization and MCTS for improving the policy
online. MCTS is effective, especially when the maintenance
resource utilization is high. It overcomes the limitations of
simple scheduling heuristics by looking ahead to the future
to evaluate the outcome of sequential maintenance decisions.
Although MCTS has performed well in the examples shown in
this work, for very large problems, it may require significant
run time to converge to a good solution. This can be bur-
densome in instances where there is very little time to make
maintenance decisions, such as the sudden occurrence of a
critical failure.

Future work includes examining the effectiveness of MCTS
over heuristic scheduling for arbitrary manufacturing systems.
For example, if a system consists of very reliable machines
that require infrequent maintenance, then it may be rare for
scheduling conflicts to occur. A simple priority policy, such as
FIFO, would be effective if the average maintenance utilization
level is very low as seen from our experiments. Under these
conditions, the effort required to implement an MCTS schedul-
ing policy may not be worthwhile. We identified several such
cases for a system of particular arrangement under various
parameter settings, but doing the same for generalized system
structure is also of interest. Furthermore, the application
of MCTS to the maintenance scheduling problem can be
improved by learning from the results of each search to
influence future decisions. If the MCTS problem is formulated

and solved for a particular system state, the information can
likely be used again if a scheduling conflict arises in the future,
while the system is in a similar state.
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