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We present a comprehensive set of vibrationally-resolved cross sections for electron-impact electronic
excitation of molecular hydrogen suitable for implementation in collisional-radiative models. The
adiabatic-nuclei molecular convergent close-coupling method is used to calculate cross sections for
excitation of all bound vibrational levels and dissociative excitation of the B 1Σ+
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g ,
i 3Πg , and j 3∆g electronic states from all vi = 0–14 bound vibrational levels of the ground electronic
(X 1Σ+

g ) state. The data set consists of cross sections from threshold to 500 eV for over 5000 transitions,
representing all possible electronic and vibrational transitions between the X 1Σ+

g state and the n = 2–
3 singlet and triplet states (where n refers to the united-atoms-limit principle quantum number). The
cross sections are presented in graphical form and provided as both numerical values and analytic fit
functions in supplementary data files. The data can also be downloaded from the MCCC database at
http://mccc-db.org.
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1. Introduction

Collisional interactions between electrons and molecules are
n important influence on the dynamics of low-temperature plas-
as. Measurements of emission spectra can be used to infer

he properties of various plasmas and their environments in cir-
umstances where direct observation is unfeasible. For example,
pectroscopic measurements of auroral emissions from the giant
lanets taken from ground-based observatories, Earth-orbiting
atellites, and fly-by or orbiting spacecraft are used to determine
roperties of the magnetospherical plasma as well as details of
he atmospheric composition [1]. The aurorae of the outer planets
re predominantly related to emissions from atomic and molec-
lar hydrogen [2], and hence detailed knowledge of the various
ollisional processes for these species is vital to the construction
f accurate auroral models.
In fusion plasma diagnostics, a variety of tools such as op-

ical emission or absorption spectroscopy are used to infer the
lasma parameters from measurements of spectra and the an-
lyzed population densities [3]. Collisional processes involving
he isotopologues of molecular hydrogen will be a major factor
n governing the properties and dynamics of the edge and di-
ertor plasmas in the ITER reactor, which in turn will affect the
erformance of the bulk fusion plasma [4]. Additionally, surface-
aterial damage due to plasma-emission radiation and contact
ith high-energy particles must be accounted for when design-

ng reactor components. The plasma-facing components of the
ivertor are subject to a particularly strong heat load, and there is
onsiderable interest in understanding the influence of molecular
pecies on the behavior of the divertor plasma due to their cru-
ial role in the detached divertor regime, which is characterized
y a significant reduction in plasma temperature and particle
lux at the divertor targets [5,6]. Reliable plasma diagnostics for
oth ionizing and recombining plasmas are also important for
mproving the efficiency and minimizing wear on the beam-line
omponents of the negative-ion neutral-beam-injection (N-NBI)
ystem, which will be one of the primary external heating mech-
nisms at ITER [7]. Although ITER will eventually operate with a
euterium–tritium fuel cycle, the preliminary phases of operation
will employ hydrogen and deuterium fuel cycles, and hence data
for each of the H2, D2, and T2 molecules will be necessary.

The essential tool for relating emission spectra to the under-
ying plasma properties is the collisional-radiative (CR) model.
R models balance the competing excitation and de-excitation
rocesses, ionization and recombination processes, and associ-
tion and dissociation processes to determine the steady-state
opulation densities of the plasma species, and hence require
omprehensive sets of collision data for the species of inter-
st [8]. Accurate electron-impact cross section data are criti-
ally important for implementation in CR models. Raw cross
ection data as a function of energy is also necessary for the
alculation of transport and rate coefficients using Boltzmann
olvers (such as BOLSIG+) [9]. Currently, there are several reliable
R models for highly-ionized plasmas, where the perturbative
lectron-scattering approaches (e.g. distorted-wave or Coulomb–
orn) are suitable [10,11], and general suites of codes exist [12–
5] (and references therein). The situation is somewhat different
or near-neutral plasmas, where only a number of complete sets
f accurate collision data exist for near-neutral atomic species
e.g. hydrogen, helium, beryllium and argon) [16–19]. Even more
ifficulties arise due the presence of molecules in near-neutral
lasmas.
The collision data available for molecular species is much less

omprehensive than for atomic species. Even for the simplest
eutral molecule H2, there are at present no available sets of
ollision data which include rovibrational sublevels, transitions
etween excited states, and isotope effects. Two widely-used sets
f collision data that have been utilized in previous CR models are
hose of Janev et al. [20] and Miles et al. [21], both representing
ata inferred from various experimental or theoretical sources.
or many transitions in H2 the two data sets are in significant dis-
greement, in some cases differing by an order of magnitude. This
s an unsatisfactory situation from the perspective of CR modeling
s inconsistent input data leads to highly unreliable diagnostics.
here are 5 isoelectronic variants of H2, with the deuterated
nd triterated isotopologues being of particular importance for
usion. The collision data sets available for the isotopologues are
ignificantly worse than for H2. Even for D2 very little data is
vailable [22].
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The most comprehensive set of calculated cross sections to
date was generated using the semi-classical impact-parameter
(IP) method for excitation of the singlet electronic states from the
ground electronic (X 1Σ+

g ) state, and the Gryzinski approximation
for excitation of the dissociative b 3Σ+

u state [23] (see Appendix A
for a description of the molecular-state notation). Comparison
with more recent molecular convergent close-coupling (MCCC)
calculations [24] has shown that these results are inaccurate at
low to intermediate energies (up to a factor of two too large at
the cross section maximum). Furthermore, the dataset of Ref. [23]
does not account for excitation of triplet states above the b 3Σ+

u
state.

The development of the MCCC method in recent years and its
application to electrons scattering on H2 allows for an updated set
of cross sections to be produced which improves upon the pre-
viously available data in both the accuracy of the cross sections
and the number of included transitions. Detailed convergence
studies for e−-H2 scattering have previously been performed with
a spherical-coordinate implementation of the MCCC method [25],
representing the first explicit demonstration of convergence in
electron–molecule scattering, and resulting in a set of cross sec-
tions for electronic excitation and ionization from the ground
(electronic and vibrational) state of H2. The accuracy of the MCCC
results is supported by the excellent agreement with recent mea-
surements of the X 1Σ+

g (vi = 0) → b 3Σ+
u excitation [26,27],

the most fundamental electronic transition in e−-H2 scattering
for which the agreement between previous calculations and mea-
surements was particularly poor. A spheroidal-coordinate formu-
lation of the MCCC method has also been developed, with the
aim of studying scattering from excited vibrational levels. We
have implemented a spheroidal structure and scattering model
which yields convergent cross sections for the low-lying elec-
tronic transitions [28], and have applied it to studies of a number
of excitation and dissociation processes [24,29–31].

The present aim of the MCCC project is to produce a complete
set of state-to-state electron-impact collision data for H2 and
its isotopologues, including fully vibrationally-resolved electronic
excitation and ionization for scattering on vibrationally-excited
levels of the ground (X 1Σ+

g ) and excited electronic states. We
hope the MCCC results will resolve the long-standing issues of
inaccurate or incomplete e−-H2 collision data and aid in the con-
truction of reliable CR models. The first contribution to the data
et, which we outline in this paper, is a set of fully vibrationally-
esolved electronic excitation cross sections for scattering on the
i = 0–14 vibrational levels of the X 1Σ+

g state of H2 to all
ibrational levels in each state of the n = 2 and n = 3 singlet
nd triplet spectra. Cross sections for dissociative excitation (DE)
f each of these states are also included. Data for the deuterated
nd triterated isotopologues, including excitation, ionization, vis-
osity, and momentum transfer cross sections, will be provided
n future contributions to the data set. Atomic units are used
hroughout this paper, except where specified otherwise.

. Computational details

In this section we briefly outline the present MCCC calcu-
ations, and provide references for previous publications where
he interested reader can find in-depth discussions of the MCCC
heory and details of the structure and scattering models we have
mplemented.

.1. Molecular structure

The structure calculations are performed in the molecular
ody frame using prolate spheroidal coordinates, with the in-
ernuclear axis aligned with the z axis and the nuclei placed at
able A
wo-electron energy of electronic states of H2 at the internuclear distance
= 1.4 a0 . Comparison is made with accurate structure calculations from the

iterature [32–37].
State Energy (Ha)

Present Ref.

Si
ng

le
ts

X 1Σ+
g −1.1710 −1.1745 [32]

B 1Σ+
u −0.7047 −0.7058 [33]

EF 1Σ+
g −0.6914 −0.6920 [34]

C 1Πu −0.6881 −0.6887 [35]
B′ 1Σ+

u −0.6283 −0.6287 [33]
GK 1Σ+

g −0.6263 −0.6265 [34]
I 1Πg −0.6260 −0.6262 [36]
J 1∆g −0.6251 −0.6253 [36]
H 1Σ+

g −0.6241 −0.6244 [34]
D 1Πu −0.6234 −0.6236 [35]

Tr
ip
le
ts

b 3Σ+
u −0.7835 −0.7842 [37]

a 3Σ+
g −0.7133 −0.7136 [37]

c 3Πu −0.7060 −0.7066 [37]
e 3Σ+

u −0.6435 −0.6435 [37]
h 3Σ+

g −0.6301 −0.6303 [37]
d 3Πu −0.6286 −0.6288 [37]
g 3Σ+

g −0.6263 −0.6266 [37]
i 3Πg −0.6260 −0.6262 [37]
j 3∆g −0.6252 −0.6253 [36]

the two focii. Neglecting rotational motion, the molecular target
states are represented in the Born–Oppenheimer approximation
as products of electronic and vibrational wave functions:

Φnv(x1, x2, R) = Φn(x1, x2; R)νnv(R), (1)

where v denotes a vibrational level in the electronic state n, x1
and x2 are the target-electron spatial and spin coordinates, and
R is the internuclear separation. The use of spheroidal coordi-
nates allows the electronic wave functions Φn to be calculated
accurately over the range of R values spanned by all vi = 0–14
ound vibrational levels of the ground electronic (X 1Σ+

g ) state.
or explicit details of the structure calculation utilized in the
resent work see Ref. [28]. In Table A we present the two-electron
nergies for the electronic states under present consideration at
he equilibrium separation R = 1.4 a0, and compare with accurate
structure calculations from the literature [32–37]. In Figs. 1 and 2
we present the energies as a function of internuclear separation,
compared with the accurate potential energy curves obtained
from Refs. [32–37].

The vibrational wave functions νnv in Eq. (1) are the eigen-
states of the Born–Oppenheimer vibrational Hamiltonian. We
assume a Hund’s case (b) coupling scheme, where the rotational
levels are indexed by the quantum number N of the total angu-
lar momentum without spin, and the vibrational Hamiltonian is
given by [38]

HBO
n = −

1
2µ

d2

dR2 +
N(N + 1) − Λ2

n

2µR2 + ϵn(R), (2)

where µ is the nuclear reduced mass, Λn is the electronic orbital
angular momentum projection of the state n onto the internuclear
axis, and ϵn is the potential energy curve of the electronic state
n. For low rotational quantum numbers, the centrifugal term in
Eq. (2) is negligible compared to the potential-energy term, and
hence we neglect it.

The vibrational wave functions are obtained by diagonalizing
Eq. (2) in a basis of Sturmian (Laguerre) functions. The number
of basis functions is chosen to yield convergent energies in the
bound spectrum and an adequate discretization of the vibrational
continuum. In Table B we summarize the number of bound vibra-
tional levels in each electronic state, and in Table 1 we compare
the present vibrational-state energies with the calculations of
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Fig. 1. Potential energy curves from the present spheroidal structure calculation
or the singlet states of H2 (symbols), compared with accurate energies from the
iterature (lines). References for the literature values are as stated in Table A.
lso presented are the v = 0 and v = 10 vibrational wave functions in the
1Σ+

g state.

Fig. 2. Same as in Fig. 2 but for the triplet states of H2 .

Fantz and Wünderlich [39]. To limit the size of the table we
present energies for a maximum of 15 levels in each electronic
state, with the full set of energies available in the supplementary
material. Vibrational levels with wave functions located in the
outer well of a double-minima state are marked with an asterisk.
For the H 1Σ+

g state the inner/outer well sequence of the vibra-
tional wave functions differs slightly between our calculations
and Ref. [39] (here v = 8 and 13 are located in the inner well
while in Ref. [39] they are in the outer well). We note that our
assignment of the v = 8 and 13 levels to the inner well is in
agreement with the calculations of Ross et al. [40].

2.2. Adiabatic-nuclei calculations

The adiabatic-nuclei (AN) MCCC method has been described in
detail in Refs. [24,41], so only a brief outline will be given here.

The Born–Oppenheimer approximation is applied to the total
scattering wave function:

Ψ (x , x , x , R) = Ψ (x , x , x ; R)ν (R), (3)
ivi 0 1 2 i 0 1 2 ivi
Table B
The number of bound vibrational levels in each of the electronic states of H2
under consideration in the present work.
Singlets Triplets

State Nbound State Nbound

X 1Σ+
g 15 b 3Σ+

u 0 (dissociative)
B 1Σ+

u 40 a 3Σ+
g 22

EF 1Σ+
g 33 c 3Πu 22

C 1Πu 14 e 3Σ+
u 8

B′ 1Σ+
u 10 h 3Σ+

g 4
GK 1Σ+

g 9 d 3Πu 21
I 1Πg 9 g 3Σ+

g 20
J 1∆g 19 i 3Πg 4
H 1Σ+

g 72 j 3∆g 19
D 1Πu 19

where x0 are the projectile spatial and spin coordinates. This
allows the electronic scattering problem to be solved indepen-
dently for each value of R. We have implemented a close-coupling
expansion consisting of 210 bound and continuum (ionization)
pseudostates. The accuracy of the structure model ensures that
the low-lying target states are good representations of the true
spectroscopic states, while the remaining pseudostates provide
an adequate representation of the higher-energy bound states
and a discretization of the ionization continuum.

Once the electronic scattering calculations have been con-
ducted at a suitable number of R points, the dependence on the
nuclear motion is reintroduced with the AN approximation, yield-
ing cross sections for vibrationally-resolved transitions ivi → f vf :

f vf ,ivi (Ein) =
qf

4πqi

∑
Lf ,Li
Mf ,Mi

⏐⏐⟨νf vf |FfLf Mf ,iLiMi (R; Ein)|νivi⟩
⏐⏐2 , (4)

here qf and qi are the projectile outgoing and incident mo-
enta, respectively, Ein is the projectile incident energy, and

fLf Mf ,iLiMi are the fixed-nuclei partial-wave scattering amplitudes
or the i → f transition. In Eq. (4) the cross sections have been
nalytically summed over final rotational levels (see Ref. [41] for
etails).
Directly evaluating Eq. (4) can lead to significant instabilities in

he vibrationally-resolved cross sections for a few reasons. The FN
ross sections can be affected by pseudoresonances or numerical
rregularities (see Ref. [28] for examples), interpolation of the
mplitudes per partial-wave can be much more difficult than
nterpolating the FN cross sections over R, and the breakdown of
he adiabatic approximation at near threshold energies can lead
o unusual behavior as the R-dependent thresholds of the fixed-
uclei amplitudes are approached. In the present calculations we
ave applied the ‘‘square-root’’ approximation

f vf ,ivi (Ein) ≈

⏐⏐⏐⟨νf vf |
√

σf ,i(R; Ein)|νivi⟩

⏐⏐⏐2 , (5)

which requires only the FN cross sections to be interpolated over
R at each energy, rather than each individual partial-wave ampli-
tude. We have applied this approximation previously [42,43] and
found that it produces results which are practically identical to
the true AN cross sections. By comparing with results obtained
from direct evaluation of Eq. (4) we have confirmed that the
approximation is similarly accurate in the present calculations at
above-threshold energies, but produces smoother cross sections
near excitation thresholds.

At low energies there is a threshold value of R in the FN cross
sections, leading to the unphysical situation where σf ,i(R; Ein) is
zero for a portion of the integration in Eq. (5) (see Fig. 8 of
Ref. [44] for an example of this). The change of the threshold
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Fig. 3. Comparison of cross sections for the X 1Σ+
g (vi = 4) → a 3Σ+

g (vf = 1)
transition with and without the energy-balancing correction discussed in the
text.

R value as the incident energy is varied can produce undesired
oscillations in the vibrationally-resolved cross sections. This dif-
ficulty is a result of a larger problem with the AN method: the
FN collision data used in Eqs. (4)–(5) do not satisfy energy-
conservation requirements because the FN outgoing momentum
is a function of the vertical excitation energy only, rather than
depending on the specific vibrational transition. Shugard and Hazi
[45] proposed a remedy to this issue which requires the use of
off-shell scattering amplitudes (off the energy shell in the FN for-
malism) to ensure that both the incoming and outgoing projectile
momenta used to obtain the FN amplitude are correct for each
vibrational transition and that the FN transition is open at all val-
ues of R. Stibbe and Tennyson [46] developed a simpler ‘‘energy-
balancing’’ correction which still ensures that the outgoing mo-
mentum is correct, but varies the incident energy with R:

f vf ,ivi (R; Ein) = Ein − εf vf ,ivi + ϵf ,i(R), (6)

so that only on-shell FN collision data are required. Although this
method was initially developed to study dissociative excitation,
we have adopted a similar approach here, and evaluate cross
sections for both bound and dissociative transitions using

σf vf ,ivi (Ein) =

⏐⏐⏐⟨νf vf |

√
σf ,i(R, Ef vf ,ivi (R; Ein))|νivi⟩

⏐⏐⏐2 . (7)

ross sections for dissociative excitation are obtained by sum-
ing Eq. (7) over the vibrational continuum pseudostates ob-

ained from diagonalizing Eq. (2) (see Ref. [29] for details). In
ig. 3 we compare the cross sections for excitation of the
1Σ+

g (vi = 4) → a 3Σ+
g (vf = 1) transition calculated with and

without the energy-balancing correction. At lower energies there
are oscillations in the uncorrected cross section which are not
present in the corrected cross section.

We have performed calculations using the MCCC(210) model
with 20 R points between 0.8 and 8.0 a0 for 10 energies be-
ween 10 and 40 eV. At 60, 80, and 120 eV we have used
ewer R points (8 between 0.8 and 8.0 a0) as there is less vari-
tion in the R-dependent cross sections at higher energies. The
CCC(210) model is sufficient to yield convergent cross section

or the discrete transitions we consider in this work [28] but is
omputationally expensive, requiring approximately 10,000 cpu
ours per energy and internuclear separation. In addition to the
CCC(210) model, we have also run calculations using a model
consisting of 27 bound electronic states (neglecting ionization
channels) on finer energy and R grids: 25 energies between 1 and
40 eV and an additional 25 energies up to 500 eV, each with 25 R
points between 0.8 and 8.0 a0. We have shown previously that the
MCC(27) model is sufficiently convergent above 120 eV [24,30]
so we use these results to extend the MCCC(210) cross sec-
tions up to 500 eV. We require results down to 1 eV for the
X 1Σ+

g → b 3Σ+
u transition, which at these energies is converged

even with a 12-state model [44] so here the MCC(27) model is
also sufficient. In order to increase the density of energy and R
points in the MCCC(210) calculations between 10 and 120 eV, we
utilize a procedure where cross sections from the MCC(27) model
are scaled as a function of energy and R to fit the MCCC(210)
results. We have demonstrated the reliability of this approach
previously [24].

In order to obtain reliable AN cross sections we have found it
necessary to ensure that the FN cross sections at each value of
R are a smooth function of energy. We have shown previously
that when evaluating AN cross sections summed over final vi-
brational levels the instabilities in the FN cross sections largely
disappear [28], however specific vibrational transitions can be
much more sensitive to variations in the FN collision data. In
order to produce a set of smooth FN cross sections for use in
the AN calculations we have adopted an approach where analytic
functions are fitted to the FN cross sections for each value of R,
before recompiling them as a set of R-dependent cross sections
at each incident energy. The analytic functions we utilized in
this step are similar in form to those described in the following
section to fit to the vibrationally-resolved cross sections, and by
comparing AN calculations performed using the raw FN cross
sections with those performed using the fitted cross sections we
have confirmed that aside from removing irregularities in the
final results this procedure has no substantial effect on the overall
shape and magnitude of the cross sections.

3. Cross sections and analytic fits

Cross sections have been calculated for all possible transi-
tions between the vi = 0–14 vibrational levels of the ground
lectronic (X 1Σ+

g ) state and all bound vibrational levels of the
excited electronic states listed in Table B. Dissociative excita-
tion cross sections have also been obtained for each excited
electronic state. For the direct transitions we have performed
calculations from threshold up to 500 eV, while for the exchange
The lowest-lying excited state (b 3Σ+

u ) is purely repulsive within
the Franck–Condon region of the X 1Σ+

g state and hence only
issociative excitation is possible. There are over 5000 transitions
n the present data set, and hence we do not tabulate the cross
ections here. Instead, we present a subset of example data in
raphical form: in Graph 1 we present DE cross sections for the
1Σ+

u , C 1Πu, B′ 1Σ+
u , b 3Σ+

u , a 3Σ+
g , and c 3Πu states, and in

raphs 2–7 we present bound-excitation cross sections for a
election of vibrational transitions between the X 1Σ+

g state and
he B 1Σ+

u , C 1Πu, B′ 1Σ+
u , a 3Σ+

g , c 3Πu, and d 3Πu states.
ll of the cross sections are available in text files as outlined in
ection 5.
In addition to numerical cross sections, we also provide ana-

ytic fits for each transition. For excitation of the singlet states,
e have employed the following analytic function:

(x) =

⏐⏐⏐⏐x − 1
x

·

(
a20
x

ln x +
a1
x

+
a2
x2

+
a3
x3

+
a4
x4

+
a5
x5

)⏐⏐⏐⏐ . (8)

Here, x = Ein/E0, where E0 is the threshold energy. For excitation
f the triplet states above the b 3Σ+

u state, we use

(x) =

⏐⏐⏐⏐x − 1
·

(
a20

+
a1
2 +

a2
3 +

a3
4 +

a4
5

)⏐⏐⏐⏐ . (9)

x x x x x x
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Fig. 4. Rate coefficients summed over final vibrational levels for excitation of the
B 1Σ+

u state from the vi = 0, 5, 10, and 14 vibrational levels of the X 1Σ+
g . The

solid lines are calculations performed using the numerical MCCC cross sections,
while the dashed lines are calculations performed using the fitted cross sections.

These two functions provide adequate fits for both the bound and
dissociative excitations. For the b 3Σ+

u state, we use a different
form:

σ (x) = a0(x − 1)−a21 exp
[
−

a2
(x − 1)a3

]
. (10)

The distribution of the cross section for an electronic transition
i → f over the various vibrational levels in the upper electronic
state f can often lead to large differences of an order of magnitude
or more between the stronger and weaker vibrational transitions.
In these cases the cross sections of small magnitude tend to
be numerically unstable. We expect this will have no effect in
applications of the collision data as any instabilities in the small
cross sections are masked by the larger cross sections. However,
fitting the analytic functions (8)–(9) to these cross sections can
be difficult and in some instances leads to slightly negative cross
sections in the near-threshold region due to spurious oscillations
in the fitting functions. These oscillations are insignificant in
magnitude, but to avoid potential errors caused by modeling
codes expecting non-negative cross sections we have included the
absolute-value signs in Eqs. (8) and (9) to guarantee a positive
cross section at all energies.

In order to illustrate the accuracy of the analytic fits in a
practical application, we have calculated and compared rate co-
efficients

cf vf ,ivi =
8π

m1/2
e

(
1

2πkBT

)3/2 ∫
∞

0
σf vf ,ivi (Ein)e

−Ein/kBTEin dEin (11)

sing both the numerical and fitted cross sections as input. In
igs. 4 and 5 we present rate coefficients for excitation of the
1Σ+

u and C 1Πu states from the vi = 0, 5, 10, and 14 vibra-
ional levels of the X 1Σ+

g . The calculations were performed for
ach final vibrational level and summed to produce an overall
ate coefficient for the electronic excitation. The rate coefficients
alculated using the fitted cross sections are in good agreement
ith those obtained using the numerical MCCC cross sections.

. Uncertainty estimates

The three major sources of uncertainty in the present results

re the target-structure accuracy, the level of convergence in the
Fig. 5. Same as in Fig. 4 but for excitation of the C 1Πu state.

FN scattering calculations, and the use of the AN approxima-
tion. Detailed convergence studies were presented in a previous
publication of fixed-nuclei (FN) electron–H2 cross sections ob-
tained using the spherical-coordinate MCCC method at the mean
internuclear separation of R = 1.448 a0 [25]. The uncertainty
due to convergence was estimated to be better than 5% across
all electronic transitions. More recently [28], we have compared
the FN cross sections from the present spheroidal-coordinate
calculations, and found generally very good agreement with the
spherical-coordinate results, with differences for some transitions
associated with the more accurate target states in the spheroidal-
coordinate structure model. Hence, we estimate a similar 5%
uncertainty due to convergence. Although this analysis was per-
formed at R = 1.448 a0 only, we note that the rate of convergence
generally improves at large internuclear separations where the
electronic excitation energies become smaller.

The accuracy of the present structure calculation has been
demonstrated in Figs. 1 and 2. We find very good agreement
with the accurate calculations for the internuclear separations
spanned by the vi = 0–10 vibrational levels in the X 1Σ+

g state
(R ≤ 5.0 a0), with errors generally less than 5% for the larger R
values spanned by the remaining vi = 11–14 levels (R ≤ 8.0 a0).
The excitation energy ϵf ,i = ϵf − ϵi is a good indicator of the
structure accuracy and its effects on the accuracy of the scattering
cross sections. In order to give an overall estimate of the uncer-
tainty in the transitions from an initial vibrational level vi in the
X 1Σ+

g state to an excited electronic state f , we can average the
relative error in the excitation energy over the vi vibrational wave
function, giving:

ustruc.
f ,ivi = ⟨νivi |

⏐⏐⏐⏐ ϵf ,i−ϵexactf ,i
ϵexactf ,i

⏐⏐⏐⏐ |νivi⟩, (12)

where ϵf ,i is the excitation energy from the present structure
calculations, and ϵexact

f ,i is the ‘‘exact’’ excitation energy obtained
using the accurate potential-energy curves from Refs. [32–37].
We have found that the uncertainties obtained from Eq. (12)
are less than 1% for all initial vibrational levels, so for simplicity
we estimate an overall uncertainty of 6% (including the 5% from
convergence). We emphasize that this is only an approximate
error analysis, and so to avoid giving the impression that the
6% figure is a precise statement of the uncertainty we round up
and provide a final uncertainty of 10% in the MCCC H2 cross
sections. In doing so we also hope to cover any additional sources
of error such as choices of integration grids, general numerical
instabilities, and the use of the AN approximation.
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Fig. 6. The format of the file MCCC-el-H2-Bp1Su_DE.X1Sg_vi=0.txt, con-
taining the numerical MCCC cross-section for dissociative excitation (DE) of the
B′ 1Σ+

u state from the X 1Σ+
g (vi = 0) state of H2 . The threshold energy for each

transition can be extracted from the file header.

It is well-known that the AN approximation breaks down at
low incident energies, and is unable to describe resonant scatter-
ing processes. In the present work we make no attempt to map
out resonances in the cross sections. It is difficult to quantitatively
assess the uncertainty contributed by the AN approximation until
more accurate vibrational close-coupling calculations have been
performed, but since the break-down of the approximation occurs
at low incident energies where the uncertainty due to conver-
gence is much smaller we expect that the error of 10% quoted
above will be sufficient. The various steps discussed in Section 2.2
to improve the AN cross sections, aside from removing unwanted
oscillations and instabilities in the cross sections, do not have any
substantial effect compared to the sources of error mentioned
above.

We now turn to the error in the fitted cross sections. In
order to construct an overall uncertainty for each final electronic
state we sum the numerical cross sections over the final vibra-
tional levels and compare with the same quantity obtained from
the fitted cross sections, giving the relative error in the fitting
procedure:

ufit
f ,ivi (Ein) =

⏐⏐⏐⏐⏐σ
fitted
f ,ivi

(Ein) − σf ,ivi (Ein)

σf ,ivi (Ein)

⏐⏐⏐⏐⏐ , σf ,ivi =

∑
vf

σf vf ,ivi . (13)

o provide an error estimate independent of energy we calculate
he weighted root-mean-square error

fit
f ,ivi =

√∑
Ein

wf ,ivi (Ein)
[
ufit
f ,ivi

(Ein)
]2

, (14)

here the sum is over the energies at which the numerical cross
ections have been calculated, and the weights

f ,ivi (Ein) =
σf ,ivi (Ein)∑
Ein

σf ,ivi (Ein)
(15)

ensure that errors near the cross-section maximum are given
greater significance than errors where the cross section is small.
The errors obtained from Eq. (14) are less than 3% for almost all
transitions, and only as large as 5% for some of the transitions
with smaller cross sections. Rather than providing error estimates
for every transition we choose an overall error of 5%, giving the
total uncertainty in the fitted cross sections as

√
[10%]2 + [5%]2 =

12% (rounded to the nearest percent). In order to assess the
accuracy of the fits at near-threshold energies we also performed
the above analysis with the sum in Eq. (14) restricted to energies
within 5 eV of the excitation threshold, and found that the errors
in this region are still within 5% for almost all transitions.

5. Accessing the data

The cross sections for excitation of bound vibrational levels are
provided in supplementary data files named in the format

MCCC-el-H2-[f]_vf=[vf]_X1Sg_vi=[vi].txt

where [f] is the final electronic-state label (see Appendix A for
details on representing the molecular state labels in alphanu-
meric form), [vf] is the final vibrational level in the state [f],
and [vi] is the initial vibrational level in the X 1Σ+

g state
([vi] = 0, . . . , 14).

For example, the file containing the X 1Σ+
g (vi = 0) → B 1Σ+

u
(vf = 10) cross section is named

MCCC-el-H2-B1Su_vf=10.X1Sg_vi=0.txt.

Cross sections for DE, cross sections summed over final bound
vibrational levels, and cross sections summed over all final levels
(including DE) are provided in files named in the format

MCCC-el-H2-[f]_DE.X1Sg_vi=[vi].txt
MCCC-el-H2-[f]_bound.X1Sg_vi=[vi].txt
MCCC-el-H2-[f]_total.X1Sg_vi=[vi].txt.

An example of the data-file format for the
X 1Σ+

g (vi = 0) → B′ 1Σ+
u (DE) cross section is provided in Fig. 6.

The fitting parameters are provided as supplementary data
files named in the format
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Fig. 7. The format of the file MCCC-el-H2-C1Pu.X1Sg_vi=0_fit.txt, containing cross-section fitting parameters for excitation of each level in the C 1Πu state
from the vi = 0 level of the X 1Σ+

g state of H2 . Each line corresponds to a vibrational level vf in the excited electronic state and specifies the excitation energy and
ach of the fitting parameters for the given transition. The final line provides the fitting parameters for the dissociative-excitation (DE) cross section.
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Λ

MCCC-el-H2-[f].X1Sg_vi=[vi]_fit.txt.

n example of the fitting-parameter file for the C 1Πu state and
i = 0 is given in Fig. 7.
The present set of cross sections can also be downloaded from

he MCCC database website at http://mccc-db.org. This repository
ill be continuously updated as new results are produced and

s the best location to access the entire database of MCCC cross
ections.

. Conclusions

We have presented a comprehensive set of fully vibrationally-
esolved cross sections for electrons scattering on the
ibrationally-excited ground state of H2. Analytic fits have been
rovided for all transitions, and we have estimated an uncertainty
f 10% in the numerical data and 12% in the fitted data. All
umerical and fitted results are available as supplementary data
iles. The present calculations represent a substantial improve-
ent over the previously available data for electron–H2 collisions,

n both quality and quantity, and we hope they will be of use
n plasma-modeling applications. Future contributions to the
ataset will include cross sections for rovibrational excitation,
iscosity and momentum transfer, ionization, and dissociation for
ach of the isotopologues of H2.
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ppendix A. Diatomic state notation

In this paper we utilize the standard diatomic electronic-state
otation (as used by Sharp [47], for example) which we briefly
escribe here. The symmetry properties of a state are specified
y a label in the form
s+1Λu/g ,

here s is the total electronic spin, Λ is the magnitude of the
lectronic orbital angular momentum projection along the in-
ernuclear axis, and u/g refer to the ungerade (odd) or gerade
even) parities of the orbital angular momentum. The value of
is specified by a capital Greek letter which follows a similar

ule to the s, p, d, f convention of atomic orbitals (Σ , Π , ∆,

http://mccc-db.org
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Φ , etc.). For example, the ground electronic state (X 1Σ+
g ) has

s = 0, Λ = 0, and even electronic parity. The + (−) superscript
on the Σ states indicates that the electronic state is symmetric
(antisymmetric) under reflection through a plane containing the
internuclear axis. The symmetry labels are prefaced by Latin
letters to uniquely specify the electronic states. The ground elec-
tronic state is given the ‘‘X ’’ label. States of the same spin as the
round state are assigned upper-case letters while states of differ-
nt spin are assigned lower-case letters. A number of states which
ere initially considered separate based on spectroscopic mea-
urements have been subsequently identified as double-minima
tates and assigned a conjoined state label (e.g. E 1Σ+

g +F 1Σ+
g →

F 1Σ+
g ) [47]. States which were initially identified as double-

inima states are assigned a single-character label as usual, but
ome authors prefer to retain the double-character notation by
epeating the letter with a bar, (e.g. HH̄ 1Σ+

g ). For simplicity of
onverting state labels to alphanumeric strings for file-naming
urposes we follow the convention of Sharp [47] which is to
pecify these states by the single letter only. When converting
tate labels to alphanumeric form we replace the capital Greek
etter by the corresponding capital Latin letter, and primes on the
atin letters are replaced by a p. For example:

H 1Σ+

g → H1Sg

b 3Σ+

u → b3Su
′ 1Σ+

u → Bp1Su.

ppendix B. Supplementary data

Supplementary material related to this article can be found
nline at https://doi.org/10.1016/j.adt.2020.101361.
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Explanation of tables

Table 1. Vibrational-state energies.
Energies (in Hartrees) are given for a maximum of 15 vibrational levels in each electronic state. Vibrational levels with wave functions located in the outer
well of a double-minima state are marked with an asterisk. A dash indicates a level which is not present in the calculations of Ref. [39].

v Vibrational quantum number

Ev Energy of the vibrational level v in an electronic state

Ref. [39] Energies from the calculations of Fantz and Wünderlich [39] for comparison
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Explanation of graphs

Graph 1. Dissociative excitation cross sections.
Electron-impact dissociative excitation of the B 1Σ+

u , C 1Πu , B′ 1Σ+
u , b 3Σ+

u , a 3Σ+
g , and c 3Πu states from the X 1Σ+

g state of H2 .

vi Initial vibrational level in the X 1Σ+
g state

Graph 2. Bound excitation cross sections for the B 1Σ+
u state.

Graph 3. Bound excitation cross sections for the C 1Π u state.
Graph 4. Bound excitation cross sections for the B′ 1Σ+

u state.
Graph 5. Bound excitation cross sections for the a 3Σ+

g state.

Graph 6. Bound excitation cross sections for the c 3Π u state.
Graph 7. Bound excitation cross sections for the d 3Π u state.
Electron-impact excitation of a selection of bound vibrational levels in the B 1Σ+

u , C 1Πu , B′ 1Σ+
u , a 3Σ+

g , c 3Πu , and d 3Πu states from the X 1Σ+
g state of H2 .

Each line represents a different vibrational level in the excited electronic state.

vi Initial vibrational level in the X 1Σ+
g state

vf Final vibrational level in the excited electronic state
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Table 1
Vibrational-state energies. See explanation of tables.

v X 1Σ+
g B 1Σ+

u C 1Πu EF 1Σ+
g B′ 1Σ+

u

Ev Ref. [39] Ev Ref. [39] Ev Ref. [39] Ev Ref. [39] Ev Ref. [39]
0 −1.1645 −1.1644 −0.7536 −0.7536 −0.7128 −0.7128 −0.7125 −0.7125 −0.6612 −0.6612
1 −1.1456 −1.1454 −0.7476 −0.7475 −0.7023 −0.7023 −0.7117* −0.7117* −0.6526 −0.6526
2 −1.1277 −1.1275 −0.7417 −0.7417 −0.6924 −0.6924 −0.7063* −0.7063* −0.6448 −0.6448
3 −1.1108 −1.1107 −0.7360 −0.7360 −0.6831 −0.6831 −0.7019 −0.7019 −0.6378 −0.6378
4 −1.0950 −1.0948 −0.7305 −0.7305 −0.6744 −0.6744 −0.7011* −0.7011* −0.6318 −0.6318
5 −1.0802 −1.0801 −0.7251 −0.7251 −0.6663 −0.6662 −0.6962* −0.6962* −0.6274 −0.6274
6 −1.0665 −1.0664 −0.7198 −0.7198 −0.6587 −0.6587 −0.6927 −0.6927 −0.6260 −0.6260
7 −1.0538 −1.0537 −0.7147 −0.7147 −0.6518 −0.6518 −0.6913* −0.6913* −0.6255 −0.6255
8 −1.0423 −1.0421 −0.7098 −0.7098 −0.6455 −0.6455 −0.6874 −0.6874 −0.6252 −0.6252
9 −1.0318 −1.0317 −0.7050 −0.7050 −0.6398 −0.6398 −0.6843 −0.6843 −0.6250 –
10 −1.0226 −1.0225 −0.7003 −0.7003 −0.6349 −0.6349 −0.6815 −0.6815
11 −1.0147 −1.0146 −0.6958 −0.6958 −0.6307 −0.6307 −0.6781 −0.6781
12 −1.0082 −1.0082 −0.6914 −0.6914 −0.6274 −0.6274 −0.6748 −0.6749
13 −1.0035 −1.0035 −0.6872 −0.6872 −0.6252 −0.6252 −0.6717 −0.6717
14 −1.0006 −1.0007 −0.6830 −0.6830 −0.6685 −0.6685

v GK 1Σ+
g I 1Πg J 1∆g D 1Πu H 1Σ+

g

Ev Ref. [39] Ev Ref. [39] Ev Ref. [39] Ev Ref. [39] Ev Ref. [39]
0 −0.6578* −0.6577* −0.6544 −0.6544 −0.6523 −0.6523 −0.6500 −0.6500 −0.6496 −0.6496
1 −0.6557 −0.6557 −0.6448 −0.6448 −0.6422 −0.6422 −0.6399 −0.6398 −0.6395 −0.6395
2 −0.6494 −0.6494 −0.6359 −0.6359 −0.6326 −0.6327 −0.6303 −0.6303 −0.6304 −0.6303
3 −0.6456 −0.6456 −0.6278 −0.6278 −0.6238 −0.6237 −0.6213 −0.6213 −0.6224 −0.6224
4 −0.6404 −0.6404 −0.6256* – −0.6154 −0.6153 −0.6129 −0.6129 −0.6150 −0.6150
5 −0.6357 −0.6357 −0.6252* – −0.6075 −0.6075 −0.6050 −0.6050 −0.6081 −0.6081
6 −0.6314 −0.6314 −0.6251* – −0.6001 −0.6001 −0.5977 −0.5977 −0.6046* −0.6045*
7 −0.6278 −0.6278 −0.6250* – −0.5933 −0.5933 −0.5909 −0.5909 −0.6029* −0.6029*
8 −0.6253 −0.6253 −0.6250* – −0.5870 −0.5870 −0.5847 −0.5847 −0.6017 −0.6017*
9 −0.5812 −0.5811 −0.5790 −0.5790 −0.6013* −0.6013*
10 −0.5759 −0.5759 −0.5738 −0.5738 −0.5997* −0.5998*
11 −0.5711 −0.5711 −0.5693 −0.5693 −0.5983* −0.5984*
12 −0.5669 −0.5669 −0.5653 −0.5653 −0.5968* −0.5969*
13 −0.5633 −0.5633 −0.5620 −0.5620 −0.5960 −0.5959*
14 −0.5603 −0.5603 −0.5593 −0.5593 −0.5955* −0.5955*

v a 3Σ+
g c 3Πu d 3Πu g 3Σ+

g j 3∆g

Ev Ref. [39] Ev Ref. [39] Ev Ref. [39] Ev Ref. [39] Ev Ref. [39]
0 −0.7311 −0.7311 −0.7320 −0.7319 −0.6554 −0.6553 −0.6542 −0.6541 −0.6523 −0.6523
1 −0.7196 −0.7196 −0.7213 −0.7213 −0.6451 −0.6451 −0.6435 −0.6435 −0.6422 −0.6422
2 −0.7087 −0.7087 −0.7112 −0.7112 −0.6355 −0.6355 −0.6336 −0.6336 −0.6327 −0.6327
3 −0.6985 −0.6984 −0.7016 −0.7016 −0.6264 −0.6264 −0.6243 −0.6243 −0.6238 −0.6238
4 −0.6888 −0.6887 −0.6926 −0.6926 −0.6178 −0.6178 −0.6156 −0.6155 −0.6154 −0.6154
5 −0.6796 −0.6796 −0.6841 −0.6840 −0.6098 −0.6098 −0.6074 −0.6073 −0.6075 −0.6075
6 −0.6711 −0.6711 −0.6761 −0.6760 −0.6023 −0.6023 −0.5997 −0.5997 −0.6002 −0.6002
7 −0.6632 −0.6631 −0.6686 −0.6685 −0.5953 −0.5953 −0.5927 −0.5926 −0.5934 −0.5934
8 −0.6558 −0.6558 −0.6616 −0.6616 −0.5888 −0.5888 −0.5861 −0.5861 −0.5870 −0.5870
9 −0.6491 −0.6491 −0.6551 −0.6551 −0.5828 −0.5828 −0.5801 −0.5801 −0.5812 −0.5812
10 −0.6430 −0.6430 −0.6492 −0.6492 −0.5773 −0.5774 −0.5747 −0.5747 −0.5759 −0.5759
11 −0.6377 −0.6377 −0.6439 −0.6439 −0.5724 −0.5724 −0.5700 −0.5700 −0.5712 −0.5712
12 −0.6331 −0.6332 −0.6391 −0.6391 −0.5681 −0.5681 −0.5660 −0.5660 −0.5670 −0.5670
13 −0.6296 −0.6296 −0.6350 −0.6350 −0.5643 −0.5643 −0.5628 −0.5629 −0.5633 −0.5634
14 −0.6272 −0.6272 −0.6315 −0.6316 −0.5612 −0.5612 −0.5604 −0.5604 −0.5603 −0.5604

v e 3Σ+
u h 3Σ+

g i 3Πg

Ev Ref. [39] Ev Ref. [39] Ev Ref. [39]
0 −0.6785 −0.6785 −0.6558 −0.6558 −0.6545 −0.6544
1 −0.6691 −0.6690 −0.6466 −0.6466 −0.6448 −0.6448
2 −0.6603 −0.6603 −0.6380 −0.6379 −0.6358 −0.6358
3 −0.6521 −0.6521 −0.6300 −0.6300 −0.6275 −0.6275
4 −0.6446 −0.6446
5 −0.6378 −0.6378
6 −0.6319 −0.6319
7 −0.6270 −0.6270
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Graph 1. Dissociative excitation cross sections. See Explanation of Graphs.
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Graph 2. Bound excitation cross sections for the B 1Σ+
u state. See Explanation of Graphs.
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Graph 3. Bound excitation cross sections for the C 1Πu state. See Explanation of Graphs.
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Graph 4. Bound excitation cross sections for the B′ 1Σ+
u state. See Explanation of Graphs.
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Graph 5. Bound excitation cross sections for the a 3Σ+
g state. See Explanation of Graphs.
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Graph 6. Bound excitation cross sections for the c 3Πu state. See Explanation of Graphs.
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Graph 7. Bound excitation cross sections for the d 3Πu state. See Explanation of Graphs.
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