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Charge-transfer satellites and chemical bonding in photoemission and x-ray absorption of SrTiO3

and rutile TiO2: Experiment and first-principles theory with general application
to spectroscopic analysis
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First-principles, real-time-cumulant, and Bethe-Salpeter-equation calculations fully capture the detailed
satellite structure that occurs in response to the sudden creation of the core hole in both photoemission and x-ray
absorption spectra of the transition-metal compounds SrTiO3 and rutile TiO2. Analysis of the excited-state,
real-space charge-density fluctuations betrays the physical nature of these many electron excitations that are
shown to reflect the materials’ solid-state electronic structure and chemical bonding. This first-principles
development of the cumulant-based core hole spectral function is generally applicable to other systems and
should become a standard tool for all similar spectroscopic analysis going beyond the quasiparticle physics of
the photoelectric effect.
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I. INTRODUCTION

Satellites in core-level spectroscopies directly probe
many-body interactions and electron correlation in atoms,
molecules, and solids. They show up as features in x-ray-
photoemission spectra at higher binding energies than the
main or quasiparticle peak and correspond to valence exci-
tations produced by the sudden creation of the core hole [1,2].
Consequently, they can reveal many details about a material’s
ground and excited-state electronic structures in addition to
its response properties going beyond quasiparticle physics.
While satellites in atomic and small molecular systems have
been interpreted within the sudden and Hartree-Fock approx-
imations [3], the precise nature of satellites in solid-state
systems has remained a mystery, necessitating theoretical ap-
proaches that go further than the quasiparticle approximation
of the photoelectric effect [4].

We demonstrate that these many electron excitations are
accurately captured for x-ray photoelectron (XPS) and x-
ray absorption (XAS) spectroscopy of the transition-metal
compounds SrTiO3 and rutile TiO2 by a first-principles ap-
proach that combines Bethe-Salpeter-equation (BSE) and
real-time-cumulant spectral function calculations to account
for core hole dynamics and screening. This real-time, real-
space approach has advantages over traditional frequency-
based formalisms because it follows the time evolution of
the many-body system and hence the excited-state electron-
density fluctuations that embody the physical nature of
the satellites, in addition to their underlying electronic
structures.

II. EXPERIMENTAL DETAILS

Experiments were performed at the NIST beamlines SST-
1 and SST-2 of the National Synchrotron Light Source
II, Brookhaven National Laboratory. Commercially obtained
[001] face polished SrTiO3 and rutile TiO2 single crystals
were introduced into the vacuum chamber following son-
ication in acetone. XPS spectra were collected with pho-
ton energy 6000 eV using the high-resolution Si(333) re-
flection from a specially designed Si(111) double-crystal
monochromator and a hemispherical electron analyzer with
its acceptance cone oriented parallel to the x-ray electric-
field polarization vector of the incident beam (SST-2). XAS
spectra were collected by total electron yield as a function
of sample geometry and incident flux. The Si(220) reflec-
tion of the double-crystal monochromator was used for the
Ti K-edge measurements (SST-2), while the high-resolution
1200 lines/mm grating of a variable line spacing plane grating
monochromator was used for the Ti L2,3-edge measurements
(SST-1). Details of the beamlines, vacuum systems, and ex-
perimental procedures are given elsewhere [5–8].

III. RESULTS AND DISCUSSION

Figure 1(a) compares the Ti 1s and Ti 2p XPS for single-
crystal SrTiO3, and Fig. 1(b) compares the Ti 1s and Ti
2p XPS for single-crystal rutile TiO2. Common to each
spectrum, besides to the zero-loss peak, is a high-energy
satellite near 14-eV loss that has been the subject of numerous
studies [9–14]; it peaks at 14-eV loss in SrTiO3 and 13.5-eV
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FIG. 1. (a) Calculated Ti 1s and Ti 2p XPS spectra for SrTiO3

and experiment. (b) Calculated Ti 1s and Ti 2p XPS spectra for
TiO2 and experiment. The spectra have been normalized to unit peak
height and offset for clarity.

loss in TiO2. The Ti 1s spectra further reveal a low-energy,
less intense structure near 6-eV loss [7,15,16]. The 5.6-eV
spin-orbit splitting of the Ti 2p core level obfuscated this low-
energy satellite prior to Ref. [7], as is evident from Figs. 1(a)
and 1(b).

Differences between the Ti 1s XPS of the two materials
are noteworthy. The low-energy satellite is not resolved in the
TiO2 spectrum; rather, it appears to merge into the low-energy
tail of the Ti 1s core line. Also evident is additional intensity
on the high-kinetic, low-binding-energy side of the 14-eV
satellite in SrTiO3 (near 11-eV loss), while in TiO2 the 14-eV
satellite appears symmetrical. Likewise, the Ti 2p core lines
reflect similar differences.

Figure 2(a) shows the Ti K-edge XAS for SrTiO3, and
Fig. 2(b) shows the Ti K-edge XAS for rutile TiO2. Common
are a series of pre-edge features that are typically sported by
such compounds; they have also been the subject of numerous
studies [17–25]. Similarly, Figures 3(a) and 3(b) show the Ti
L2,3-edge XAS for each.

For the K edge, the dominant peaks occurring near 4985 eV
are Ti 1s → 4p dipole transitions. The two lowest-energy
peaks below the main edge are quadrupole transitions of the
Ti 1s electron to the Ti 3d t2g and Ti 3d eg crystal-field split
states of Oh symmetry [17–24]. (The Ti 1s → 3d t2g transition
occurs near 4969 eV, and the Ti 1s → 3d eg transition occurs

FIG. 2. (a) Calculated Ti 1s (K-edge) XAS spectra for SrTiO3

and experiment. (b) Calculated Ti 1s (K-edge) XAS spectra for TiO2

and experiment. Bottom: BSE theory. Middle: BSE + cumulant (C).
Top: Experiment. The spectra have been normalized to unit step
height and offset for clarity.

near 4971 eV.) The third low-energy feature occurring near
4975 eV arises from dipole transitions of the Ti 1s electron
to the Ti 3d orbitals on next nearest neighbor (NNN) Ti
atoms that result from local Ti 4p–O 2p–NNN Ti 3d mediated
hybridization (i.e., “band-structure effects”). Such features are
naturally modeled if one begins with a full band-structure
treatment of Bloch states in the ground state, and are less
directly accessible to cluster-based approaches. The fact that
these transitions are dipole allowed and contribute such small
intensity to the XAS emphasizes that most of their character
originates from the neighboring metal-ion 3d states rather
than from the central absorbing Ti atom. Also note that this
peak is much wider in SrTiO3 than in TiO2, a band-structure
effect that we address later.

For the L2,3 edge, the peaks below the first intense Ti 2p →
3d dipole transition are exchange and multiplet splitting that
arise from the angular momentum coupling of the Ti 2p core
hole with the photoexcited electron in the Ti 3d level [25].
(The Ti 2p3/2 → 3d t2g transition occurs near 457.5 eV, and
the Ti 2p3/2 → 3d eg transition occurs near 460 eV.) Such
features are not observed at the Ti K edge because of the
much smaller overlap of the Ti 1s and Ti 3d orbitals and the
simpler nature of the K shell. Both the 2.2-eV crystal-field
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FIG. 3. (a) Calculated Ti 2p (L2,3-edge) XAS spectra for SrTiO3

and experiment. (b) Calculated Ti 2p (L2,3-edge) XAS spectra for
TiO2 and experiment. Bottom: BSE theory. Middle: BSE + cumulant
(C). Top: Experiment. The spectra have been normalized to unit step
height and offset for clarity. The L2,3-edge BSE results have been
divided by an additional factor of 2 as indicated.

splitting of the Ti 3d states and the 5.6-eV spin-orbit splitting
of the Ti 2p core level are evident in the L2,3-edge data, and
these dominant features are followed by their satellite losses
that occur approximately 14 eV above each transition [13,26].
Note that the low-energy satellite is again obscured in the
XAS by the spin-orbit splitting of the Ti 2p level, although
it does introduce an asymmetry to the spin-orbit split 2p1/2

or higher-energy L2 features in both the XPS and XAS
of SrTiO3. Beyond the foregoing discussion, there are also
quadrupolar Coster-Kronig effects that further broaden the
L2 features and E -e pseudo–Jahn-Teller effects that further
broaden the eg-derived features [27].

Theoretically, apart from slowly varying matrix-element
factors, XPS is directly related to the spectral function
Ac(ω) = −(1/π )ImGc(ω) associated with the core hole
Green’s function Gc(ω). Here Gc(ω) is calculated via a real-
time, time-dependent density-functional-theory (RT-TDDFT)
cumulant approach as described previously [28]. Within
this approximation, the core hole Green’s function in the
time domain is represented as an exponential Gc(t ) =
−i exp[iεct + C(t )], where εc is the core-level binding en-
ergy associated with the main peak in XPS, and C(t ) is
the cumulant. The cumulant in turn is given by C(t ) =

∫ dω
β(ω)
ω2 [eiωt − iωt − 1], where β(ω)

ω
= Re F [�(t )] is the

excitation spectrum, which has peaks corresponding to those
in the loss function, and accounts for the many-body excita-
tions. Finally, �(t ) = ∫ dr vc(r)δρ(r, t ) is found by integrat-
ing the density induced by the sudden appearance of the core
hole potential. Since the cumulant is calculated in terms of the
real-space, real-time density response to the sudden appear-
ance of the core hole following photoexcitation, the method
allows for real-space analysis of the excitations involved. In
addition, the method in practice should be more efficient than
frequency-space, plane-wave-based methods, which require a
full calculation of the linear response function. Finally, the
cumulant spectral function provides an improved description
of many-body satellites seen in XPS over the often-used
GW approximation of Hedin [29], with little if any added
computational cost [30].

Figures 1(a) and 1(b) compare the experimental data to
the theoretical spectra obtained from the RT-TDDFT calcula-
tions of the cumulant. In order to limit spurious interactions
between core holes, the calculations were performed on a
3 × 4 × 4, 240-atom supercell for SrTiO3 and a 3 × 3 × 5,
270-atom supercell for TiO2. The full width at half maximum
lifetime broadening of the satellites was set to 1.0 eV for all
calculations, and the broadening of the main peak was set
to 1.0 eV for the Ti 1s level, and 0.75 eV and 1.0 eV for
the Ti 2p3/2 and Ti 2p1/2 levels for both SrTiO3 and TiO2,
respectively. A Shirley background was also added to the
calculations [31]. The quantitative agreement between the ex-
perimental data and the first-principles simulations is striking
in general structure, position, and overall intensity relative
to the primary core lines, albeit the theoretical calculations
overestimate the binding energies of the satellites in both
cases relative to their parent peaks.

We also calculated the Ti K-edge XAS and the Ti L2,3-edge
XAS for SrTiO3 and TiO2 using the known crystal structures,
the latter of which includes thermal vibrations at room tem-
perature [32]. We used the BSE method as implemented in the
OCEAN code [33], with theoretical broadening to simulate ex-
perimental resolution [34], electron-damping effects [35], and
core hole–lifetime damping [36]. We also included exchange
and multiplet effects in the Ti L2,3-edge calculations following
the treatment of Ref. [22]. Although the BSE includes the
excitonic Coulomb interaction between the core hole and the
photoexcited electron, it is an incomplete theory of XAS
because it does not account for many-body electron shake-up
excitations. These excitations can be included in the BSE by
convolution of the BSE spectrum μ′(ω) with the theoretical
photon-energy-dependent spectral function A(ω,ω′) ex post
facto following Refs. [37–40]:

μ(ω) =
∫

dω′A(ω,ω′)μ′(ω − ω′). (1)

In doing so, the cumulant correction supplants the self-energy
damping of the electron as calculated in the GW approxima-
tion [35].

In general, A(ω,ω′) should include all excitations arising
from interactions between valence electrons and the core hole
(intrinsic) as well as interactions between valence electrons
and the photoelectron (extrinsic) in addition to interference
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terms between them [41]. In principle, such extrinsic and
interference effects could be accounted for by an additional
amplitude factor scaling the satellite strength, but these effects
are of opposite sign and tend to cancel. Therefore, to maintain
model independence, we simply replace A(ω,ω′) in Eq. (1)
with the core hole spectral function Ac(ω). Equation (1) then
becomes a standard convolution with Ac(ω) calculated using
the RT-TDDFT cumulant approach.

For the K edge, convolution with the cumulant spectral
function reduces the overstated BSE intensity of the excitoni-
cally enhanced Ti 1s → 4p transition and redistributes it to the
satellite binding energies consistent with the dipole sum rule
for shake satellites [42]. Note as well the filling of the trough
approximately 5 eV above the Ti 1s → NNN Ti 3d feature
in SrTiO3. Similar changes are observed for TiO2 as well;
however, the onset of the p-wave maximum is still strongly
exaggerated in SrTiO3 albeit it is less strongly exaggerated
in rutile TiO2. As shown in Ref. [43], the leading absorption
features can be strongly affected by modest changes in the
core hole potential and its screening strength, becoming a
larger problem with smaller dielectric constant (about 5 in
SrTiO3 and 6 in rutile TiO2). We also note that the strength of
the excitonically enhanced peak at the absorption maximum
depends on the distribution of spectral weight near the peak
itself, especially on its high-photon-energy side, making such
calculations more problematic for SrTiO3 than rutile.

For the L edge, convolution with the cumulant spectral
function significantly reduces the overstated BSE intensity of
the signature peaks: The relative intensity is now reduced by a
full factor of 2, bringing the theoretical and experimental spec-
tra into much better quantitative agreement; it also now adds
distinct satellites to the XAS. This dramatic departure from
the K-edge behavior arises from the much smaller baseline
intensity or “edge jump” of the L edges that occurs on account
of their intense dipole allowed Ti 2p → 3d transitions, which
dominate the spectra. (The Ti 1s → 3d K-edge transitions
are dipole forbidden.) Also observed are the different XAS-
satellite structures for SrTiO3 and TiO2 that follow the main
XAS-peak intensities in addition to the differences noted in
the XPS.

The Ti 2p near-edge spectrum for SrTiO3 and rutile
TiO2 have been calculated previously by a variety of meth-
ods [44,45]. These materials have also been studied by the
BSE [46], but a poorer Ti pseudopotential was used there
than in the present study [47]. It could still be true that the
pseudopotential approximation is affecting the BSE results
presented here, because of the Ti 3d , 4s, and 4p states in
the solid. The pseudopotential is generated to ensure correct
scattering properties at the Ti 3s and 3p energies, but it was
iteratively generated in slightly different forms to enhance
extended norm conservation and transferability [47]. There
are also other differences in calculation method between these
studies. Simple ranking of the quality of agreement with
experiment would be too premature a criterion by which to
assess the remaining approximations that are many in all
theoretical works. The relative ordering of heights of the two
peaks derived from a t2g 3d electron and J = 3/2 core hole is
incorrect in the present work and correct in the others, but the
overall ratio of the heights is never far from unity in any case.
What is more curious and unresolved is the relative spectral

weight and rounded shape of the feature derived from an eg 3d
electron and J = 1/2 core hole, which is poorly predicted by
all theoretical works to date. Regardless, it should be noted
that Ref. [44] applied an empirical ad hoc energy-dependent
broadening to resemble the experiment, while the ab initio
core hole spectral function developed here could instead be
applied to those calculations that did not consider many
electron (satellite) effects.

To determine the physical origin of the satellites, we
also calculated the excited-state electron-density fluctuations
�ρ(r, ωsat ) ≡ Re F [�ρ(r, t )], where F denotes the Fourier
transform to frequency. These density fluctuations are shown
in real-space at the charge-transfer satellite energies ωsat for
SrTiO3 and TiO2. Figure 4 (top) shows the fluctuations for
SrTiO3 calculated at frequencies corresponding to 14.8 and
6.0 eV, i.e., the dominant satellite binding energies in the
theoretical XPS of SrTiO3. (The 10.6-eV structure will be
discussed below.) The high-energy satellite has the same
shape as the Ti 3d eg molecular orbitals of the [TiO6]8−
cluster [48], confirming the early experimental assignment
that this transition is ligand O 2pσ to metal Ti 3d eg charge
transfer [7]. Note that the O s-p hybridization orients the
charge density of the O 2pσ orbitals towards the Ti atom [49].
The low-energy satellite, on the other hand, has a much more
complicated density. Observed are transitions between the
O 2pπ orbitals and the metal 3d t2g orbitals [50]; however,
unique to this transition is the charge that flows back to the
O ligands. The π back bonding is a common occurrence
in organic chemistry [51], but here it is observed in reverse
through the eg channel because of the π excitation and the
much larger overlap of the O 2pσ and Ti 3d eg orbitals.

Figure 4 (bottom) shows the excited-state electron-density
fluctuations for TiO2 calculated at its theoretical satellite ener-
gies. The high-energy satellite again has the same shape as the
eg molecular orbitals of the [TiO6]8− cluster [48], and again it
is much “cleaner” than the low-energy excitation. However,
the low-energy satellite is now visibly more complex than the
corresponding structure in SrTiO3. We attribute this added
complexity to the lower molecular point-group symmetry
around the Ti atoms, Oh in SrTiO3 versus D2h in rutile
TiO2 [52], that splits the 6 Ti-O bonds into a two-bond apical
and a four-bond equatorial set, each having its own bond
length and local electronic structure as observed in Fig. 4. The
energy of the low-energy satellite is also significantly reduced
in TiO2 relative to SrTiO3, and this observation we reconcile
with the smaller band gap of TiO2 relative to SrTiO3, which
would naturally lower the energies of the nominally eg and t2g

transitions [53,54].
To determine the origin of the intensity near 11-eV loss

in SrTiO3, we also calculated the density fluctuations cor-
responding to frequency 10.6 eV as shown in Fig. 4. The
resulting fluctuations closely resemble the fluctuations of the
6-eV satellite, demonstrating that this satellite is also a t2g

excitation, but now involving a higher-energy region of the
SrTiO3 crystalline density of states. Interestingly, we also find
that there is less distortion of the O 2p states at this higher
energy. Given that the energy of the 11-eV loss is roughly
double that of the low-energy satellite, it would be tempting
to explain the 11-eV loss as a two 6-eV bosonlike excitation.
However, this is not the case because the intensity at 11 eV
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FIG. 4. Theoretical excited-state electron-density fluctuations �ρ(r, ωsat ) calculated at frequencies corresponding to the theoretical satellite
binding energies as indicated. Top: SrTiO3. Bottom: TiO2. Red indicates negative electron density and blue indicates positive electron density.

appears in the linear response to the core hole, which is related
to the single-boson excitation spectrum.

The density fluctuations shown in Fig. 4 reflect monopole
transitions between the occupied and unoccupied molecular
orbitals of the crystal within the sudden approximation [2].
To establish their dependence on the materials’ solid-state
electronic structure, we calculated the product of coefficients
between bonding and antibonding orbitals across the mate-
rials’ band gap, as was done previously for MoS2 [55]. The
coefficients closely follow the crystalline partial densities of
states; they also highlight the chemical bonding between the
anions and cations of these ionic crystals, while excluding O
nonbonding states that have been shown to dominate the top of
the valence band [49]. The mixing coefficients are plotted in
Fig. 5(a) for SrTiO3 and in Fig. 5(b) for TiO2. For SrTiO3, the
decomposition was made into pure eg and t2g contributions;
however, D2h symmetry lifts the triple degeneracy of the Ti
3d t2g orbitals and the double degeneracy of the Ti 3d eg

orbitals that are hallmarks of Oh symmetry [56]. For TiO2,
the convention we use to denote a 3d state on a Ti site
relates to whether the plane of its orbital lobes is parallel or
perpendicular to the equatorial plane. As stated earlier, the
equatorial plane contains the four equivalent Ti-O bonds, but
we still use the terms eg and t2g to associate the orbitals with
their ideal counterparts in an undistorted O6 octahedron. We

choose the coordinate system such that the z axis is along the
two apical Ti-O bonds, and the x and y axes are in the plane
of the four equatorial Ti-O bonds, each being oriented along
one of the two C2 axes that also define that plane. This choice
of coordinates renders the following enumeration of the metal
3d orbitals: eg(⊥) = 3d3z2-r2 , eg(‖) = 3dx2-y2 , t2g(⊥) = 3dxz or
3dyz, and t2g(‖) = 3dxy. For simplicity, we also neglect s-d and
d-g hybridization allowed by the Ti-D2h site symmetry.

Several observations are noteworthy. First, the width of the
unoccupied eg states that are primarily of metal 3d character
are significantly wider for SrTiO3 than for TiO2 accounting
for the much broader Ti 4p–O 2p–NNN Ti 3d transition
(i.e., the third peak in the Ti K-edge XAS) in SrTiO3 versus
TiO2. This peak is dominated by Ti 3d eg rather than Ti 3d
t2g transitions on account of the much larger overlaps found
in σ versus π bonding; it closely follows the metal 3d eg

conduction-band density of states because of the diminished
core hole potential on the neighboring metal sites [21]. The
splitting of the TiO2 eg peaks in the unoccupied density of
states also accounts for the splitting of the eg contributions
to the Ti L-edge XAS of TiO2. Concerning the satellite
structures, the additional width and splitting of the TiO2 t2g

peaks both above and below the Fermi level account for the
blurring of the low-energy satellite in the XPS spectra of TiO2,
as well as the absence of a second higher-energy t2g feature
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FIG. 5. Mixing strengths of the Ti 3d orbitals and neighboring
O 2s and O 2p orbitals belonging to different representations of
the group of the Ti site. (a) SrTiO3. (b) TiO2. For SrTiO3, the
decomposition was made into the pure eg and t2g contributions of Oh

symmetry, whereas for rutile TiO2, the D2h molecular point-group
symmetry around the Ti ion organizes the orbitals into four sets
relative to the equatorial plane formed by the four equivalent Ti-O
bonds (ignoring s-d and d-g mixing; see text).

in either theory or experiment. In addition, it is likely that the
higher-energy t2g satellite in the XPS of SrTiO3 corresponds to
higher-energy t2g transitions that energetically lie completely
within the unoccupied eg density of states. The fact that there
can be no bonding contribution between the O 2s orbitals
and the metal 3d t2g orbitals suggests that the asymmetry
found in the low-energy charge-density fluctuations around
the O atoms arises from Ti 3d–O 2p level repulsion from
the central and neighboring Ti atoms rather than from O
s-p hybridization. These effects appear to diminish at higher
energy, consistent with the smaller density of metal charge
observed. Strictly speaking, there can be no O s-p hybridiza-
tion in SrTiO3 because of the O-D4h site symmetry, whereas
there can always be core hole induced O s-p hybridization.
However, the O 2s and 2p orbitals can mix with the Ti 3d eg

orbitals in all cases. All of this is consistent with the behavior
of the charge-density fluctuations shown in Fig. 4.

To further explore the consequences of the reduced site
symmetry of TiO2, Fig. 6 shows an expanded energy view
of the polarization dependence of the first Ti 2p → 3d t2g

transition of the Ti L2,3 edge. Observed is an approximate

FIG. 6. Calculated Ti 2p (L2,3-edge) XAS spectra for TiO2 and
experiment. The spectra have been normalized to unit peak height
and offset for clarity.

0.1-eV shift of the Ti 3d t2g L3 peak when the polarization
vector is along the rutile c axis (glancing incidence) or per-
pendicular to it (normal incidence). This shift is consistent
with the energy shifts of the t2g peaks in the unoccupied
density of states for TiO2 displayed in Fig. 5; however, we
note that it is counter to what would be predicted by simple
crystal-field theory based on the longer apical versus the
shorter equatorial Ti-O bond lengths [56] and the favorable
sampling of the former at normal and the latter at glancing
incidence.

IV. CONCLUSIONS

In conclusion, we have combined first-principles BSE
calculations with the cumulant representation of the core
hole Green’s function within RT-TDDFT to account for
multielectron charge-transfer effects in both the XPS and
XAS of SrTiO3 and rutile TiO2; i.e., going beyond the GW
quasiparticle approximation of the photoelectric effect. The
predictive potential of the cumulant was demonstrated a pri-
ori by XPS and applied a posteriori to XAS. We analyzed
the satellite structures by the theoretical real-space electron-
density response to the sudden creation of the core hole and
the materials’ site-specific electronic structure and chemical
bonding. Additional crystal-field splitting of the Ti 3d orbitals
by the lower Ti-site symmetry of TiO2 was also observed and
reproduced theoretically. The first-principles developments
presented here are generally applicable to other systems and
should become a standard tool with application to all similar
spectroscopic analysis.
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