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CRITICAL TEMPERATURE OF AXIALLY LOADED STEEL MEMBERS WITH 1 

WIDE-FLANGE SHAPES EXPOSED TO FIRE 2 

Ana Sauca1, Rachel Chicchi2, Chao Zhang3, Lisa Choe4 3 

ABSTRACT 4 

This paper presents closed-formed equations that were developed to evaluate critical 5 

temperatures of structural steel compression and tension members exposed to fire. The 6 

deterministic approach involved a parametric study using finite-element simulations in order to 7 

identify influencing factors, e.g., mechanical properties of steel, member slenderness, and axial 8 

load ratios. Statistical models were employed to develop closed-form equations representing the 9 

best fit of numerical results. A comparison with experimental column test data indicates that the 10 

proposed equation for compression members provides a conservative lower bound (16% lower on 11 

average) relative to the test data at load ratios greater than 0.3. A sensitivity study was also 12 

performed to further explore uncertainty in predicted critical temperatures due to variability of 13 

axial load ratios. For both compression and tension members, the ambient-temperature yield stress 14 

of steel (Fy) has a greatest impact on determination of axial load ratios, subsequently influencing 15 

the overall accuracy of the critical temperature estimated by the proposed equations. The 16 

applicability of the proposed equations is limited to wide-flange steel members that are simply 17 

supported, concentrically loaded, and exposed to uniform heating.  18 
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INTRODUCTION  21 

Background 22 

In the United States, fire resistance design of load-carrying steel members (beams and 23 

columns) in steel-framed buildings is mainly achieved through compliance with prescriptive 24 

provisions in the International Building Code (ICC, 2009). In this approach, fireproofing insulation 25 

is applied to exposed steel so that the steel does not exceed the critical temperature under standard 26 

fire conditions for a minimum specified duration (known as a fire-resistant rating). According to 27 

the American Society for Testing and Materials (ASTM) E119 standard (ASTM, 2019), the critical 28 

temperature of exposed steel members in a standard fire test is 1000°F (538°C) for columns and 29 

1100°F (593°C) for beams, determined as the average temperature of all measurement points. 30 

However, these limiting temperatures seldom account for the effects of imposed load levels, semi-31 

rigid support conditions, and both member and section slenderness.  32 

Prescriptive methods have provided little information regarding the high-temperature strength 33 

and associated failure modes of steel members exposed to fire. As an alternative engineering 34 

approach, Appendix 4 of the American National Standards Institute/American Institute of Steel 35 

Construction (ANSI/AISC) 360 Specification for Structural Steel Buildings (AISC, 2016b) 36 

provides high-temperature member strength equations for the limit states of flexural buckling and 37 

lateral torsional buckling. To calculate member strengths at elevated temperature, users need to 38 

define the temperature of interest as an input, which must be greater than 392°F (200°C), based on 39 

heat transfer analyses or engineering judgements. These equations are less practical for solving the 40 

critical temperature at which the member demand exceeds its capacity because iteration with 41 

increasing temperatures is required (Sauca et al., 2019).  42 

In Europe, the evaluation of critical temperatures of axially loaded steel members was of 43 

interest beginning in the late 1970s. Kruppa (1979) defined “critical” or “collapse” temperature as 44 

the temperature at which the structure cannot assume its function and proposed a critical 45 

temperature equation for steel columns using the temperature-dependent axial stress and buckling 46 

coefficient. Rubert & Schaumann (1988) used finite-element models for calculating critical 47 

temperature of steel columns. The analytical results were compared with fifty full-scale column 48 
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tests and showed good correlation at temperatures in the range of 390°F (200°C) to 1300°F 49 

(700°C) and utilization (demand-to-capacity) ratios of 0.2 to 0.6.   50 

Neves (1995) further explored the critical temperature of restrained steel columns analytically, 51 

with three column slenderness values (40, 80, and 120) and eccentricity of the applied load. Due 52 

to the variety of parameters being considered, a critical temperature equation was not proposed. 53 

Similarly, Franssen (2000) applied an arc-length numerical technique to calculate the collapse 54 

temperature of columns. Wang et al. (2010) evaluated the critical temperature of restrained steel 55 

columns using a finite-element ABAQUS model (Smith, 2009) with two-dimensional beam 56 

elements. Their study indicated that the section geometry had very limited effects on the column 57 

critical temperature, and the critical temperature of a restrained column can be obtained by making 58 

a reduction in corresponding values of columns without axial restraint. 59 

The European standards provide critical temperature equations or tabulated data for steel 60 

members. For steel members ‘without instability phenomena’ (e.g., tension or flexural yielding), 61 

the critical temperature is only a function of a utilization ratio for fire conditions (CEN, 2005). 62 

This equation is very similar to an inverse of the temperature-dependent yield strength of structural 63 

steel. For steel columns, however, only tabulated forms (e.g., Vassart et al., 2014; BSI, 2005) are 64 

available to evaluate critical temperatures, depending upon the member slenderness and utilization 65 

ratio. Despite all the limitations, (i.e., applicability only under standard fires, uniform distribution 66 

of temperatures across the section and length, and simplified boundary conditions), the critical 67 

temperature method would remain as a useful tool to evaluate the fire resistance of load-carrying 68 

steel members (Milke, 2016).       69 

Objectives, Scope, and Limitations 70 

The significance of the critical temperature method lies in its simplicity and the useful 71 

information obtained about a structural member exposed to varying temperatures during a fire 72 

event. To date, however, a critical temperature method is not available in Appendix 4 of the AISC 73 

360-16 Specification. The objective of the study presented herein was to develop closed-formed 74 

solutions that can be used to evaluate critical temperatures of axially loaded steel members exposed 75 

to fire. The methodology adopted in this study included (i) a parametric study using nine-hundred 76 

finite-element models to identify the influencing variables for determination of critical 77 
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temperatures of steel members at elevated temperatures, (ii) three-dimensional regression analyses 78 

to develop a closed-form equation that represents the best fit of numerical results with given ranges 79 

of the parameters considered in this study, (iii) comparison of the critical temperature predicted 80 

using the proposed equation with test data in literature, and (iv) a sensitivity study to estimate 81 

uncertainty in critical temperatures computed using proposed equations.       82 

The scope of this study focused on the critical temperature of structural steel tension and 83 

compression members with wide-flange rolled shapes. The parameters influencing critical 84 

temperatures were evaluated, including various axial load levels, steel grades, and section 85 

compactness and member slenderness at ambient temperature. The use of proposed equations 86 

presented herein should be limited to wide-flange steel members simply supported, concentrically 87 

loaded, and exposed to uniform heating. Future work will include the effects of thermal restraints 88 

as well as thermal gradients through the section depth and along the member length.  89 

NUMERICAL ANALYSES 90 

Test Bed  91 

The critical temperature of axially loaded steel columns with wide-flange rolled shapes was 92 

evaluated using the finite-element method (FEM). In this study, a total of nine-hundred FEM 93 

models were analyzed in combination with various ranges of parameters summarized in Table 1. 94 

Five different wide-flange rolled shapes including W8×31, W10×68, W14×22, W14×90, and 95 

W14×211 were used in this study. With the exception of W14×22, all other shapes are compact 96 

for compression at ambient temperature. In addition, two American standard grades of structural 97 

steel shapes including Fy = 50 ksi and Fy = 36 ksi are considered, where Fy is the minimum 98 

specified yield stress. Effective slenderness ratios (Lc/r) range from 20 to 200, and applied load 99 

ratios vary from 0.1 to 0.9. The load ratio is defined as the axial demand at elevated temperatures, 100 

Pu, normalized by the nominal capacity at ambient temperature, Pna. The demand for fire condition 101 

can be determined from the load combination for extraordinary events, 1.2×dead load + 0.5×live 102 

load + AT, where AT is the forces and deformations induced by fire effects (ASCE, 2016). In this 103 

study, all investigated members were assumed to be simply supported, concentrically loaded, and 104 

exposed to uniform heating; therefore, the magnitude of AT was assumed to be zero. The nominal 105 
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capacity at ambient temperature, Pna, can be calculated using Section E3 of the AISC 360 106 

Specification.  107 

Table 1. Test Parameters Used in Numerical Analyses 108 

Shape Fy Lc /r  Pu / Pna 

W8×31 

W10×68 

W14×22 

W14×90 

W14×211 

36 ksi (250 MPa) 

50 ksi (345 MPa) 

   20 to 200 

(increment: 20) 

    0.1 to 0.9 

    (increment: 0.1) 

 109 

Numerical models of columns were developed using three-dimensional shell elements. Each 110 

model was discretized into fifty elements along the member length and eight elements each for the 111 

flange and the web. The FEM solution with this element size was converged with the maximum 112 

error of about 2%, based on the mesh density study presented in Sauca et al (2019). Linear 113 

kinematic constraints were applied to both the flanges and web at each end in order to enforce rigid 114 

planar behavior. The column ends were simply supported. An axial force was applied to the 115 

centroid of the end section. An initial displacement at midspan was taken as the 1/1000 of the 116 

column length to simulate global imperfections (initial sweep). Local geometrical imperfections 117 

were implemented by scaling a sinusoidal deformation of the cross sections using elastic buckling 118 

analyses. The scaled value was taken as the larger of a web out-of-flatness equal to the ratio of the 119 

section depth over 150 (Kim and Lee, 2002) or a tilt in the compression flanges taken as the ratio 120 

of the flange width over 150 (Zhang et al., 2015). No residual stresses were applied since their 121 

influence is limited at elevated temperature (Vila Real et al., 2007). The Eurocode 3 (CEN, 2005) 122 

temperature-dependent stress-strain relationship was employed, whereas no thermal creep model 123 

was incorporated explicitly. 124 

In order to estimate critical temperatures of columns using FEM models, an axial load as a 125 

fraction of Pna was applied at ambient temperature, and then the member temperature was 126 

increased monotonically until force equilibriums could not be achieved. The maximum value of 127 

temperature achieved from each FEM model was defined as a critical temperature. 128 
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Numerical Results  129 

Figure 1 shows the critical temperature (Tcr) of steel columns predicted using the finite-130 

element models with Fy = 50 ksi (345 MPa), where the dotted lines indicate the linear regression 131 

of these predicted results. Figure 1(a) shows the average critical temperature of columns as a 132 

function of a load ratio. The error bars indicate the standard deviation of the results varying with 133 

five different shapes and all slenderness ratios (Lc/r = 20 to 200) at the same load level. Figure 1(b) 134 

shows the relationship of the average critical temperature of all five columns versus the slenderness 135 

ratio at four different load ratios (Pu/Pna) of 0.1, 0.3, 0.6, and 0.9. As shown, the critical temperature 136 

appears to be linearly decreasing with both increasing load ratios and increasing slenderness ratios. 137 

However, the critical temperature is less sensitive to the member slenderness at the same load 138 

level. Some statistical results and discussions on the effect of member slenderness and applied load 139 

levels are as follows. 140 

• Member slenderness: The reduction in critical temperatures with increasing slenderness 141 

ratios is influenced by the applied load level. At load ratios smaller than 0.5, the critical 142 

temperature is reduced by about 10% between the slenderness ratio of 20 and 200. At 143 

higher load ratios, the critical temperature can reduce by 30% to 60% for the Lc/r ratio of 144 

20 to 200. This reduction is not proportional to load ratios.  145 

• Applied load level: The critical temperature is affected by the magnitude of applied loads. 146 

The reduction in critical temperature can reach nearly 80% between the load ratio of 0.1 147 

and 0.9 and 20% on average at each increment of 0.1. Larger scatter of the results is 148 

observed for the models with the load ratio between 0.5 and 0.8, as shown by the error bars 149 

in Figure 1(a), due to variation in member slenderness. The critical temperature versus 150 

applied load relationship shows a very good linear fit, similar to an empirical relationship 151 

presented in Choe et al. (2011). 152 

 153 
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(a) 

 
(b) 

 
Fig. 1. Average critical temperatures for columns predicted using FEM models of five shapes with Fy 154 

= 50 ksi as a function of (a) load ratio (Pu/Pna) and (b) member slenderness (Lc/ry). 155 

 156 

Figure 2 shows critical temperatures of steel columns relative to load ratio with (a) all five 157 

shapes and two different steel grades and (b) W14×22 and W14×90 columns with Fy = 50 ksi. 158 

Both graphs considered the slenderness ratios of 20, 40, and 100. Some discussions on the effect 159 

of the ambient yield stress (Fy) and the section compactness are as follows.   160 

• Ambient yield strength: The variation in critical temperatures predicted using two different 161 

steel grades (36 ksi versus 50 ksi) is about 1% on average. This is to be expected as the 162 

buckling behavior of columns with the slenderness ratio greater than 40 (i.e., medium-163 

length to slender columns) is mainly affected by low strain levels (less than 0.05% strain) 164 

and temperature-dependent elastic modulus (Choe et al., 2017).  165 

• Section geometry: Between two different wide-flange shapes, the variation in critical 166 

temperatures is over 10% for short columns subjected to large axial loads (i.e., a 167 

slenderness ratio less than 60 and a load ratio greater than 0.6). The critical temperature 168 

variation for slender columns subjected to small axial loads is below 5%.  169 

 170 

 171 

Tcr ( F) = -1303.7(Pu/Pna) + 1488.7

R² = 0.9925
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(a) 

  
(b) 

Fig. 2. Predicted critical temperatures of columns with slenderness ratios of 20, 40, and 100: (a) all 172 
five shapes with Fy = 36 ksi and 50 ksi and (b) W14×22 and W14×90 shapes with Fy = 50 ksi  173 

 174 

PROPOSED CLOSED-FORM EQUATION 175 

Compression Members 176 

The numerical results from nine-hundred finite-element models were used to develop a 177 

closed-form equation that predicts critical temperatures of steel columns as a function of member 178 

slenderness and load ratio. The three-dimensional linear polynomial model, as shown in Figure 3, 179 

was employed based on the results from the parametric study presented above. Equations 1 and 2 180 

show the resulting best linear fit equation in °C and °F, respectively, with the R-square value of 181 

0.97.  182 

858 0.455 722c u
cr

na

L P
T

r P
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1580 0.814 1300c u
cr
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L P
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Fig. 3. A three-dimensional linear curve fit of nine-hundred FEM models of columns 184 

 185 

Figure 4 shows a comparison of critical temperatures calculated using the proposed equation 186 

with those estimated using various methods, including FEM models, the ASTM E119 limiting 187 

temperature of columns, and Appendix 4 equation of the AISC Specification. In Figure 4(a), the 188 

results of FEM models are presented with two lines: the upper bound as mean values plus standard 189 

deviations (std) and the lower bound as mean values minus standard deviations. The standard 190 

deviation incorporates the total variation in the FEM data resulted from the range in parameters 191 

described in Table 1 at each load level. The error bars plotted with the critical temperature 192 

predicted using Equation 1 indicate the standard deviation due to slenderness ratio ranging from 193 

20 to 200. Overall, the proposed equation compares reasonably well with the FEM results. With 194 

this equation, the load-bearing capacity of steel columns is approximately 40% of the ambient 195 

capacity at the ASTM E119 limiting temperature of 1000°F (538°C).  196 

Figure 4(b) shows the comparison with critical temperatures estimated using the flexural 197 

buckling strength equation (A-4-2) in Appendix 4 of the AISC Specification. A detailed 198 

description of computation methods, which required an iteration process, is presented in Sauca et 199 

al (2019). The error bars in this figure indicate the standard deviation resulted from a variety of 200 

steel shapes and slenderness ratios considered in this study. For columns with load ratios less than 201 
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0.6, the proposed equation also adequately predicts critical temperatures, with 2% difference on 202 

average. At load ratios equal to or greater than 0.6, however, the proposed equation may 203 

overestimate critical temperatures estimated using the equation A-4-2 of the AISC Specification.  204 

  

 
(a) 

 

 
(b) 

Fig. 4. Comparisons of the proposed equation of columns with (a) FEM results and ASTM E119 205 
limiting temperature and (b) AISC Appendix 4 equation results  206 

 207 

The efficacy of Equation 1 was examined by comparing predicted critical temperatures with 208 

observed critical temperatures from previous experimental studies (Franssen et al., 1996; Ali et al., 209 

1998; Choe et al., 2011) of steel columns that had similar properties used for the present study. 210 

Test data used for this comparison included thirty-six wide-flange, hot-rolled column specimens 211 

that had simply supported boundary conditions and were concentrically loaded (i.e., an eccentricity 212 

of axial loading was less than the 1/1000 of the column length) at elevated temperatures. In this 213 

data set, the ambient-temperature yield stress ranged from 32 ksi (221 MPa) to 60 ksi (413 MPa) 214 

and effective slenderness ratios varied from 30 to 137.  215 

Figure 5 shows a comparison of the column test data with predicted critical temperatures using 216 

Equation 1 and with the linear regression of the data itself. Overall, the proposed equation provides 217 

a conservative lower bound of the test results. For the specimens with load ratios greater than 0.3, 218 

the calculated critical temperatures are approximately 16% lower than the measured values on 219 
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average. For load ratios less than 0.2, Equation 1 slightly overestimates the critical temperature by 220 

4%.   221 

 
Fig.5. A comparison of critical temperatures of columns calculated using Equation 1 with 222 

experimental test data 223 

 224 

Tension Members 225 

Critical temperatures of uniformly-heated steel members in tension have a dependency of 226 

high-temperature mechanical properties, such as temperature-dependent yield stress and ultimate 227 

tensile strength. This paper also suggests a critical temperature equation for tensile yielding in 228 

gross sections of a steel member as a function of imposed tension loads (Tu) at elevated temperature 229 

normalized by the nominal capacity (Tna) at ambient temperature. As shown in Figure 6, the critical 230 

temperature equation is an inverse relationship of the AISC 360 temperature-dependent retention 231 

factors for yield stress (ky), essentially the same as the Eurocode 3 retention factors. The 232 

logarithmic regression model was employed similar to the Eurocode 3 critical temperature 233 

equation for members ‘without instability phenomena.’ Equations 3 and 4 show the best fit 234 

equation in °C and °F, respectively, with the R-square value of 0.99. For the use of these equations, 235 

the load ratio (Tu/Tna) must be greater than or equal to 0.01.  236 
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 238 

Fig. 6. Critical temperature versus load ratio relationship of tension members 239 

 240 

ESTIMATED UNCERTAINTY OF CLOSED-FORM EQUATIONS  241 

Compression Members 242 

Since the proposed closed-form solution was developed using a deterministic approach, which 243 

does not account for uncertainty in estimation of applied load ratios (Pu/Pna), sensitivity was 244 

examined with variability in mechanical properties of steel (Fy and elastic modulus, E) and the 245 

magnitude of design loads (e.g., dead load, DL and live load, LL). Although uncertainty in 246 

geometric properties are present in the proposed equation, such as column length (Lc) and the 247 

radius of gyration (r), this effect was neglected with the assumption that compliance of standard 248 

fabrication tolerances specified in the AISC 303 Code of Standard Practice for Steel Buildings 249 

and Bridges (AISC, 2016a) would not result in notable critical temperature changes. A comparison 250 
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of the influence of each parameter (Fy, E, DL, and LL) on the variation in the critical temperature 251 

was calculated by considering reasonable upper and lower bounds of each variable. Each 252 

parameter was evaluated at the mean plus and minus one standard deviation (std) that represents 253 

68% confidence intervals. The mean plus and minus two standard deviations (to represent a 95% 254 

confidence interval) were also reported. A normal distribution of each variable was assumed. 255 

Statistical properties of the investigated variables are summarized in Table 2, based on work 256 

from Takagi and Deierlein (2007), who proposed the member strength equation for gravity 257 

columns at elevated temperature in Appendix 4 of AISC 360 Specification. The mean values and 258 

coefficients of variation (CV) were determined from statistical data obtained by Ellingwood et al. 259 

(1980). The percentages for DL and LL were obtained from load surveys using probabilistic load 260 

models. They represent the mean values of the unfactored design loads for dead and live loads 261 

relative to the nominal design loads in the American National Standard A58. The standard 262 

deviation (std) for each variable was calculated as the mean times the coefficient of variation (CV), 263 

as shown in Table 2. Ambient-temperature values of Fy and E were used to calculate the mean and 264 

CV values due to a lack of statistical data on their high-temperature values. 265 

Table 2. Statistical Data for Uncertainties (Takagi & Deierlein, 2007) 266 

Variable Mean CV std 

Fy 50 ksi (345 MPa) 0.10 5 ksi (34.5 MPa) 
E 29000 ksi (200 GPa) 0.06 1740 ksi (12 GPa) 

DL 102.5% unfactored 0.10 a 

LL 25% unfactored 0.60 b 

a The standard deviation for DL is taken as the mean load × 1.025 × 0.10 267 
b The standard deviation for LL is taken as the mean load × 0.25 × 0.60 268 

 269 

A range of columns used in this study (W8×31, W14×90, and W14×211 with Fy = 50 ksi) 270 

were examined for sensitivity. The change in critical temperature due to uncertainty of one 271 

standard deviation is consistent across all compact column shapes, so the results presented 272 

represent all of the compact shapes listed above. Figure 7 shows the change in critical temperature 273 

for the W14×211 column with Lc/r = 40 and Lc/r = 80 due to uncertainty in Fy. The solid line 274 

represents the critical temperatures determined using the proposed closed-form equation (Equation 275 

1). The dashed lines represent the critical temperatures calculated with Fy adjusted by a positive 276 

and negative standard deviation. The uncertainty in the critical temperature estimated using the 277 

propose equation is more pronounced at lower Lc/r ratios and at higher load ratios where Euler 278 



14 

 

buckling does not likely occur. At higher Lc/r levels, where elastic buckling of the column would 279 

dominate, the impact of a change in Fy, appears to be minimal and becomes negligible for Lc/r 280 

ratios of 120 and greater. At a load ratio (Pu/Pna) of 0.6, the uncertainty in estimated critical 281 

temperatures is about 20% at Lc/r = 40 and about 10% at Lc/r = 80 due to ±1 std of Fy. These 282 

percentages represent the ratio of change in critical temperature due to uncertainty relative to the 283 

closed-form proposed equation without uncertainty. 284 

Figure 8 shows the variation in estimated critical temperature for the W14×211 column with 285 

Lc/r = 40 and Lc/r = 120 due to uncertainty in elastic modulus (E) for calculation of Pna. The 286 

uncertainty in estimated critical temperature is most pronounced at both higher slenderness and 287 

higher load ratios where elastic buckling likely governs. In this study, the maximum uncertainty 288 

is observed for slender columns (Lc/r ≥ 120) and the applied load ratio of 0.8. For these columns, 289 

the uncertainty in critical temperatures can be as large as 30%. However, for stockier columns 290 

(Lc/r ≤ 40), this uncertainty in critical temperatures associated with ±1 std of E becomes very 291 

minor, less than 3%.  292 

 

(a) 

 

(b) 

Fig. 7. Sensitivity of calculated critical temperatures of a W14×211 column due to uncertainty in 293 
Fy at (a) Lc/r = 40 and (b) Lc/r = 120 294 
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(a) 

 

(b) 

Fig. 8. Sensitivity of calculated critical temperatures of a W14×211 column due to uncertainty in 296 
E at (a) Lc/r = 40 and (b) Lc/r = 120 297 

 298 

Sensitivity due to uncertainty in applied loads under fire conditions (Pu) was determined by 299 

considering three different DL/LL ratios selected based on engineering judgement. The first DL/LL 300 

ratio was 0.65, which was determined by assuming a dead load of 65 psf and a live load of 100 301 

psf. The second DL/LL ratio of 1.3 was calculated using the same dead load of 65 psf but a live 302 

load of only 50 psf. The 65 psf dead load was selected based on the assumption of 50 psf for the 303 

composite slab plus 15 psf for superimposed dead loads such as ceilings and ductwork and piping 304 

for utilities. The live load values of 50 psf and 100 psf represent average and high levels of live 305 

loading, respectively. According to ASCE 7 (2016), 50 psf represents live loads for office spaces, 306 

while 100 psf represents lobbies and other assembly areas. The final DL/LL ratio that was used 307 

was 0.33. This ratio is given in the commentary of AISC 360 Specification Section A1 (AISC, 308 

2016b) as the ratio that results in the same reliability between the ASD and LRFD design methods. 309 

Using these ratios, the dead and live loads on the column were determined by assuming that the 310 

demand-to-capacity ratio for each column at ambient conditions is equal to 1.0 for the ambient 311 

load combination, 1.2DL+1.6LL. Converting to the fire load combination (1.2DL+0.5LL), this 312 

equates to a Pu/Pna ratio of approximately 0.4, 0.5, and 0.6 for DL/LL ratios of 0.33, 0.65, and 1.3, 313 

respectively. Figure 9(a) shows the change in critical temperature due to uncertainty in dead load, 314 

while Figure 9(b) represents the change in critical temperature due to live load uncertainty. These 315 
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results show that critical temperatures are more influenced by a higher DL/LL ratio for dead load 316 

variability and a lower DL/LL for live load variability. These critical temperature changes (ΔTcr) 317 

are independent of the Lc/r ratio of the column. The maximum change in critical temperature due 318 

to uncertainty of one standard deviation in DL and LL is 59°F and 44°F, respectively.  319 

 320 

(a) 

  

(b) 

Fig. 9. Sensitivity of the change in critical temperature due to uncertainty in (a) dead load (DL) 321 
and (b) live load (LL). Note: ΔTcr is presented (not Tcr) so ΔTcr(oF) = 9/5(ΔTcr(oC)) 322 
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Tension Members 324 

The same variables (Fy, DL, and LL) were studied for tension members to determine the 325 

sensitivity of the closed-form equation. There is no sensitivity in the equation to a change in 326 

modulus of elasticity (E). A W14×22 shape was chosen to demonstrate the sensitivity. Figure 10 327 

summarizes the sensitivity by showing the change in critical temperate for ± 1std and ± 2 std of 328 

each parameter, estimated using CV values in Table 2. The same DL/LL ratios of 0.33, 0.65, and 329 

1.3 were also used. This comparison shows that the greatest change in critical temperatures is due 330 

to a change in the yield stress of the material. At one standard deviation, the change in temperature 331 

is −32°F to 29°F, and at two standard deviations it is −68°F to 56°F. The variation in DL with a 332 

high DL/LL ratio produces the second highest sensitivity.  333 

 334 

 335 

Fig. 10. Sensitivity of the change in critical temperature of tension members due to uncertainty 336 
in parameters.  Note: ΔTcr is presented (not Tcr) so ΔTcr(oF) = 9/5(ΔTcr(oC)) 337 
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including five different wide-flange rolled shapes made of two American standard grades of 343 

structural steel, member slenderness ratios from 20 to 200, and applied load ratios varying from 344 

0.1 to 0.9. Load ratios represent the axial demand at elevated temperatures, Pu, normalized by the 345 

nominal capacity at ambient temperature, Pna. 346 

The parametric study indicates that the most influential parameters for critical temperature of 347 

columns are member slenderness and applied load ratios. A closed-form equation predicting 348 

critical temperatures of steel columns with these two factors is proposed, based on curve-fitting of 349 

the FEM results using the three-dimensional linear polynomial model. With this equation, the load-350 

bearing capacity of steel columns is approximately 40% of the ambient capacity at the ASTM 351 

E119 limiting temperature of 1000°F (538°C). At load ratios less than 0.6, the proposed equation 352 

accurately predicts critical temperatures determined using the high-temperature flexural buckling 353 

strength equation in Appendix 4 of the AISC Specification, whereas it may overestimate critical 354 

temperatures (10% difference or greater) at load ratio greater than or equal to 0.6. The proposed 355 

equation also provides a conservative lower bound (16% lower on average) of the published test 356 

data for the specimens with load ratios greater than 0.3. This result considers column failure by 357 

flexural buckling at elevated temperature.  358 

A critical temperature equation for tension members is also proposed using the logarithmic 359 

regression model for the case with tensile yielding only. This equation is essentially the same as 360 

an inverse relationship of the AISC 360 temperature-dependent retention factors for yield stress. 361 

A sensitivity study was performed to estimate the uncertainty in critical temperatures 362 

predicted using the proposed equations due to the variability in axial load ratios. The results show 363 

that these critical temperatures depend on the ambient-temperature Fy and E as well as design loads 364 

(DL and LL). The variation in Fy is the most influential factor among other uncertain variables for 365 

critical temperatures of both compression and tension members. The influence of Fy uncertainty is 366 

apparent in stout columns with a low slenderness ratio. All results show that variations in critical 367 

temperature are relatively minor for uncertainty of one standard deviation, particularly for typical 368 

columns, which are assumed to have load ratios of approximately 0.6 and Lc/r ratios of 369 

approximately 40 to 60. Consideration of material sensitivity should be implemented for load 370 

ratios beyond 0.6.  371 
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The findings and equations from this study are limited to the range of parameters included in 372 

the numerical evaluation. Future studies will be conducted to further incorporate probabilistic 373 

analyses into the current deterministic approach, accounting for the effects of thermal restraints as 374 

well as thermal gradients through the section depth and along the member length. 375 

ACKNOWLEDGEMENT 376 

Valuable comments and input on this work were provided by the AISC Task Committee 8, 377 

Design for Fire. 378 

DISCLAIMERS  379 

Certain commercial entities, equipment, products, software, or materials are identified in this paper 380 

in order to describe a procedure or concept adequately. Such identification is not intended to imply 381 

recommendation or endorsement by the National Institute of Standards and Technology, nor is it 382 

intended to imply that the entities, products, software, materials, or equipment are necessarily the 383 

best available for the purpose. 384 

REFERENCES 385 

Ali, F.A., Shepherd, P., Randall, M., Simms, I.W., O'Connor, D.J., and Burgess, I. (1998), “The 386 

effect of axial restraint on the fire resistance of steel columns,” Journal of Construction Steel 387 

Research, Vol. 46, pp.305–306. 388 

 389 

AISC (2016a), Code of Standard Practice for Steel Buildings and Bridges, ANSI/AISC 303-16, 390 

American Institute of Steel Construction, Chicago, Ill. 391 

 392 

AISC (2016b), Specification for Structural Steel Buildings, ANSI/AISC 360-16, American 393 

Institute of Steel Construction, Chicago, Ill.  394 

 395 

ANSYS (2012), User Manual, version 14.0 ANSYS Inc.  396 

 397 

ASCE (2016), Minimum Design Loads and Associated Criteria for Buildings and Other 398 

Structures, ASCE/SEI 7-16, American Society of Civil Engineers, Reston, Va. 399 

 400 

ASTM (2019), Standard methods of fire test of building construction and materials, ASTM 401 

E119−19, ASTM International, West Conshohocken, Pa.  402 

 403 

BSI. (2005), UK National Annex to Eurocode 3. Design of steel structures. General rules. 404 

Structural fire design, BS NA EN 1993-1-2, United Kingdom. 405 



20 

 

 406 

Choe, L., Varma, A.H., Agarwal, A., and Surovek, A. (2011), “Fundamental behavior of steel 407 

beam columns and columns under fire loading: experimental evaluation,” Journal of Structural 408 

Engineering, Vol. 137, pp. 954–966. 409 

 410 

Choe, L., Zhang, C., Luecke, W.E. et al. (2017), “Influence of Material Models on Predicting the 411 

Fire Behavior of Steel Columns,” Fire Technology 53, 375–400 412 

https://doi.org/10.1007/s10694-016-0568-4 413 

 414 

CEN (2005), Eurocode 3: Design of steel structures - Part 1-2: General rules - Structural fire 415 

design, Standard EN 1993-1-2, European Committee for Standardization, Luxembourg. 416 

 417 

Ellingwood, B., Galambos, T.V., MacGregor, J.G., and Cornell, C.A. (1980). “Development of a 418 

Probability-Based Load Criterion for American National Standard A58.” National Bureau of 419 

Standards Special Publication No. 577, Washington, DC. 420 

 421 

 422 

Franssen, J.M., Schleich, J.B., Cajot, L.G., and Azpiazu, W. (1996), “A simple model for the fire 423 

resistance of axially-loaded members — comparison with experimental results,” Journal of 424 

Construction Steel Research, Vol. 37, pp. 175–204. 425 

 426 

Franssen, J.M. (2000), “Failure temperature of a system comprising a restrained column submitted 427 

to fire,” Fire Safety Journal, Vol. 34, Issue 2, pp. 191-207. 428 

 429 

ICC (2009), International Building Code, International Code Council, Falls Church, Va. 430 

 431 

Kim S., Lee D. (2002), “Second-order distributed plasticity analysis of space steel frames,” 432 

Engineering Structures, Vol. 24, pp. 735-744. 433 

 434 

Kruppa, J. (1979), “Collapse Temperature of Steel Structures.” Journal of the Structural Division, 435 

Proceedings of the American Society of Civil Engineers, Vol. 105, No. ST9, September. 436 

 437 

Milke, J.A. (2016), “Analytical Methods for Determining Fire Resistance of Steel Members.” 438 

In: Hurley M.J. et al. (eds) SFPE Handbook of Fire Protection Engineering. Springer, New 439 

York, N.Y. https://doi.org/10.1007/978-1-4939-2565-0_53  440 

 441 

Neves, I.C. (1995), “The Critical Temperature of Steel Columns with Restrained Thermal 442 

Elongation.” Fire Safety Journal, Vol 24, pp 211-227. 443 

 444 

Rubert, A. and Schaumann, P. (1988), “Critical Temperatures of Steel Columns Exposed to Fire,” 445 

Fire Safety Journal, Vol. 13, pp. 39-44. 446 

 447 

Sauca, A., Zhang, C., Seif, M., Choe, L. (2019), “Axially Loaded I-shaped Steel Members: 448 

Evaluation of critical temperature Using ANSI/AISC-360 Appendix 4 and Finite Element 449 

Model,” Proceedings of the Annual Stability Conference, Structural Stability Research Council, 450 

St. Louis, Mo., April 2-5. 451 

https://doi.org/10.1007/s10694-016-0568-4
https://doi.org/10.1007/978-1-4939-2565-0_53


21 

 

 452 

Smith, M. (2009), ABAQUS/Standard User's Manual, Version 6.9, Simulia, Providence, R.I. 453 

 454 

Takagi, J. and Deierlein, G.G. (2007), “Collapse Performance Assessment of Steel-Frames 455 

Buildings under Fires,” John A. Blume Earthquake Engineering Center Technical Report No. 456 

163. 457 

 458 

Vassart, O., Zhao, B., Cajot, L.G., Robert, F., Meyer, U., and Frangi, A. (2014), “Eurocodes: 459 

Background & Applications Structural Fire Design.” JRC Science and Policy Reports, 460 

European Union. 461 

 462 

Vila Real, P.M.M., Lopes da Silva, N.L.S., Franssen, J.M. (2007), “Parametric analysis of the 463 

lateral–torsional buckling resistance of steel beams in case of fire,” Fire Safety Journal, Vol. 464 

42, pp. 461-24. 465 

 466 

Wang, P., Wang, Y. C., and Li, G. Q. (2010), “A new design method for calculating critical 467 

temperatures of restrained steel column in fire,” Fire Safety Journal, Vol. 45, pp. 349-360. 468 

Zhang, C., Choe, L., Seif, M., Zhang, Z. (2015), “Behavior of axially loaded steel short columns 469 

subjected to a localized fire,” Journal of Constructional Steel Research, Vol. 111, pp. 103-111. 470 

 471 

https://www.research.manchester.ac.uk/portal/mike.c.smith.html
https://www.research.manchester.ac.uk/portal/en/publications/abaqusstandard-users-manual-version-69(0b112d0e-5eba-4b7f-9768-cfe1d818872e).html

	critical temperature of Axially Loaded Steel Members with wide-flange shapes exposed to fire
	Abstract
	Introduction
	Background
	Objectives, Scope, and Limitations

	Numerical Analyses
	Test Bed
	Numerical Results

	ProposeD closed-form equation
	Compression Members
	Tension Members

	Estimated Uncertainty of closed-form Equations
	Compression Members
	Tension Members

	Summary & conclusions
	ACKNOWLEDGEMENT
	Disclaimers
	References

