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Abstract—We describe a mathematical framework for 

evaluating timing offset and timing noise in channel sounders 

based on a second-order deterministic model and a stochastic 

metric based on the Allan Deviation. Using this framework, we 

analyze the timing offset and noise for a 1-6 GHz correlation-based 

channel sounder that uses rubidium clocks to provide a common 

timebase between the transmitter and receiver. We study timing 

behavior in three clock-distribution configurations. In the 

“untethered” configuration, the transmitter and receiver each 

have a rubidium clock, and no physical timing cable is connected 

between the clocks. In the “tethered” configuration, a coaxial cable 

synchronizes timing between the two separate clocks. Finally, a 

benchmark “single-clock” configuration is used where a single 

rubidium clock drives the transmitter and receiver.  

 
Index Terms— 5G technology; channel sounder; millimeter-

wave wireless communication; propagation channel; system 

timing, Time Allan Deviation; timing errors; timing noise; timing 

offset; wireless system.  

I. INTRODUCTION 

IFTH-GENERATION (5G) wireless devices rely heavily upon 

channel models to derive system specifications [1]. 

Effective data-driven channel models originate from the 

reliable evaluation of real-world channel propagation. Channel 

sounders and channel-sounding measurements are an important 

part of this evaluation. Part of the measurement best-practices 

is the verification of the channel sounder’s hardware [2].  

In this work, which builds upon the foundation set by [3], we 

quantify timing offset and timing stability in a 1-6 GHz 

correlation-based channel sounder. This is vital because 

channel sounding relies on high-quality time synchronization 

between a channel sounder’s transmitter (Tx) and receiver (Rx). 

Metrology applications require a complete uncertainty analysis 

for channel sounders. Currently, this uncertainty analysis is 

incomplete because timing uncertainties are not included. This 

paper provides a novel approach by applying established timing 

models as a first step in the determination of complete 

uncertainty of a dual-clock channel sounder. It is important to 

note that while this paper uses the example of a dual-clock 

channel sounder, the methodology described here can be used 

for other systems with a dual-clock timing method. 

Typical post-processing of channel-sounding data is based 

on the assumption that the Tx and Rx share a common time-

base and frequency reference. However, all frequency standards 
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are known to have non-idealities [5][6]. Initial synchronization 

offset, frequency offset, frequency drift, and stochastic noise 

are captured by the quantity termed here as “timing offset.” 

There are various ways timing offset is manifested in channel 

sounders: for example, time offset due to the rubidium clocks, 

offset due to the timing circuitry of the Tx and Rx, and offset 

due to phase instabilities in coaxial cables. During our studies, 

we found significant differences in timing offset depending on 

the configuration of the rubidium (Rb) clocks in our systems. 

In this paper we quantify the timing offset of a microwave 

correlation-based channel sounder that uses a pair of separate  

Rb clocks as frequency standards for the Tx and Rx [2]. The 

analysis presented here may also be applied to millimeter-wave 

channel sounders. We study the impact of three different timing 

configurations on time-synchronization and quantify the timing 

effects using deterministic and stochastic mathematical 

approaches [7].  

The deterministic approach uses a second-order model which 

aims to capture the timing drift. The stochastic mathematical 

approach uses a statistical description of observed timing noise 

based on the Time Deviation, related to the Allan Deviation [8]. 

Understanding the results from these approaches may lead to 

design and/or hardware improvements in the channel sounder 

or similar systems, since potential sources of timing noise may 

be identified.  

We define the following terms which will be used repeatedly 

below [7]: 

Timing offset (𝒙𝒊)  – The time difference between two 

clocks. For this paper, this means the time difference between 

the Rb clocks in the Tx system and Rx system of the channel 

sounder.  

Timing stability – The variability in timing offset due to 

noise processes. 

Synchronization – Aligning Tx and Rx system events to 

occur at the same time.  

Syntonization – Aligning Tx and Rx systems to operate at 

the same frequency [5]-[8]. 

A. Prior Work 

Numerous channel sounders use rubidium (Rb) frequency 

reference “clocks” to achieve synchronization and 

syntonization between the Tx and Rx [4]. Rb clocks are 

integrated in many channel-sounder implementations described 

in the literature. However, such descriptions may not give 

endorsement by NIST nor does it imply that the products mentioned are 
necessarily the best available. 
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specific details on the clock setup, syntonization, or uncertainty 

[9]-[13].  

In some work, Rb clocks are integrated into channel 

sounders, and the calibration or characterization of the Rb 

clocks is described directly [14]-[16]. Additionally, many 

systems rely on Rb clocks synchronized with GPS signals [17]- 

[24]. Synchronization via GPS is important for applications 

involving high-speed moving vehicles, where cable tethers are 

not practical, and GPS data may be utilized for both timing and 

position information [25]. 

Rb clock modules were stored in temperature-controlled 

enclosures, and system timing was measured at the start and end 

of each experiment to account for time drift [26]. In another 

work, a linear model was applied in [4] to correct for time drift. 

This work’s approach compared system timing wirelessly using 

a known line-of-sight channel [27]. Additionally, millimeter-

wave channel sounders with multiple-input multiple-output 

(MIMO) architecture require time-alignment of their multiple 

spatial channel measurements [28]. This research was 

interested in millimeter-wave applications and focused on 

channel-sounder measurement durations on the order of 

milliseconds. Building upon this work, we performed repeat 

channel-sounder measurements with a duration of multiple 

days. These measurements enabled a capture of the 

deterministic and stochastic timing quantities over a superset of 

time scales. 

In one system, syntonization of frequency and initiation of 

Tx and Rx functions are carried out in two separate procedures 

[29]-[31]. In other systems, cesium clocks are used, which have 

a greater stability than Rb, but at a higher cost [32]-[34]. As 

frequencies increases in the channel sounder measurements, 

increased phase accuracies are required to mitigate systematic 

errors due to absolute phase deviation of the equipment.  

Apart from channel sounding, numerous measurement 

applications require precise time alignment between 

instruments. Measurements of high-frequency signals impose 

increased requirements for time alignment. For example, in the 

work of [35], an indirect method for phase-error quantification 

and uncertainty analysis is reported for digitizers. Millimeter 

signal measurements, such as those used for RF applications, 

require increased phase stability. Commercial software-defined 

radio (SDR) equipment has been used to make phase 

measurements of both pulsed and sinusoidal time-reference 

signals [36].  

A survey of the literature demonstrates that timing is often 

seen as an important characteristic of a channel-sounder design. 

In this work, we aim to complement the existing descriptions of 

channel sounder designs by demonstrating a systematic 

approach by which users of channel sounders may evaluate the 

timing stability of their own channel sounders and quantify the 

effects of any subsequent improvements they make. We provide 

a comprehensive set of measurements on multiple channel-

sounder configurations, which designers may use to further 

understand the impact of architecture on channel-sounder 

timing stability. 

II. CHANNEL SOUNDER TIMING CONFIGURATIONS 

 Our channel sounder used two high-stability Rb clocks 

to obtain a common time-base between the Tx and Rx, as seen 

in Fig. 1, Fig. 2 and Fig. 3. These Rb clocks serve as 10 MHz 

frequency references for the channel sounder’s local oscillators 

(LO). Additionally, digital-to-analog and analog-to-digital 

circuits within the channel sounder use these clocks as a 

reference for their sampling rates.  

We chose to compare three different configurations for our 

Rb clock-based system timing. In the benchmark “common-

clock” configuration depicted in Fig. 2 (a), the Tx and Rx are 

connected to 10 MHz and 1 pulse per second (PPS) [37] outputs 

from the Rb clock. This configuration provides excellent 

synchronization but is not practical for long-distance 

measurements due to the need for coaxial timing connections 

between the Tx, Rx, and Rb clock.  

Another common timing configuration [4] which we call 

“tethered”  uses separate Rb clocks for the Tx and Rx that are 

connected by a single coaxial link as shown in Fig. 2 (b). The 

Rx Rb clock synchronizes its internal oscillator to the PPS 

signal carried over the coaxial cable.  

 
Fig. 1: Block diagram of the channel sounder used in this work, in the tethered configuration. Instrument backplanes contain modules for timing interface and 

distribution, as well as a vector signal transceiver. External Rb clocks supply modules within the Tx and Rx backplanes with 10 MHz and 1 PPS (pulse-per-

second) timing signals. Additionally, the backplane accepts a 10 MHz signal from the Rb clock and distributes it to installed modules.  
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We labeled the final timing configuration “untethered” 

because while there are still two separate clocks there is no 

physical cable connecting the Tx and Rx as seen in Fig. 2 (c). 

Channel-sounder measurements in an industrial environment 

necessitate an untethered Tx and Rx, because a cable crossing 

such an environment may present a trip hazard or be damaged 

by industrial machinery. Prior to measurements, we 

synchronized and thus also syntonized the clocks using a PPS 

signal carried over coaxial cable for 72 hours. In this study, we 

tested whether this 72-hour period was really needed. Equally, 

we were interested in learning about the amount of drift after 

we removed the PPS connection. 

A. Rubidium Clocks and Oscillators 

A clock has two components: an oscillator and a frequency 

divider. The oscillator supplies a signal with a well-defined 

frequency. The frequency-divider converts the oscillations to 

lower frequency pulses, which may occur at meaningful units 

of time such as seconds [38]. Advances in technology have 

improved the stability of oscillators, allowing modern clocks to 

maintain precise time over longer periods.  

The rubidium clocks in this work use a closed-loop feedback 

mechanism where a 10 MHz quartz oscillator’s frequency is 

adjusted based on the hyperfine transition frequency of the Rb 

atom [39]. The 1 PPS output is a result of the division of the 

oscillator’s 10 MHz signal. 

We use the Rb clocks in their capacity as oscillators, by 

supplying the 10 MHz signal to the Tx and Rx of our channel 

sounder, where it is used as a frequency reference for synthesis 

of the local-oscillator (LO) and analog-to-digital converter 

(ADC) sampling frequency. Additionally, we use the Rb clocks 

in their capacity as clocks, by using the 1 PPS signal as a phase-

reference to synchronize RF transmission by the Tx, and data-

collection by the Rx. Collectively, these uses allow for the 

alignment of the Tx and Rx to a common time-base. 

III. CORRELATION-BASED CHANNEL SOUNDER EXPERIMENTS 

The channel sounder Tx and Rx both use an instrument 

backplane, into which a vector signal transceiver, a timing 

interface module, and a timing distribution module are 

installed, as shown in Fig. 1. Each of these modules, as well as 

the backplane, have their own quartz oscillators, which are 

configured to accept input from the external Rb clock. The 

vector signal transceiver  may operate in a receive mode, where 

it collects 14 bit resolution in-phase and quadrature (I/Q) data 

at a specified frequency. It also may function as a transmitter, 

where 16 bit I/Q data are converted to a modulated signal at a 

specified frequency. We analyze the measured data to evaluate 

the timing offset and stability of the system. 

The rubidium clock supplies a 10 MHz signal to phase-lock 

the channel-sounder backplane’s internal quartz oscillator, and 

provides a 1 PPS signal to the timing input module. This signal 

is transmitted across the backplane and used to phase-lock the 

timing distribution module’s internal clock. Finally, we connect 

the rubidium clock’s 10 MHz signal directly to the vector signal 

transceiver. The transceiver provides a reference frequency for 

the transceiver’s LO and digital-to-analog converter (DAC) or 

ADC circuits. Prior to the experiment, we verified that both the 

Tx and Rx rubidium clocks were set to their factory firmware 

presets. 

In a typical channel-sounder measurement, a complex bit-

sequence is modulated onto a carrier and transmitted through 

an over the air channel. To support the deterministic and 

stochastic mathematical approaches, Tx produces a sine wave 

at a fixed frequency of 2.25 GHz through a conducted channel 

using an RF coaxial cable connected between the Tx and Rx RF 

ports. 

A. RF Signal Phase Offset and Time Offset 

The received signal at the Rx is downconverted and sampled 

at time-points (𝑡𝑖), producing a vector of in phase (I) and 

quadrature (Q) samples (𝐼𝑖  and 𝑄𝑖), representing the real and 

imaginary RF signal components, respectively [40]. From 

these, we compute the relative phase offset of the RF signal as 

 

𝜃𝑖 = ∡(𝐼𝑖 + 𝑗𝑄𝑖), (1) 

 
Fig. 2: Block diagram of the three channel sounder timing configurations 
used in this work: (a) common-clock, (b) tethered, and (c), untethered 

 

 
Fig. 3: Channel sounder hardware used for timing experiments. From top 

to bottom: receiver unit, pair of Rb clocks, and transmitter unit. In this 

image, the cables for PPS and 10 MHz timing signals are visible, but 

power, RF, and computer cabling are removed for clarity. 
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𝑖 = 0, … , 𝑁, where there are 𝑁 + 1 I/Q samples. Because the   

values of 𝜃 are 𝜃𝑖 ∈ [0,2𝜋], we “unwrapped” the 𝜃 values to get 

a continuous series of phase offsets. From these unwrapped 

phase offsets, we compute the timing offset, 𝑥, between the Tx 

and Rx by 

𝑥𝑖 =
𝜃𝑖

2𝜋𝑓𝑐

, (2) 

 

where 𝑥𝑖 represents the measurement-derived timing offset 

between the Tx and Rx, in units of seconds, at time 𝑡𝑖. This 

quantity, 𝑥𝑖, is the basis for subsequent analysis of the 

components of timing offset.  

IV. TIMING OFFSET ANALYSIS FOR TIMING CONFIGURATIONS 

We quantify the channel sounder’s timing offset (𝜖(𝑡)),  

using a second-order approximation of the clock behavior and 

noise a standard approach for characterization of oscillators [6]-

[8]. Next, we analyze the properties of this noise using the 

stochastic mathematical approach of time deviation (TDEV) 

which is a time-stability form of the Allan Deviation. It is 

important to note that in this work, 𝜎𝑥(𝜏) is calculated from 𝑥𝑖, 

not 𝜖(𝑡). 

A. Timing Offset Clock Model 

 We quantify the timing offset of the channel sounder using 

a model with separate deterministic and stochastic components. 

Note that for our analysis, we define the Tx Rb clock as the 

reference clock and the Rx Rb clock as the clock under test. A 

second-order model for the time offset between two clocks is 

[7][8]: 

   

𝑥𝑖 = 𝑥0 + 𝑦0𝑡𝑖 +
𝐷𝑡𝑖

2

2
+ 𝜖(𝑡𝑖). (3) 

 

We describe the deterministic terms of this equation, 𝑥0, 𝑦0,, 

and 𝐷, in detail below. The residual term, 𝜖(𝑡𝑖), relates to the 

stochastic (noise) properties of the system. We characterize 

these properties using the TDEV (Section IV.B). From the 

TDEV, we aim to infer which noise process (Table I) are 

present in 𝜖(𝑡𝑖). Note that 𝜖(𝑡𝑖) can include modelling error. 

The first term in (3), 𝑥0, is known as the synchronization 

offset. It describes the initial deterministic time offset in 

seconds between the Rx Rb clock and the Tx Rb clock.  

In the next term, the coefficient 𝑦0, is known as the 

syntonization offset. It is a measure of the deterministic 

frequency offset between the Rx Rb clock and the Tx Rb clock. 

This timing offset is due to the imperfect knowledge of the Rb 

atom’s hyperfine transition within each clock [42]. Nonzero 

values of 𝑦0 are manifested as a time drift between the two 

clocks.  

We define 𝑦0 by the fractional frequency difference  

 

𝑦0 =
𝑓Rx − 𝑓Tx

𝑓Tx

, (4) 

 

between the Rx Rb clock frequency (𝑓Rx) and the Tx Rb clock 

frequency (𝑓Tx). Values of  𝑦0 are unitless, and may be 

interpreted as timing drift in seconds of time drift per elapsed 

ddsecond. Values of y0 may equivalently be interpreted as 

fractional frequency offset, as Hertz of offset per Hertz of 

fundamental frequency. We use the terms “time drift” and 

“frequency offset” interchangeably in this work, both of which 

refer to y0 [44].  

The third term, 𝐷, describes the deterministic frequency drift 

[8] [41] [43]. This term is particularly costly to estimate because 

it may represent the clock drift over many years. If the 

experimental time duration is not long enough, 𝐷 cannot be 

estimated accurately. We present our findings of 𝐷 based upon 

the timing configurations but we recognize a thorough analysis 

of this term requires long-term measurements considered 

outside the scope of the work presented here.  

We estimate these 𝑥0, 𝑦0, and 𝐷 with a least-squares fit of 

the clock-model (3) to our experimental 𝑥𝑖 values. In Section V 

we quantify the deterministic timing offset between the Rb 

clocks in terms of 𝑥0, 𝑦0, and 𝐷 for different timing 

configurations. 

B. Stochastic Noise Properties, 𝜎𝑥(𝜏) 

The last term, 𝜖(𝑡𝑖), in (3) describes the stochastic (noise) 

component of the timing offset. Whereas the exact value of 

𝜖(𝑡𝑖) is unknown for any time 𝑡𝑖, we estimate the statistics of 

𝜖(𝑡𝑖) over a finite time duration. These statistics are calculated 

from measurements of 𝑥𝑖, and are summarized by the quantity 

𝜎𝑥(𝜏). Such statistical analysis provides insight into the timing 

configurations as a suitable frequency source.  

It is important to note that the variance of white noise 

decreases through averaging repeat measurements while other 

noise processes, such as a random-walk process, do not have 

this property. Hence, knowledge of the noise processes in the 

clocks is vital to understanding the channel sounder timing 

errors. We provide a summary of typical noise processes [8] in 

Table I, and example plots of computer-generated noise in Fig. 

4, showing the appearance of several different types of  noise.  

Well-known stochastic noise analysis tools include the Allan 

deviation [5], the modified Allan deviation [43], and the time-

deviation (TDEV) [8][44]. These tools share the general 

property of measuring timing stability of phase or frequency 

over a specified averaging time. The time interval, 𝜏, is the time 

duration for TDEV computation. Since these noise analyses are 

not affected by the deterministic terms in (3), we can compute 

the noise statistics from either modeling residual or  𝑥𝑖. In our 

analysis, we used TDEV because this analysis can best 

discriminate between the specific types of timing noise, 

specifically white and flicker PM noise [8]. 

To compute TDEV, we first estimate the modified Allan 

deviation. The modified Allan deviation can distinguish 

between some noise types due to an additional phase averaging 

operation.  The definition of the modified Allan deviation for 

discrete data is [43]: 

 

Mod 𝜎𝑦(𝜏) ≈ √
∑ {∑ (𝑥𝑖+2𝑚 − 2𝑥𝑖+𝑚 + 𝑥𝑖)

𝑗+𝑚−1
𝑖=𝑗 }

2
𝑁−3𝑚+1
𝑗=1

2(𝑁 − 3𝑚 + 1)𝑚4𝜏2
(5)

 

where the averaging factor is: 

 

𝑚 = 𝜏/𝜏0. (6) 
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With 𝜏0 being the time interval between 𝑥𝑖 samples. Next, we 

calculate the TDEV as [44]: 

 

𝜎𝑥(𝜏) = (
𝜏

√3
) Mod 𝜎𝑦(𝜏). (7) 

 

The modified Allan deviation and TDEV characterize the type 

of noise present in the time domain [45]. We characterized the 

noise of our clock timing configurations by the slope of the 

TDEV plots. This slope indicates the dominant noise type as a 

function of 𝜏. We provide a summary of slopes, their 

corresponding noise processes and typical noise sources in 

Table I [8].  

V. RESULTS AND DISCUSSION 

We performed multiple acquisitions of I/Q data with a range of 

sampling periods and experimental durations. We derive 

𝑥𝑖  from the conducted I/Q experiments as given in Table II. 

Numerous experiments were performed with different 

combinations of experiment length and sampling rate, which 

allowed us to overcome a hardware limitation preventing 

extremely long measurements at high data rates. We estimate 

the timing offset quantities: 𝑥0, 𝑦0, 𝐷, and 𝜎𝑥(𝜏) from the time 

offset.  

We performed I/Q experiments with lengths of time relevant 

to channel sounding measurements, on the order of minutes to 

days. Henceforth, multiple-day experiments are referred to as 

long-term, and experiments of less than a single day are referred 

to as short-term. 

A. Long-Term Timing Offset Results 

To determine the clock effects of drift and aging for the three 

different timing configurations, we collected I/Q data. For each 

of the timing configurations, the system’s I/Q was measured for 

at least seven days before being reconfigured for the next 

experiment. The 𝑥𝑖 data for all three configurations are overlaid 

in Fig. 5. We performed the experiment for the untethered 

configuration immediately following the tethered experiment 

and left the PPS tether cable in place for the first 22 hours of the 

untethered experiment. This was done so that the effect of 

removing the PPS tether could be more easily observed. A black 

arrow illustrates this event in Fig. 5.  

From Fig. 5, the common-clock line appears flat with the 

value of 𝑥𝑖 = 0 ns. In contrast, the tethered configuration has 

small fluctuations near 𝑥𝑖 = 0 ns. The untethered configuration 

has similar variations during the first 22 hours of the 

experiment, at which time the PPS tether was still in place. 

When PPS tether was disconnected, as indicated by the black 

 
Fig. 4: Time-domain samples of four different types of simulated noise: white 

phase modulation (PM), white frequency modulation (FM), flicker frequency 

modulation, and random walk frequency modulation. 

 
Fig. 5: Measured long-term timing drift (𝑥𝑖) for the timing confgurations over 

multiple days. Note: in the untethered clock timing configuration, the Tx Rb 

clock was connected initially to the Rx clock, but they were disconnected 22 
hours into the experiment. 

 
Fig. 6: Further enlarged view of Fig. 5 highlighting the single-clock timing 
offset with the laboratory ambient temperature overlaid (reversed temperature 

scale) starting after the first day of data collection. 

Tether Cable 

Disconnected

Table I: Summary of types of noise processes, their typical sources, and the 

resulting slope produced on a log-log plot of 𝜎𝑥(𝜏) vs. 𝜏 [8].  

Slope Noise Process Type Typical Noise Sources 

𝜏−
1
2 White phase-modulation 

Noisy electronic hardware 
𝜏0 Flicker phase-modulation 

𝜏+
1
2 White frequency-modulation 

Rubidium frequency-lock 

control loop 

𝜏1 Flicker frequency-modulation 
Environment and low-

frequency electronic hardware 

𝜏+
3
2 

Random-walk frequency-

modulation 

Physical environmental  

sensitivity: temperature and 
mechanical shock or vibration  

 

Table II: Sampling periods and experiment lengths. 

Experiment 
Sample interval 

(seconds per sample) 
Experiment length 

Short-term A 10−6 100 seconds 

Short-term B 0.498 249 seconds 

Short-term C 1.637 816 seconds 

Long-term 10 7 days 
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arrow in Fig. 5, we observed a timing drift (𝑦0) of 2.03 ps/s as 

the dominant source of timing offset.  

When the system was operated in the tethered configuration, 

small variations are seen in the timing offset, as shown in Fig. 

5 (inset). These variations are the result of the control circuitry 

in the Rx Rb clock receiving the PPS pulses and attempting to 

synchronize with the Tx Rb clock.  

We can see that the common-clock timing-offset variations 

are orders of magnitude smaller than the tethered and 

untethered configurations from the plot and the inset plot of Fig. 

5. The timing drift of the untethered configuration was on the 

order of 200 ns per day, and the timing drift of the tethered 

configuration was near 20 ns. The residual drift of the common-

clock configuration was estimated to be less than 20 ps 

throughout the multi-day experiment. 

The second-order timing drift model (3) omits many 

potential effects, such as those due to temperature. We 

measured the ambient laboratory temperature during the single-

clock experiment, as shown by the purple line of 

Fig. 6. A relationship appears to exist between the timing 

offset and the measured temperature. We did not observe 

similar temperature effects for the tethered and untethered 

configurations. This is most likely because other sources of 

timing noise were predominant in these configurations.  

B. Short-Term Time-Offset Results 

In addition to the long-term experiments, we performed a series 

of shorter-time-duration experiments. We chose time durations 

comparable to typical channel-sounding measurements: periods 

of minutes to hours. These short-term experiments enabled data 

collections at higher sampling rates and greater numbers of 

repeat measurements (Table II: Short-term C).  

Multiple trials were conducted, where each trial comprised 

of 40 repeat experiments for each timing configuration. 

Because the dominant timing noise type corresponding to the 

length of these experiments appears to be flicker or random-

walk (Section V.D), we cannot directly compare the results 

from trial to trial. We therefore selected “best-case” and “worst-

case” results from our trials, where best-case had the smallest 

observed 𝑦0, and worst-case had the largest average 𝑦0. The 𝑥0, 

𝑦0, and 𝐷 results from these best-case and worst-case datasets 

are presented in histogram form. 

 

1) Initial Synchronization Offset, 𝑥0 

Initial synchronization offset, 𝑥0, is a measure of the timing 

offset between the Tx Rb clock and the Rx Rb clock. In the case 

of the short-term experiments (Table II: Short-term C), this 

error represents the timing offset at the start of the experiment. 

Since we compute 𝑥𝑖 from the phase offset in the I/Q data, we 

were not able to compute 𝑥0 outside a range of ±0.44 ns (due 

to the 2.25 GHz carrier frequency used) because the phase will 

“wrap” to a lower value outside of this range.  

We present histograms of 𝑥0 in Fig. 7 (a) and (b) for two 

separate trials with three timing configurations. Each subfigure 

contains the results of 40 repeat experiments for each timing 

configuration. For the common-clock configuration, the time 

offset was constant for all the experiments. In contrast, 𝑥0 

values for both the tethered and untethered systems are more 

broadly dispersed in the range of ±0.44 ns. 

 
Fig. 7: Histogram of the initial synchronization offset (𝑥0) for (a) best-case 

and (b) worst-case trials. 

 
Fig. 8: Histogram of initial syntonization offset (𝑦0) data for 40, 100 second 

runs in each clock configuration for (a) best-case and (b) worst-case trials.  

 
Fig. 9: Histogram of frequency drift (𝐷) data for 40, 100 second runs in each 

clock configuration for (a) best-case and (b) worst-case trials. 
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2) Syntonization Offset, 𝑦0 

Syntonization error describes the degree of time drift 

between the Rx Rb clock and the Tx Rb clock. This 

syntonization error for the timing configuration may affect a 

channel-sounder measurement, especially if the measurement 

has a long propagation path or uses millimeter-wave 

frequencies.  

We present histogram plots in Fig. 8 (a) and (b) of the derived 

syntonization results (𝑦0) for two separate short-term (Table II 

Table II:  Short-term C) trials with three configurations. The trial 

in Fig. 8 (a) is a best-case result, where the syntonization error 

remained very small after the PPS tether cable was 

disconnected. In contrast, Fig. 8 (b) represents a worst-case 

result, where a significant syntonization error was observed in 

the untethered configuration. 

The data from Fig. 8 (a) are summarized in Table III, and the 

data from Fig. 8 (b) in Table IV. From these results, we see that 

𝑦0 had a statistically significant value only during the 

untethered configuration of the trial shown in Fig. 8 (b). This is 

consistent with other observations we made, where 

disconnecting the PPS cable can cause varying degrees of 

syntonization offset. This phenomenon is discussed further in 

Section V.E. 

C. Frequency Drift, 𝐷 

The value 𝐷 is a first-order frequency drift and second-order 

time drift which dominates over long timescales of months or 

even years. We used a curve-fitting routine to estimate the 

frequency drift from measurements for the timing 

configurations with short-term experiments (Table II: Short-

term C). We provide these results in Fig. 9 (a) and (b). We list 

approximate 95% confidence intervals [46] around the mean 

value of 𝐷 in Table V.  These intervals are based around the 

assumption of independent Gaussian measurement noise and so 

should be interpreted only as a summary of the data. Note that 

each of these approximate intervals contains zero. This reflects 

the difficulty in estimating 𝐷 over short time scales due to the 

predominance of timing noise and first-order timing drift in 

short-term experiments. Nonetheless, we provide this 

information for completeness and to be consistent with the 

clock model (3). 

D. Stochastic (Noise) Component TDEV Results, 𝜎𝑥 

By applying the deterministic clock model (3) to our measured 

timing offset data, we illustrate that the data have certain 

statistically significant, deterministic properties. In order to 

understand the stochastic properties of our timing offset data, 

the TDEV (7) was applied to all of the datasets listed in Table 

II, both short-term and long-term. We computed the mean 

values for TDEV from all datasets, and their confidence 

intervals at the 99% level [46] and plotted these results in Fig. 

10.  

Values of TDEV are plotted with 𝜎𝑥(𝜏) as a function of 𝜏. A 

log-log scale is used to provide a compact representation for the 

large range of values within the plot. Due to this log-log scale, 

the exponential slopes listed in Table I appear as linear slopes 

on our plot. By examining the slope of 𝜎𝑥(𝜏) values near a given 

value of 𝜏, a qualitative analysis may be made as to the type of 

noise present at that averaging time. A limitation of the TDEV 

method is that the uncertainty of 𝜎𝑥(𝜏) increases as 𝜏 

approaches the total experiment length. We truncate our results 

at 9 × 104 s for this reason. 

 
Fig. 10: Time deviation (TDEV - 𝜎𝑥(𝜏)) data for all experimental runs. Confidence intervals are plotted at the 99% C.I. level. 

 

*

Table III: Mean (y̅0) and standard deviation (𝑆𝐷𝐸𝑉(y0)) for the syntonization 

offset (𝑦0) corresponding to Fig. 8(a). 

 y̅0 𝑆𝐷𝐸𝑉(y0) 

Single Clock 1.3 × 10−17 1.0 × 10−15 

Two Clocks: Tethered −5.5 × 10−14 2.2 × 10−12 

Two Clocks: Untethered 1.2 × 10−12 1.9 × 10−12 

 

Table IV: Mean (y̅0) and standard deviation (𝑆𝐷𝐸𝑉(y0)) for the syntonization 

offset (𝑦0) corresponding to Fig. 8(b). 

 y̅0 𝑆𝐷𝐸𝑉(y0) 

Single Clock −8.3 × 10−16 7.3 × 10−15 

Two Clocks: Tethered −1.4 × 10−13 1.4 × 10−12 

Two Clocks: Untethered −1.2 × 10−11 1.1 × 10−12 
 

Table V: Mean values and confidence intervals (95%) around values of 

frequency drift (𝐷) corresponding to Fig. 9.  

 Best Case Worst Case 

Single Clock 3.3 × 10−19

± 2.3 × 10−18 

1.8 × 10−20

± 3.1 × 10−19 

Two Clocks: Tethered 4.7 × 10−17

± 3.4 × 10−16 

2.1 × 10−16

± 5.8 × 10−16 

Two Clocks: Untethered −6.5 × 10−17

± 3.6 × 10−16 

−5.0 × 10−17

± 3.2 × 10−16 
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In the left portion of Fig. 10, we observe that for all timing 

configurations, 𝜎𝑥(𝜏) have similar slopes and magnitudes for 𝜏 

less than 10-2 seconds (denoted by a star on the plot). At these 

𝜏 values, σx is dominated by white phase-modulation (PM) and 

flicker PM noises. From this information, we can understand 

that the channel sounder’s electronic hardware is the dominant 

noise source at this averaging time, for all timing configurations 

from Table I. Potential noisy electronic hardware sources may 

be channel sounder internal timing configuration, low noise 

amplifiers, or mixers. 

For 𝜏 between 10-2 and 103 seconds, the common-clock 

configuration TDEV diverges from the tethered and untethered 

configurations. From this result, we infer that the dominant 

noise process depends upon the timing configuration for longer 

periods of time. The common-clock noise process is either 

white PM or flicker PM. Over the same time period, the tethered 

and untethered timing configurations exhibit a flicker 

frequency-modulation (FM) process. Flicker FM often results 

from low-frequency electronics and physical environmental 

effects such as temperature. The fact that both the tethered and 

untethered systems exhibit similar levels of noise in this region 

implies that this noise comes from the clocks themselves, and 

not the synchronization circuitry. 

At 𝜏 greater than 103 seconds, the untethered timing 

configuration exhibits a flicker or random-walk noise process, 

while the tethered timing configuration has a stationary 

Gaussian-type noise process. This Gaussian noise may be 

indicative of the time-synchronization circuitry limiting the 

maximum time deviation between the clocks. This is in contrast 

to the untethered configuration, which exibits  a continued 

random-walk noise due to a lack of syntonization. 

Thus, the use of TDEV provides us a qualitative tool to 

understand the timing noise in our channel sounder. These 

results become particularly meaningful when different timing 

or clock configurations are compared. From Fig. 10, a strong 

contrast may be observed between the TDEV results for 

common-clock and tethered or untethered.  

E. Determination of Clock Synchronization for the 

Untethered Configuration 

The measurements presented in the previous sections of this 

work provide insight into separate timing configurations of the 

channel sounder. In a typical channel-sounding campaign, these 

configurations are not used in isolation. Rather, the system is 

assembled (if taken apart for shipping) and powered-on in an 

unsynchronized (cold-start) state. Then, the system is placed 

into the tethered configuration and allowed to synchronize. 

Finally, the Tx and Rx are disconnected, and channel 

measurements are carried out. 

To gain insight into this process, we performed these steps 

on our correlation-based channel sounder, beginning with a 

cold-start state where the clocks, Tx, and Rx were powered off. 

In the case of our system, we found that the synchronization 

process took approximately 12 hours, and once the clocks were 

untethered, they immediately demonstrated a frequency-offset 

within the manufacturer’s “settability” specification of 5 ×
10−12 seconds per second, or 432 ns per day [40].   

For our first set of timing offset experiments for the 

untethered configuration, we simulated the “cold-start” step by 

removing the power to the Tx and Rx Rb clocks, waiting five 

minutes, and then returning the power to the clocks. Next, we 

began measuring the I/Q data to determine the initial state of 

the clocks. We repeated the experiment for three trials. Note: 

we did not synchronize the clocks using the PPS coaxial cable 

during these trials. 

We show the timing offset from these trials in Fig. 11. In all 

three trials, we observed a time drift of approximately 40 𝜇s per 

day. This offset is significantly greater than the 200 ns per day 

from Fig. 5. Whereas in Fig. 5 the clocks had recently been 

synchronized prior to the experiment, the clocks in Fig. 11 are 

in a cold-start state, and have not been synchronized since 

powering on.  

The next set of untethered configuration experiments we ran 

were to determine the amount of time required to return to the 

synchronization of a tethered configuration after being in an 

untethered configuration. Between these two configurations, 

the tethered configuration is the preferred configuration since it 

 
Fig. 11: Time offset data collected from rubidium clocks which were newly 

powered on, without synchronization. 

 
Fig. 12: Previously unsynchronized rubidium clocks, connected by PPS 

synchronization cable at the time indicated by the yellow diamond. 

 
Fig. 13: Clocks after 48 hours of synchronization, with the PPS synchronization 

cable disconnected at the time indicated by the black star. Dashed black lines 

indicate the manufacturer specified “settability” of the clocks: 5 × 10−12 

seconds per second, or 432 ns/day [40]. 
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had less timing offset over a multi-day experiment. To 

determine this time, we analyze the timing offset as given in 

Fig. 12. We can see the effects of reconnecting the Tx and Rx 

Rb clocks together using the PPS coaxial cable indicated by a 

diamond symbol. Prior to the reconnection of the PPS coaxial 

cable, the mean time drift was 39.7 microseconds per day, as 

shown in Fig. 11. Once the Tx and Rx Rb clocks are connected 

using the PPS coaxial cable (indicated after the diamond 

symbol), we observed that the timing offset takes up to 24 hours 

to stabilize.  

In the last set of experiments, we disconnected the PPS 

coaxial cable to quantify the timing offset associated with the 

disconnection of the Tx and Rx Rb clocks for an untethered 

configuration. In each experiment, we first connected the Tx 

and Rx Rb clocks using the PPS coaxial cable for up to 48 

hours. We then measured the I/Q data for calculation of the 

timing offset, as seen in Fig. 13. Once again, we can see the 

effects of the PPS coaxial cable disconnection as depicted by 

the star (*) symbol in Fig. 13. We observed that a change in the 

timing offset occurs immediately after the PPS tether was 

disconnected. The rate and direction of time drift was variable 

between the experimental sets, even when we used the same 

hardware and channel sounder configuration (i.e., sampling 

rate). All observed time drifts fell within the clock 

manufacturer’s reported “settability” bound [40], which 

describes the “worst-case” attainable synchronization accuracy. 

We find that synchronization utilizing a PPS coaxial cable is 

effective at reducing drift from the high level seen with newly 

powered-on clocks, to a level that lies within the manufacturer’s 

settability specification (Fig. 13). 

One important observation from these channel-sounder 

operational experiments is that clocks undergo cycles of timing 

offset when in the tethered configuration, as illustrated in Fig. 

4. These oscillations are likely a product of the control circuitry 

in the Rx Rb clock, which receives the PPS pulses, attempts to 

track the phase of the Tx Rb clock. A secondary observation is 

the unpredictable behavior of the clocks after the PPS coaxial 

cable was disconnected from the Tx and Rx Rb clocks, as 

shown in Fig. 13. However, all the measured time drifts fall 

within the settability bounds provided by the manufacturer. 

The measurements presented in this section comprise a 

simple diagnostic procedure by which the quality of time 

synchronization and the degree of timing drift may be 

characterized for systems of two-clocks. The results presented 

are applicable to the specific pair of clocks used in our 

experiments, but the measurement and analytic approaches are 

still applicable. Regarding channel sounding, these 

measurements comprise a practical check on a system’s timing. 

VI. CONCLUSIONS 

Channel sounders are commonly constructed with a Rb clock 

in both the Tx and Rx, which enables time synchronization and 

syntonization without a physical cable between the Tx and Rx, 

untethered clock configuration. To understand the limitations 

of such a configuration, we studied a functioning 1-6 GHz 

channel sounder which incorporates a pair of Rb clocks. We 

compared the untethered timing configuration to a tethered 

configuration, where the Rx is synchronized to the Tx by phase-

locking to a 1 PPS signal carried by a coaxial cable. 

Additionally, we compared a third clock configuration known 

as a common-clock configuration, where both the Tx and Rx 

were referenced to one Rb clock. 

Using a second-order clock model for timing offset, we 

observed that the time drift differs each time the PPS coaxial 

cable is disconnected. Upon re-connecting this cable, we see 

that the Rx clock takes up to 12 hours to synchronize with the 

Tx clock. Through this timing synchronization, we achieved 

timing offset and drift within the manufacturer’s specifications 

for the Rb clock. As part of our best measurement practices, we 

have determined to connect the Tx and Rx clocks for at least 12 

hours prior to any measurement campaign. We note that the 

time required for synchronization is dependent on the specific 

clock hardware: changes in the clock hardware would require 

re-evaluation.   

We additionally observed and characterized the timing noise 

in the separate clock configurations. The dominant noise 

process was directly dependent upon the clock configuration. 

We noted the presence of a flicker FM noise in the tethered and 

untethered configurations.  The presence of this noise 

component is significant because standard deviation of channel 

measurements impacted by this non-stationary process does not 

necessarily decrease with averaging multiple measurements. 

The relationship between timing offset, timing noise, and the 

uncertainty of measured signals is a subject for future research 

in our channel sounding uncertainty analysis. 

High-quality data-driven models require an understanding of 

the frequency standard imperfections. In this work, we provide 

a method to quantify the timing offset and timing noise of a 

correlation-based channel sounder. This method can extend to 

any system with a dual-clock configuration. Timing offset and 

noise are known to impact numerous types of modulated 

signals. The exact relationship between timing offset and 

uncertainty of measured signals is a subject for future research. 
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