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Abstract

Improvements in the mass resolution of a mass spectrometer directly correlate to improvements in peak identification
and quantification. Here, we describe a post-processing technique developed to increase the quality of mass spectra of
strongly insulating samples in laser-pulsed atom probe microscopy. The technique leverages the self-similarity of atom
probe mass spectra collected at different times during an experimental run to correct for electrostatic artifacts that
present as systematic energy deficits. We demonstrate the method on fused silica (SiO3) and neodymium-doped ceria
(CeO3) samples which highlight the improvements that can be made to the mass spectrum of strongly insulating samples.
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1. Introduction

The laser-pulsed atom probe microscope is one of the
most powerful tools in materials science. In concept, it
can deconstruct a nanoscale sample one atom at a time;
then, computational methods can be used to reconstruct
the probed volume with the atomic coordinates and iso-
topic mass of each atom. This atomic scale reconstruc-
tion can give detailed insight into how material composi-
tion varies at the nanoscale. In practice, however, many
technical challenges need to be solved to get an accurate
three-dimensional atomic reconstruction, including cor-
recting for various geometric artifacts and accurate rang-
ing/quantification of the associated mass spectra. In this
manuscript, we present a computational post-processing
algorithm to improve the quality of mass spectrometry
data derived from electrically insulating specimens which
can be prone to electrostatic artifacts.

In the laser-pulsed atom probe microscope, an atomi-
cally sharp tip is placed near a local electrode (Figure 1).
The local electrode is electrically biased with a DC volt-
age (Vapp) such that the surface atoms on the tip are held
just below the threshold required for field evaporation. A
short laser pulse provides the necessary stimulus to trigger
field ion emission, and the resulting ion is accelerated to
the detector which measures the ion’s time-of-flight. The

flight time is related to the flight path length, the ion’s ™
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Figure 1: Schematic of the experiment. A DC voltage (Vapp) is
applied to a nanoscale tip relative to a local electrode. A laser pulse
triggers field ion evaporation. The ion is accelerated to the detector
by a voltage (Vacc) that is slightly less than the applied voltage.
A voltage drop (V) exists over the tip due to the ion current and
resistivity of the tip. The acceleration voltage is thus a function of
the ion current and the resistivity of the sample — both of which are
potentially a function of the laser irradiance.

mass-to-charge ratio, and the bias voltage between the tip
and the electrode. For conical tips, the radius of curva-
ture of the tip will change as the tip is eroded and the
bias voltage is typically adjusted to keep some observable
(such as detection rate or charge-state ratio which are re-
lated to the surface field) constant. As a result of the
bias voltage varying throughout an experiment, ions that
have the same mass-to-charge ratio (m/z, dalton/electron
charge) will have varying flight times. Thus, the exact ac-
celeration voltage of each ion must be considered in order
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dataset 1 2 3 4
material steel SiOq SiOq Nd-doped CeOs
pulse frequency 250 kHz 500 kHz 250 kHz 625 kHz
temperature 29 K 57 K 57 K 46 K
pulse energy 20 pJ 150 pJ 10 pJ - 250 pJ 100 fJ
pressure 48x107°Pa 33x107%Pa 1.6x108%Pa 88x107° Pa
detection rate 0.5 % 02 % 0.02%-02% 0.3 %
laser tracking enabled enabled disabled enabled
voltage feedback enabled enabled disabled enabled
figures 2a, 2b, 4, 5, 6a-c, 7 3 6d-f, 7

Table 1: Experimental parameters for atom probe datasets.

to convert the time-of-flight data to mass-to-charge ratio
data.[1, 2, 3, 4] In addition, the variation in flight lengths
that occur due to the geometric projection of a point emit- 7o
ter onto a planar detector must be accounted for in the
calculation of the m/z for each ion.[1, 2, 3, 4]

In principle, the exact voltage and flight length for each
ion event are accounted for as the time-of-flight is con-
verted to mass-to-charge ratio:[1, 2, 3, 4]

m  2eVapp o

P 72 obs (1) 75

where V,pp is the applied voltage, L is the ion flight length,
e is the charge of an electron, and t.,ps is the observed
ion flight time.! In practice, however, the flight times are
typically ‘voltage’ and ‘bowl’ corrected — which means that
the effect of the voltage (Vapp) and geometry (L) on the
flight times are removed. In this case, the observed time-
of-flight data is transformed into a fictitious ‘corrected’
time-of-flight space prior to computing the m/z values.
All atom probe analysis software must apply the voltage
and bowl corrections to attain high mass resolving power.
In this manuscript, all data have been bowl corrected to
highlight the remaining corrections that still need to be
made prior to analysis.

In an atom probe experiment, the m/z of the ions are
calculated according to Eq 1 which can be rewritten as:

<t0bs X

where V¢t is a (somewhat arbitrary) reference voltage and
teorr is a ‘corrected’ flight time. Thus, to the first order, the
voltage correction is quite simple. Each ion’s flight time ”
can just be scaled by a value proportional to the square

root of the acceleration voltage:
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INote that in this manuscript the conversion from ST units (kg/C)
to the conventional mass-to-charge ratio (m/z) is implied in the
equations for notational simplicity. 105
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In practice, a slightly more complex correction is fre-
quently used as it captures the experimental variations
more accurately:[2, 3]

(4)

teorr = tobs X Qg \/(11 + Vapp + az Vgpp

The parameters, {a,}, have the units necessary for the
correct dimensional analysis and are chosen to minimize
the peak widths in the ‘corrected’ time-of-flight spectrum.
In practice, this correction works well for conductive sam-
ples, but we have found that it sometimes works poorly
for insulating samples.

In order to understand why the voltage correction is
straightforward for the conductive samples, but not for the
insulating samples, we consider basic arguments (Figure
1). The field evaporation of ions creates an ion current
from the tip apex to the detector, and the light pulse can
generate photocarriers. Thus, there is a voltage drop (Vg)
along the tip that is explicitly a function of ion current
(tion) and resistivity (®) and implicitly a function of the
laser irradiance (€2p,,). The voltage drop means that an
ion is actually accelerated with a potential less than that
of the applied voltage:

Vacc = Vapp - Vd (iion(q)hu)> Q((Phu)) (5)

For materials with low electrical resistance, e.g. met-
als, the voltage drop along the tip associated with this ion
current will generally follow Ohm’s law and is negligible.
However, for materials with extremely high resistance, e.g.
SiOs, the attoamp to femtoamp ion currents can lead to
significant voltage drops which may not necessarily even
follow Ohm’s law.[5] A time-invariant voltage drop can be
accommodated by the a; fit parameter in Eq 4, but fluctu-
ations in the ion current or resistivity that occur during an
experiment cannot be accounted for. During a laser-pulsed
atom probe experiment, these fluctuations are caused, at
least in part, by laser-induced photoconductivity, as noted
previously and demonstrated below.[6, 7, 8, 5] Herein, we
demonstrate example cases where the voltage correction
outlined above is insufficient, broadly discuss the reasons
why this is occurs, and present a new correction algorithm.
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Figure 2: (a) The time-of-flight history for a steel sample with and without the voltage correction. The applied voltage is overlaid as a dashed
line. Once the voltage correction (Eq. 4) is applied, the peak flight times are constant throughout the experiment. The peaks at 27 m/z
and 28 m/z are *Fe?t and %6Fe?T respectively. (b) The time-of-flight history for an SiO sample with and without the voltage correction.
The applied voltage is overlaid as a dashed line. Unlike the steel dataset, the voltage correction is insufficient to ensure the peak flight times
are constant throughout the experiment. The peaks at 14 m/z and 16 m/z are 28Si%2t and 607 respectively. The two dotted lines labeled
‘reference’ and ‘test’ are referenced when a computational method is described, vide infra. Note, all time-of-flight histories in this manuscript
have been bowl corrected and are displayed on a logarithmic color scale.

2. Experimental

Two atom probe microscopes were used in the this study

—both were 90 mm straight flight path local electrode atom_

probes (LEAP 4000X-Si, CAMECA) equipped with a 355
nm pulsed laser.? Four different datasets were collected for
this manuscript. The experimental parameters for these
are given in Table 1. Using commercial software (IVAS
3.8.4, CAMECA) the data were exported to the ‘epos’

file format[1, 2, 3] for custom processing. The proposed'®

computational method is implemented in Python 3.7 and
code is provided in the supplementary material.

3. Laser Dependent Voltage Drop in SiO; Tips

Figure 2a shows the time-of-flight data for a steel sam-
ple with and without the voltage correction. The dashed
line shows the voltage evolution, and the 2D intensity plot
shows the time-of-flight history of the 28 m/z (*°Fe?*)
peak. The voltage evolution and the ion time-of-flight are
(inversely) correlated and once the voltage correction is ap-
plied, the peak flight time appears constant for the entire
dataset. In contrast, Figure 2b shows the voltage evolution
and time-of-flight history for the 14 m/z (*®Si?**) and 16

145

2Commercial instruments, equipment, or materials are identified
only in order to adequately specify certain procedures. In no case
does such an identification imply recommendation or endorsement
by NIST, nor does it imply that the products identified are the best
available for the purpose. 155

m/z (1507) peaks from a SiOs sample with and without
the voltage correction. While the voltage correction re-
moved some of the low frequency flight time fluctuations,
it was unable to remove all the fluctuations.

The SiO5 data in Figure 3 show the time-of-flight history
for the 16 m/z (*°0O%) peak. The V,pp, was held constant,
except for a small change in the middle of the run. In the
first half of the run, the pulse energy was briefly lowered
from 250 pJ to 25 pJ and 10 pJ, as noted. When the
pulse energy was lowered, the flight times increased and
the detection rate decreased. This behavior is in agree-
ment with previous work which found a photoconductive
effect for SiO2 and MgO.[7, 8] Thus, when the laser pulse
energy is decreased (and the voltage is held constant), the
electrical conductivity decreases, and the voltage drop in-
creases — causing a smaller acceleration voltage and longer
flight times. The same general phenomenon occurs when
the laser spot is shifted off of the tip, as shown in the
second half of the dataset, and is again consistent with
a photoconductive-like effect.[7, 8, 5] We note that most
atom probe instruments have computer control loops that
endeavor to keep the laser focus on the sample tip. In order
to accomplish this, the control loop routinely rasters the
beam in space and modifies the beam focus. These com-
puter controlled scans appear to cause the discontinuous
jumps in Figure 2b.

It is likely that Ohm’s law and the photoconductive
effect are insufficient to fully understand the potentially
non-equilibrium behavior that may occur at nanoscale in-
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Figure 3: The time-of-flight history for an SiOs sample with and

without the voltage correction. The applied voltage is overlaid as
a dashed line. The voltage was mostly constant, and the voltage
correction is insufficient to ensure the peak flight times are constant
throughout the experiment. The nominal pulse energy (PE) was 250
pJ and the nominal beam location was on the tip. The pulse energy
was briefly reduced to 25 pJ and 10 pJ as noted and the peak flight
times increased. The beam was briefly walked off of the tip (along
the tip axis) in the positive and negative z-direction as noted and the
peak flight times increased. This demonstrates the laser is capable
of changing the peak flight times independent of the voltage.

sulating tips with attoamp to femtoamp ion currents.[5]
However, they support the notion that the intensity distri-
bution of the laser at the sample can affect ion flight times
through a voltage-drop effect. The data clearly demon-
strate that the laser plays an important role in determin-
ing this voltage drop. Notably, this effect can never be
accounted for with any function that depends solely on
the applied voltage bias (e.g. the voltage correction given
in Eq 4). The voltage-drop effect observed here can be
considered a type of systematic ‘energy deficit’ (i.e. an
inconsistency between the applied voltage and the ion’s
kinetic energy) and would not be expected to occur when
using an energy compensating detector.[9, 10]

180

4. A Systematic Energy Deficit (SED) Correction
Algorithm

Three options exist to remove perturbations to the ion
flight times in atom probe data. First, a theoretical
or phenomenological model could be developed that in-1
corporates the exact laser intensity distribution and the
material properties. Practically, this is difficult because
the material properties of nanoscale insulating tips under
high applied fields and non-equilibrium conditions are un-
known and the laser intensity distribution on the sam-a0
ple is not directly measured. Second, the effect could
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Figure 4: (a) Histograms (denoted as HJ]) of the two ‘chunks’
The ‘reference’ chunk histogram is computed without any correction
factor. The ‘test’ chunk histograms were computed using three dif-
ferent correction factors (1.00 (i.e. no correction), 0.99, and 0.98)
to visualize their effect. A correction factor of 0.99 visually aligns
the reference and test data. (b) The dot product between the ref-
erence and test histograms was computed for a range of correction
factors. The optimal correction factor occurs when the dot product
(i.e. overlap integral) is maximized.

potentially be removed experimentally. For example by
coating the tip with a thin conducting layer.[11, 8] Al-
ternatively, reflectron based detectors remove/reduce the
dependence of the measured time-of-flight on the ion’s ki-
netic energy.[10, 1, 2, 3] These experimental solutions add
cost/complexity, however, and cannot be performed after
the data have been collected.

Finally, the data can be corrected empirically — i.e. a
multiplicative correction factor can be applied to each ion’s
flight time in order to remove the influence of the (un-
known) varying acceleration voltage. While scientifically
this is the most unsatisfying of the three options, it is by far
the most practical. Thus, we develop below a method to
correct the time-of-flight data for the varying acceleration
voltage that may occur when examining insulating sam-
ples. To differentiate it from the ‘bowl” and ‘voltage’ cor-
rections, we refer to this as the ‘systematic energy deficit’
(SED) correction. A Python implementation of the algo-
rithm is available online.[12]

The physical basis for correcting the time-of-flight data
for a fluctuating acceleration voltage relies on the basic
fact that the isotopic mass is constant for a given ele-
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Figure 5: The time-of-flight history (same data as Figure 2b) for an
SiO2 sample with (bottom) and without (top) the systematic energy
deficit (SED) correction. The correction factors are overlaid as a
solid line. Once the SED correction is applied, the peak flight times
are constant throughout the experiment as would be expected. 255

ment. Hence, if the mass spectrum is altered in a rec-
ognizable manner as a function of time, then (assuming
the path length is fixed) it can be surmised that the accel-,
eration voltage has changed. The problem then becomes
developing an algorithm to find the multiplicative correc-
tion factors (i.e. the relative change in Vj..) that track
the motion of the spectrum over the course of an exper-
iment.  Notably, the method described below assumes,
that there exists a voltage drop but does not assume any
particular physical model for it (e.g. Ohmic versis Poole-
Frenkel[13, 5]).

We first present how the method works in concept, be-
fore describing how it is performed computationally. 270
The first step is to segment the time-of-flight data into

contiguous ‘chunks’. For example, in Figure 2b we identify
two distinct chunks each containing N = 1024 ions. The
time-of-flight histograms for the first ‘reference’ chunk is
shown at the top of Figure 4a. The time-of-flight datass
for the ‘test’ chunk is accumulated into a histogram and
plotted immediately below the reference chunk histogram.
The test chunk is not aligned to the reference chunk — the
flight times are systematically longer. In the lower half of
4a, the test chunk data is scaled by a multiplicative cor-o
rection factor prior to being accumulated into a histogram
and plotted. A correction factor of 0.99 appears to align
the peaks in the test chunk histogram to the peaks of the
reference chunk histogram, whereas a correction factor of
0.98 or 1.00 (i.e. no correction factor) results in misalignedsss
histograms. The dot product between the reference and
test histograms is computed and used as a figure of merit
that can be maximized to find the best alignment. The

dot product is chosen here because the Cauchy-Schwartz
inequality,

[(w,v)| < [lufv]]

(6)
guarantees that the dot product is maximized only when
the histograms (i.e. the vectors u and v) are linearly de-
pendent. The dot product is plotted as a function of the
correction factor (Figure 4b) and it shows a sharp max-
imum near 0.99. Therefore, in order to align these two
chunks of data, the time-of-flight data in the test chunk
should be scaled by 0.99. To put this in context, for a
peak at 100 m/z, a 0.99 time-scaling correlates to a shift
of 2m/z.

The procedure to extend this idea to correct a full
dataset (instead of a single chunk) follows. First the his-
togram for a full dataset is computed — this histogram will
serve as the ‘reference’ histogram. Then the full dataset is
divided into chunks where each chunk contains N events.
Next, the correction factor that aligns each individual
‘test’ chunk to the reference histogram is determined us-
ing the procedure outlined above (Figure 4). Once the
correction factors for each chunk are known they can be
interpolated and applied to each individual event to cre-
ate a fully corrected dataset. This process can then be
iterated if necessary, using the new corrected dataset to
create a new reference spectrum; in practice, for the SiO,
and CeO9 data we have examined we have found 2 itera-
tions to be sufficient.

In practice, the process of multiplying time-of-flight data
by a correction factor, creating a histogram, and taking a
dot product is computationally expensive and is proba-
bly not viable for large datasets. Instead, the (voltage,
bowl, and tg-corrected) time-of-flight data is log trans-
formed — thus, a multiplicative constant becomes an addi-
tive constant. This log-transform enables us to then lever-
age standard fast Fourier transform (FFT) based cross-
correlation algorithms to do an exhaustive search to find
the optimal shift (correction factor).[14] Using the FFT
significantly improves the speed and robustness of the op-
timization versus using a nonlinear optimization.

Using the Fourier based method, datasets with 1 million
ions can be corrected in ca. 10 s on a desktop computer (6
cores, 3.5 GHz) and the computational complexity scales
linearly with the dataset size.

The results of applying this algorithm (with N = 128)
to the data in Figure 2b are shown in Figure 5 (top). The
bowl- and voltage-corrected data is shown overlaid with
the computed correction factor. Visually, the correction
factor tracks the changing flight times quite well. If these
correction factors are interpolated to correct each event in
the full dataset then the result is shown in Figure 5 (bot-
tom). The peak flight times in the fully corrected dataset
do not appear to change over the duration of the experi-
ment demonstrating that the correction has succeeded.

The mass spectra of the corrected and uncorrected SiO9
data are shown in Figure 6a-c. The uncorrected data dis-
play significantly broader peaks with an extra (unphysical)
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SED correction removed the spurious peaks that show up on the low m/z side of each major peak and significantly reduces the peak widths.
The peaks at 61 m/z and 62 m/z become narrow enough that they emerge from the noise floor. (d-f) Mass spectra for a CeO2 dataset
corrected and uncorrected for the voltage-drop effect. The many isotopic peaks are merged together in the uncorrected spectrum, but are

easily distinguished in the corrected spectrum.

peak appearing on the low m/z side of the major peaks.
The peak at 18 m/z that is apparent in the corrected data
is absent in the uncorrected data. The isotopic peaks at 61
m/z and 62 m/z are unresolved in the uncorrected data,
while they are easily resolved in the corrected data. Aso
second dataset on a CeOy sample (Figure 6d-f) shows a
similar trend, with the complex isotopic distributions be-
ing easily resolved in the corrected data and difficult to
resolve in the uncorrected data.
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5. Selecting the Chunk Size

In practice, a potential difficulty of using this correction
algorithm is in selecting an appropriate chunk size param-**
eter N (the number of ions per chunk). For values of N
that are too large, the correction will be ineffective at re-
moving voltage-drop artifacts; the extreme case being a
chunk size that is equal to the dataset size, meaning that
no correction is performed. Alternatively, for values of N**®
that are too small, the model will overfit the data — i.e.
the number of parameters in the model will be too high to
support the information content of the data. This could,
for example, result in the peaks being unphysically narrow,
with the extreme case being N = 1 where the data would*°
be corrected into a single delta function. Pragmatically,
we found that N = 1024 seemed to give visually reason-
able corrections for all the data we studied, but removing
user bias from this parameter selection would, of course,
be ideal. 3

6

To objectively determine an appropriate chunk size for
a given dataset, we apply a machine learning technique
known as validation.[15] We start by splitting our dataset
up into a training dataset and a validation dataset; here
we split the data up by placing odd indexed events in the
training set and even indexed events in the validation set.
Then, the training set is used to find the correction fac-
tors for a range of chunk sizes. We then apply these cor-
rection factors to the validation dataset and compute a
metric for how well the data is concentrated into peaks.
Here, we use the x? statistic to compare the histogram
to a uniform distribution — higher values of the x? statis-
tic indicate the histogram is less ‘uniform’ in nature, and
thus more ‘peaked’. Thus, a maximum in a plot of the x?
statistic versus chunk size yields an estimate of the ‘best’
chunk size which is free from user selection. The plot of
x? statistic versus N for the CeOy and SiO, datasets is
shown in Figure 7 (top). For comparison, the normalized
mass-resolving power (MRP) (computed at full width at
half maximum) for the two most prominent peaks in each
dataset are show in Figure 7 (bottom). The maximum
for the MRP corresponds to that of the x? statistic. In
practice we prefer the x?2 statistic for the determination
of the optimal N because it measures the ‘peaked-ness’
of the full mass spectrum as opposed to the single width
measurement of single peak and is therefore more robust.
In our analysis, we use a chunk size double that of the
one that corresponds to a maximal value of x? in order
to account for any potential bias due to the fact that the
dataset was divided in half for training/validation.
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Figure 7: Determination of the chunk size parameter, N. Each
dataset is divided into two subsets. The first subset is used to deter-
mine the correction factors which are then used to correct the second,y,
subset. (top) The x?2 statistic — comparing the resulting mass spec-
trum to a uniform distribution — is computed and plotted for various
choices of N. (bottom) The normalized mass-resolving power (MRP)
(proportional to the reciprocal of the full width at half maximum of a
peak, m) of the most prominent peak in each dataset is plot-
ted for comparison. An estimate of the optimal chunk size, Nopt,
that is free from user selection bias occurs when the x2 and MRP**®
is maximized. The CeO2 and SiO2 datasets have slightly different
optimal chunk size parameters, but for both datasets the plots of x?2
and MRP have a similar unimodal appearance.

The optimal chunk size will be related to the nature of*®
the fluctuations in the accelerating voltage which can vary
based on the sample and experimental conditions (Figure
7). For example, for the SiOy data the average gradient
of the fluctuating acceleration voltage is relatively high,
so a smaller chunk size is optimal. For the CeO, data the
average gradient of the fluctuating acceleration voltage was
lower, so a somewhat larger chunk size was optimal, with
a significantly flatter peak in the 2 value as a function of*”
chunk size. In any case, an estimate of the optimal chunk
size can be objectively determined for each dataset.

6. Discussion 410

The algorithm developed here is predicated on the self-
similarity of mass spectra collected at different points in
time in an atom probe experiment. The time-of-flight his-
tories in this manuscript were cropped to show only one oras
a few peaks for visualization. However, we emphasize that

the full spectrum was used in the computation. We chose
to use the full spectrum instead of simply a single peak
in order to maximize the use of information. The better
the information is used, the smaller the chunk size can be
without risking overfitting, and the more thoroughly the
voltage-drop effect can be corrected. A more straightfor-
ward algorithm that tracks only a single peak would fail
to use information effectively. Regardless of the algorithm
that is used to correct the data for a varying acceleration
voltage, it is necessary that the user verify that the algo-
rithm is yielding a reasonable result. For example, in this
work, the SED corrected time-of-flight history was always
inspected to visually verify the result.

The main assumption this algorithm makes is that each
chunk of data can be corrected by a single multiplicative
correction factor which can be empirically determined by
comparison to a reference spectrum. If the reference spec-
trum is not representative of some portion of the dataset,
for example if the tip position is changed or the material
is heterogeneous, then the algorithm will not be effective.
But so long as the physical geometry of the experiment is
not altered then the SED correction should be practical.
For example, changes in standing voltage, laser pulse en-
ergy, and laser pointing will be corrected by the SED algo-
rithm. For relatively homogenous materials, the reference
spectrum is most naturally chosen to be the spectrum of
the full dataset and should be sufficient. The same method
could even be applied towards determining bowl and volt-
age corrections, notably, without the need for selecting a
single peak.

In contrast, for heterogeneous materials where the com-
position significantly changes throughout the dataset, the
use of a single reference spectrum may be insufficient. In
this case, a method would need to be devised to intelli-
gently construct a set of reference spectra which could be
independently compared to each chunk and scored. This
extension of the SED correction algorithm would be able
to leverage the numerous unsupervised machine learning
techniques that are well-suited to this task. Future work
will explore this possibility.

7. Conclusions

In conclusion, we observed that the standard voltage
correction typically used for atom probe data analysis is
insufficient when applied to data from strongly insulating
samples. This failure was attributed to electrostatic effects
and resulted in a poor-quality mass spectrum. We de-
veloped a computationally tractable algorithm to correct
for the resulting systematic energy deficit that is based
on the self-similarity of the mass spectra throughout a
dataset. When this algorithm was applied to SiO5 and
CeO4 datasets it significantly improved the quality of the
mass spectra; decreasing the peak width and removing
spurious (unphysical) peaks. This method should allow
for more accurate peak identification and quantification of
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the mass spectra of insulating samples on laser-triggered
straight-flight-path atom probe instruments.
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