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A detailed investigation of the quotient of two independent complex random variables is presented. The numerator has a zero mean,
and the denominator has a non-zero mean. A normalization step is taken prior to the theoretical developments in order to simplify the
formulation. Next, an indirect approach is taken to derive the statistics of the modulus and phase angle of the quotient. That in turn
enables a straightforward extension of the statistical results to real and imaginary parts. After the normalization procedure, the
probability density function of the quotient is found as a function of only the mean of the random variable that corresponds to the
denominator term. Asymptotic analysis shows that the quotient closely resembles a normally-distributed complex random variable as
the mean becomes large. In addition, the first and second moments, as well as the approximate of the second moment of the clipped
random variable, are derived, which are closely related to practical applications in complex-signal processing such as microwave
metrology of scattering-parameters. Tolerance intervals associated with the ratio of complex random variables are presented.
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1. Introduction

Complex data are often encountered in communication signals for convenience in modeling and
processing. Although communication signals are originally all real valued, the signals produced and
detected by communication and measurement instrumentation can be practically split into the inphase and
quadrature components, which form the real and imaginary parts of a complex representation of the signal.
Additionally, complex signals in the time domain can be easily processed with complex Fourier
transformations to acquire their representation in the frequency domain and vice versa. In the frequency
domain, the inphase and quadrature components can be processed to extract the upper- and lower-side bands
of the signals. This, in turn, reproduces the entire envelope of the signal in a band of interest.

All the manipulation in the complex domain is also applicable to naturally random signals, such as
noise. Due to its ubiquity, noise is present in all stages of signal processing, no matter how the signals are
produced, transmitted and detected. Furthermore, band-limited noise is commonly modeled by a complex
random variable (RV) with independent and identically distributed (i.i.d.) real and imaginary parts. As a
result, the statistics of complex Gaussian RVs find utility in many applications of signal processing.
Schoenecker and Luginbuhl derived the characteristic function for the product of two Gaussian RVs [1].
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Astely and Ottersten studied the ratio of zero-mean and non-zero-mean complex RVs to investigate the
angle-of-arrival due to local scatterers of wireless receivers in [2]. Baxley et al derived the joint probability
density function (PDF) between two general zero-mean complex Gaussian RVs and used that for calculating
the symbol error rates of signals in fading channels [3]. More recently, Wu and Hughes dealt with a complex
Gaussian ratio for finding the maximum likelihood estimator of the joint channel and antenna impedance
[4]. Wu also expanded the previous result [4] to show high-order moments of the magnitude of the quotient
[5]. On other fronts, Nadimi et al. presented derivations of a closed-form expression of the ratio of two
independent non-zero mean complex Gaussian RVs [6]. Extending Nadimi’s work, Nadarajah and Kwong
derived more manageable expressions for improved computation efficiency [7]. Most recently, Li and He
provided the derivation of the PDF and the first moment for the most generic complex Gaussian ratio [8].

In an ongoing effort [9], a model is under development for studying the influence of noise on
scattering-parameter measurements performed by vector network analyzers (VNAs). Scattering parameters
are critical microwave parameters that characterize attenuation and phase-delay ascribed to a device under
test (DUT). During the measurement process, noise is added by various signal-generation and
signal-detection components inside the VNA, as well as passive or active electronics in the DUT. The
preliminary study focus on the variability of noisy scattering parameters corresponding to the ratio of
complex RVs. This paper aims to provide a detailed development of theory for many statistical results
quoted in Ref. [9], although we expect to extend this to other relevant applications. A summary of the
literature comparison is listed in Table 1. New results in this paper include a new approach for deriving
PDFs of the complex Gaussian quotient, asymptotic analysis of the distribution function and moments of the
quotient at high and low limits, and tolerance intervals for quantifying the variability of the measured ratios
of complex RVs.

Table 1. Literature comparison.

Contributions [2] [3] [4, 5] [6, 7] [8] This paper

Complex Gaussian quotient
CN (0,σ2

x)

CN (µy,σ2
y)

CN (0,σ2
x)

CN (0,σ2
y)

CN (µx,σ
2
x)

CN (µy,σ2
y)

CN (µx,σ
2
x)

CN (µy,σ2
y)

CN (µx,σ
2
x)

CN (µy,σ2
y)

CN (0,σ2
x)

CN (µy,σ2
y)

Correlations X X X

Joint PDF X X X X

PDF of real part X X

Moments 1st 1st, 2nd & kth 1st 1st & 2nd

Asymptotic analysis X

Tolerance intervals X

2. Statement of Problem and Normalization of RVs

The goal is to study the statistical properties of Z, which is the ratio of two independent complex
Gaussian RVs, X and Y . The numerator X has the distribution CN (0, σ2

x), while the denominator Y has
the distribution CN (µy, σ

2
y), where the real and imaginary parts are i.i.d. RVs. The complex normal

notation CN (·, ·) implies the following information. The means of X and Y are 0 and µy respectively. The
variance of the real part and the imaginary part of X is 〈X2

r 〉 = 〈X2
i 〉 = σ2

x/2. The same identity is applied
to Y ; namely 〈Y 2

r 〉 − 〈Yr〉2 = 〈Y 2
i 〉 − 〈Yi〉2 = σ2

y/2. In addition, Xr, Xi, Yr and Yi are all normally
distributed and they’re mutually independent. Here, the subscripts r and i indicate, respectively, the real and
imaginary parts of the complex number.

In general, µy can be a non-zero complex number given by µyr + µyi , where  =
√
−1 is the

imaginary unit. Although it’s possible to proceed as is, the formalism soon becomes difficult to handle.
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Instead, we first apply normalization on the two RVs for ease of developments.
To normalize the complex RVs, a linear transformation is performed as follows,[

X̃

Ỹ

]
=

√2
σx

0

0
√

2µ∗
y

|µy|σy .

 · [X
Y

]
. (1)

Here ·∗ indicates the complex conjugation operation and | · | is the modulus of a complex number.
Now X̃ has the distribution CN (0, 2) and Ỹ has the distribution CN (

√
2S, 2), where S = |µy|2/σ2

y .
Note that the mean of Y is transformed to a positive real quantity as a function of S1. As a result, the
following PDFs of independent RVs are readily obtained.

fX̃r (x̃r) =
1√
2π

exp

(
− x̃

2
r

2

)
. (2a)

fX̃i(x̃i) =
1√
2π

exp

(
− x̃

2
i

2

)
. (2b)

fỸr (ỹr) =
1√
2π

exp

−
(
ỹr −

√
2S
)2

2

 . (2c)

fỸi(ỹi) =
1√
2π

exp

(
− ỹ

2
i

2

)
. (2d)

The ratio of the new RVs, Z̃ = X̃/Ỹ , is related to the original Z by

Z =
µ∗yσx

|µy|σy
Z̃. (3)

In general, the statistical properties of Z can be easily deduced from those of Z̃. For example, the joint PDF
of the real and imaginary parts is related with

fZrZi = J

(
Z̃r, Z̃i
Zr, Zi

)
fZ̃rZ̃i =

σ2
y

σ2
x

fZ̃rZ̃i , (4)

where J (·) is the determinant of the Jacobian. The mean and the covariance of Zr and Zi can be obtained
from those of Z̃r and Z̃i with the linear operations〈[

Zr

Zi

]〉
=

σx
|µy|σy

·

[
µyr µyi

−µyi µyr

]〈[
Z̃r

Z̃i

]〉
, (5a)

ΣZrZi =
σ2
x

|µy|2σ2
y

·

[
µyr µyi

−µyi µyr

]
· ΣZ̃rZ̃i ·

[
µyr −µyi
µyi µyr

]
, (5b)

where the angle bracket is the statistical ensemble average. As will be shown later in Sec. 3.4, Z̃r and Z̃i are
identically distributed and uncorrelated. These characteristics of Z̃r and Z̃i, in combination with Eqs. (4),
(5a) and (5b), make Zr and Zi also identically distributed and uncorrelated. Note that Z̃r and Z̃i are shown
to be dependent in Sec. 3.4.1 since their joint PDF cannot be factorized into the product of the individual
PDFs.
1In practical applications, S is the signal-to-noise ratio (SNR).
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In practice, the independence between X and Y has been validated experimentally [9]. Additionally, the
values of σx, µy and σy can be obtained from many realizations of the complex RVs X and Y by
performing repeated measurements of noise in a measurement system. Next, the value of S can be estimated
by following the normalization procedure outlined above.

In the following, we focus our efforts on dealing with RVs X̃ , Ỹ , and the resultant Z̃. As will be readily
seen, this manipulation greatly simplifies the formulation. We also remove the ·̃ on various RVs to simplify
the notation in what follows. Along with the derivation of the statistics of the complex Gaussian quotient,
general properties of the normally distributed complex RVs are used extensively. Some of these basic
properties are discussed in Appendix B.

3. Distribution of Magnitude and Phase of Quotient

After normalization, the quotient is simply an RV with a distribution of CN (0, 2) divided by another RV
with a distribution of CN (

√
2S, 2). Evidently, direct derivation of the PDFs of the real and imaginary parts

of Z presents a formidable challenge since either of them is a quotient consisting of nonlinear functions of
four RVs, Xr, Xi, Yr, and Yi. In Ref. [2], Astely derived the distribution function by calculating the
conditional probability function of fZr|Y . Here, we start by finding the PDF of the modulus (Rz) and the
phase angle (Θz) of Z in polar coordinates. Next, fZr can be calculated from the marginal distribution of
the joint PDF fZrZi , which is directly obtainable from fRzΘz . The knowledge of the distribution function
and the moments of Rz finds its direct use in validating the model with simulation and experimental data, as
the radius of the scattered complex data can be conveniently acquired from many realizations.

3.1 Distribution of Rz

The RV Rz is simply the quotient of a Rayleigh RV (Rx) [10] divided by a Rician RV (Ry) [11]. Since
RVs X and Y are independent, their moduli are also independent. To acquire fRz , we can first find the
cumulative distribution function (CDF) FRz (rz) or equivalently the probability of Rx ≤ rzRy .

FRz (rz) =

∫ ∞
0

dry

∫ rzry

0

drxfRxRy (rx, ry)

=

∫ ∞
0

dryfRy (ry)

∫ rzry

0

drxfRx(rx)

(6)
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Applying the derivative on Eq. (6) with respect to rz results in the PDF:

fRz (rz) =

∫ ∞
0

dryfRy (ry) [ryfRx(rzry)]

=

∫ ∞
0

dryry exp

(
−
r2
y + 2S

2

)
I0

(√
2Sry

)[
rzr

2
y exp

(
−
r2
zr

2
y

2

)]

= rze
−S
∫ ∞

0

dryr
3
y exp

(
−1 + r2

z

2
r2
y

)
I0

(√
2Sry

)
= rze

−S 2Γ(2)

Γ(1) (1 + r2
z)

2 1F 1

(
2; 1;

S

1 + r2
z

)
=

2rze
−S

(1 + r2
z)

2

∞∑
n=0

(n+ 1)!

(n!)2

(
S

1 + r2
z

)n
=

2rze
−S

(1 + r2
z)

2

[ ∞∑
n=0

1

n!

(
S

1 + r2
z

)n
+

∞∑
n=1

1

(n− 1)!

(
S

1 + r2
z

)n]

=
2rze

−S

(1 + r2
z)

2

(
1 +

S

1 + r2
z

)
exp

(
S

1 + r2
z

)

(7)

Here, the standard formulae of the Rice distribution and the Rayleigh distribution are used in the second
step. I0(·) is the modified Bessel function of the first kind at zeroth order. Γ(·) is the gamma function.

1F 1(·; ·; ·) is Kummer’s hypergeometric function [12, Chapter 13]. The integration result on the fourth line
of Eq. (7) is due to Hankel [13, Eq. (13.3.2)]. Note that the PDF in Eq. (7) only applies to rz ≥ 0 since the
modulus is a non-negative quantity.

The moments of Rz may be of practical interests in many applications. We study the first and the second
moments in the rest of this section.
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3.1.1 First Moment of Rz

We start with the definition of the first moment and derive its expression as follows.

〈Rz〉 ≡
∫ ∞

0

drzrzfRz (rz)

= 2e−S
∫ ∞

0

drz
r2
z

(1 + r2
z)

2

(
1 +

S

1 + r2
z

)
exp

(
S

1 + r2
z

)
= 2e−S

∫ ∞
0

drz
r2
z

(1 + r2
z)

2

(
1 +

S

1 + r2
z

) ∞∑
n=0

Sn

n!(1 + r2
z)
n

= 2e−S
∞∑
n=0

Sn

n!

∫ ∞
0

drz

[
r2
z

(1 + r2
z)
n+2

+
Sr2

z

(1 + r2
z)
n+3

]

= 2e−S
∞∑
n=0

Sn

n!

√
π

4

[
Γ(n+ 1

2 )

Γ(n+ 2)
+

Γ(n+ 3
2 )

Γ(n+ 3)
S

]

=

√
πe−S

2

∞∑
n=0

√
π

[
(2n− 1)!!

n!(n+ 1)!

(
S

2

)n
+

(2n+ 1)!!

n!(n+ 2)!

(
S

2

)n+1
]

=
πe−S

2

{
e
S
2

[
I0

(
S

2

)
− I1

(
S

2

)]
+ e

S
2 I1

(
S

2

)}
=
π

2
I0

(
S

2

)
e−

S
2

(8)

Here, I1(·) is the modified Bessel function of the first kind at first order. This result is consistent with that in
Ref. [2], although the authors did not recognize that the specific confluent hypergeometric function can be
simplified as the result in Eq. (8). By use of the expansion of the modified Bessel function and the
exponential function at small and large S limits, we can further show

lim
S→0
〈Rz〉 =

π

2
+O(S), (9a)

lim
S→∞

〈Rz〉 =
1

2

√
π

S
+O

(
1√
S3

)
(9b)

The symbol O(·) means on the order of. The following expansions are used [12, Eq. (10.25.2) and
Eq. (10.40.1)] for deriving Eq. (9).

Iν(z) =


(
z
2

)ν∑∞
n=0

z2n

4nn!Γ(ν+n+1) , for small z,
ez√
2πz

∑∞
n=0 (−1)n an(ν)

zn , for large z.
(10)

Here the expression of the coefficient an(ν) can be found in Ref. [12, Eq. 10.17.1].

3.1.2 Second Moment of Rz

Following the similar procedure, we can show the second moment as follows.

〈R2
z〉 ≡

∫ ∞
0

drzr
2
zfRz (rz)

= 2e−S
∫ ∞

0

drz
r3
z

(1 + r2
z)

2

(
1 +

S

1 + r2
z

)
exp

(
S

1 + r2
z

)
= −e−S

[
Ei
(

S

1 + r2
z

)
+

r2
z

1 + r2
z

exp

(
S

1 + r2
z

)]∣∣∣∣∞
0

(11)
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Here, Ei(·) is the exponential integral function. Equation (11) is divergent for any finite S because of the
singularity of Ei(0). The divergence of the moments was also recognized by several authors in published
literature [2, 4, 5, 14]. For a clipped version of Rz , where we set the maximum value of rz (namely rmax) to
a finite value, we provide an accurate approximation to the second moment of the clipped version of Rz for
cases studied. The second moment of the clipped RV can be expressed by

〈Ř2
z〉 = −e−S

[
Ei
(

S

1 + r2
z

)
+

r2
z

1 + r2
z

exp

(
S

1 + r2
z

)]∣∣∣∣rmax

0

+ (1− F (rmax)) r2
max, (12)

where FRz (rmax) is the CDF of Rz when rz = rmax. The PDF of the clipped RV Řz is given by

fŘz (rz) =

0, rz < 0 or rz > rmax,

fRz (rz) + (1− FRz (rmax)) δ (rz − rmax) , 0 ≤ rz ≤ rmax.
(13)

Here δ (rz − rmax) is the Dirac’s delta function with nontrivial value 1 only when rz = rmax. It can be
further shown that the CDF function can be expressed by

FRz (rmax) = 1− 1

1 + r2
max

exp

(
− r2

max

1 + r2
max

S

)
. (14)

As a result, Eq. (12) can be expanded as

〈Ř2
z〉 =

Ei(S)

eS
− 1

eS

[
Ei
(

S

1 + r2
max

)
+

r2
max

1 + r2
max

exp

(
S

1 + r2
max

)]
+

r2
max

1 + r2
max

exp

(
− r2

max

1 + r2
max

S

)
.

(15)

The enforced finite bound is reasonable in practical realization because there is an upper detection limit
(rmax) associated with the measurement devices (detectors or instruments). Any signals above a certain level
will cause saturation and the detected value is clipped. From a statistical standpoint, experimental results
correspond to a clipped version of the RV Rz . Although it’s possible to use Eq. (15) directly to estimate the
second moment, it’s not uncommon that precise knowledge of rmax is unavailable. Since several instruments
or sensors are usually involved in measurements, determining the stage at which the saturation actually
occurs is not straightforward. As an approximate approach, we rely on the first term in Eq. (15) that is
independent of rmax.

〈Ř2
z〉 ≈

Ei(S)

eS

=

∞∑
n=0

n!

z(n+1)

=
1

S
+

1

S2
+O

(
1

S3

)
.

(16)

Here, the series expansion can be inferred from the identity of the exponential integral function as follows
[12, Eq. (6.12.2)]

Ei(z) =
ez

z

∞∑
n=0

n!

zn
. (17)

For a large argument, it is unwieldy to evaluate the exponential function and the exponential integral
function through a numerical computation tool. Instead, evaluation of the series to a certain order is more
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convenient. We ran comparison between Eq. (15) and Eq. (16) by numerical calculation. An excellent
agreement was reached with the relative error less than 0.7 % for S ≥ 10 and rmax ∈ [2, 1017], as shown in
Fig. 1.

S
ec

on
d 

M
om

en
t 

of
 C

li
pp

ed
 R

V

rmax

100 105 1010 1015
10-3

10-2

10-1
S=10

S=20

S=50

S=100

S=200

S=500

Fig. 1. Comparison between calculated Eq. (15) (lines) and approximate Eq. (16) (circles) results of the second moment
of the clipped RV Řz . The approximate expression used was Ei(S)/eS . The minimum F (rmax) in this study was
0.99993290747442 for S = 10 and rmax = 2.

As noted earlier, the second moment of the unclipped Rz is unbounded. Hence, the standard deviation
of the unclipped Rz is not well-defined. However, we can quantify the variability of Rz by stating the upper
and lower endpoints of a tolerance interval even though the standard deviation of the unclipped Rz is not
well-defined.

3.2 PDF of Θy

In order to obtain the PDF of ΘZ , it seems necessary to know the PDFs of both Θx and Θy , although it
will soon be uncovered that the knowledge of PDF of Θy is not required. Nevertheless, we investigated the
PDF of Θy for the sake of completeness and potential needs for practical applications.

The RV Y represents a deterministic real number (
√

2S) perturbed by the noise as shown in Fig. 2(A).
Both real and imaginary parts of the noisy vector have a unit root-mean-square (RMS) length. Overall, RV
Y follows the distribution CN (

√
2S, 2). Rice provided the distribution of its modulus Ry , which later

became the well-known Rice (or Nakagami-n) distribution [11]. Although various pertinent RVs, such as the
time derivatives Ṙy and Θ̇y , were extensively studied, the statistics of the phase angle Θy were not
available. This missing piece is furnished in this section.
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Real

Imag

(B)

√2SReal

Imag

Y

(C)

√2S Real

Imag

Y

(A)

Y

Fig. 2. (A) Graphical illustration of vector Y , the sum of a fixed real vector and a random vector of unit real and
imaginary RMS length. (B) Low SNR limit. (C) High SNR limit.

To determine the PDF of Θy , we start with calculating the marginal probability from the joint PDF of
Ry and Θy .

fΘy (θy) =

∫ ∞
0

fRyΘy (ry, θy)dry

=

∫ ∞
0

J
(
yr, yi
ry, θy

)
fYrYi(yr, yi)dry

=

∫ ∞
0

ryfYr (yr)fYi(yi)dry

(18)

The change of variables from yr and yi to ry and θy is governed by

yr = ry cos θy, (19a)

yi = ry sin θy. (19b)

Substituting Eq. (2c) and (2d) into Eq. (18) leads to

fΘy (θy) =
exp

(
−S sin2 θy

)
2π

∫ ∞
0

ry exp

−
(
ry −

√
2S cos θy

)2

2

 dry
=

exp
(
−S sin2 θy

)
2π


∫ ∞

0

(
ry −

√
2S cos θy

)
exp

−
(
ry −

√
2S cos θy

)2

2

 dry
+
√

2S cos θy

∫ ∞
0

exp

−
(
ry −

√
2S cos θy

)2

2

 dry


=
exp

(
−S sin2 θy

)
2π

{
exp

(
−S cos2 θy

)
+
√

2S cos θy

√
π

2

[
erf
(√

S cos θy

)
+ 1
]}

=
1

2π

{
e−S +

√
πSe−S sin2 θy cos θy

[
erf(
√
S cos θy) + 1

]}
,

(20)

where erf is the error function. The CDF convergence of fΘy is presented in Appendix A.
It is of practical interest to study fΘy at high and low limits of S (SNR). For low SNRs, the distribution
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approaches

lim
S→0

fΘy (θy) =
1

2π

{
1 +O(S) +

√
πS [1 +O(S)] cos θy

[
2√
π

(√
S cos θy +O(S

3
2 )
)

+ 1

]}
=

1

2π

[
1 +
√
πS cos θy +O(S)

]
,

(21)

where the expansions of the exponential function and the error function are used. Not surprisingly, the PDF
in Eq. (21) approaches the uniform distribution. The graphical illustration is shown in Fig. 2(B). When the
noise dominates, i.e. where the SNR is low, random vector Y reduces to the noise vector and hence its angle
distribution follows the uniform distribution.

For high SNRs, it is easy to show by use of the error function limits at ±∞

lim
S→∞

fΘy (θy) =


√

S
π e
−S sin2 θy cos θy

[
1 +O

(
1
S

)]
if θy ∈ (−π2 ,

π
2 ),

1
2π e
−S if θy = ±π2 ,

1
π e
−S [1 +O

(
1
S

)]
if θy ∈ (−π, −π2 ) ∪ (π2 , π].

(22)

Equivalently, the probability only has significant values near θy = 0. This is as expected, since the vector Y
essentially lies on the real axis with negligible perturbation when the SNR is high.

3.3 PDF of Θz

We now can proceed to find the PDF of Θz . Although the distribution can be intuitively postulated as a
uniform distribution, we verify its validity with the following derivation. Since its principal value must be
limited in the interval of (−π, π], Θz is not just the difference between Θx and Θy . Instead, it can be
expressed in three cases as follows.

Θz =


Θx −Θy + 2π if Θx −Θy ≤ −π,

Θx −Θy if −π < Θx −Θy ≤ π,

Θx −Θy − 2π if Θx −Θy > π.

(23)

To obtain its PDF, we start with the CDF of Θz and then perform a derivative. Equivalently, the
probability of Θz for θz ∈ (−π, θz0] is needed. Referring to Fig. 3, the squared region of θx and θy is
transformed to a parallelogram according to Eq. (23). The area in Fig. 3(C) for calculating the probability
can be expressed as θx ∈ (−π + θy, θy + θz0],

θy ∈ (−π, π].
(24)

Therefore the probability is given by

FΘz (θz0) =

∫ θy+θz0

−π+θy

dθx

∫ π

−π
dθyfΘxΘy (θx, θy)

=

∫ θy+θz0

−π+θy

dθxfΘx(θx)

∫ π

−π
dθyfΘy (θy)

=
θz0 + π

2π
.

(25)

Here, we use the fact that Θx is uniformly distributed and its PDF is invariant with the periodicity of 2π.
Equation (25) evidently shows that Θz is also uniformly distributed. Note that no additional constraints on
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fΘy need to be imposed for Eq. (25) to hold except that Θy is independent from Θx. As a consequence, we
can extend our finding to a more general theorem: A linear combination of independent phase-angle RVs is
uniformly distributed as long as at least one of them is uniformly distributed.

(A) (B) (C)

−π
π

θy

θx

π

−π

−π
π

θy

θx

π

−π

θz0

−π
π

θy

θx

π

−π

Fig. 3. Transformation of the two-dimensional area from the original (A) to (B) according to the periodicity in 2π. The
shaded region in (C) indicates the integration domain for calculating the probability.

3.4 Statistics of Zr and Zi

With fRz and fΘz at our disposal, we are ready to determine the statistics of Zr and Zi. Prior to tackling
the joint PDF of Zr and Zi, we need to clarify the independence between Rz and Θz . Their independence
relies on the following facts.

• Xr, Xi, Yr and Yi are mutually independent,

• Their polar representations Rx, Ry , Θx and Θy are also mutually independent,

• Rz is a function of Rx and Ry only,

• Θz is a function of Θx and Θy only.

3.4.1 PDF, Moments and Covariance

Because of their independence, the joint PDF of Rz and Θz is simply the product of fRz and fΘz . That
in turn allows us to deduce the joint PDF of Zr and Zi as

fZrZi(zr, zi) = J
(
rz, θz
zr, zi

)
fRzΘz (rz, θz)

=
1

rz

1

2π

2rze
−S

(1 + r2
z)

2

(
1 +

S

1 + r2
z

)
exp

(
S

1 + r2
z

)
=

e−S

π (1 + z2
r + z2

i )
2

(
1 +

S

1 + z2
r + z2

i

)
exp

(
S

1 + z2
r + z2

i

)
.

(26)

Here, the Jacobian determinant can be found from the transformation from the Cartesian coordinate system
to the polar coordinate system. The joint PDF of Rz and Θz is the product of their individual PDFs (Eq. (7)
and the derivative of Eq. (25)), since they are independent.

The individual PDFs can be calculated from the marginal distribution of Eq. (26). Because of the
symmetry, it is straightforward to see that the RVs Zr and Zi distribute in the same way. We proceed to
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calculate fZr (zr) with a change of variable ζ ≡ 1 + z2
r for a short-handed notation.

fZr (zr) =

∫ ∞
−∞

dzifZrZi(zr, zi)

=
2e−S

π

∫ ∞
0

dzi
1

(ζ + z2
i )

2

(
1 +

S

ζ + z2
i

)
exp

(
S

ζ + z2
i

)
=

2e−S

π

∫ ∞
0

dzi
1

(ζ + z2
i )

2

(
1 +

S

ζ + z2
i

) ∞∑
0

Sn

n!(ζ + z2
i )n

=
2e−S

π

∞∑
0

Sn

n!

∫ ∞
0

dzi

[
1

(ζ + z2
i )
n+2 +

S

(ζ + z2
i )n+3

]

=
2e−S

π

∞∑
0

Sn

n!

√
π

2

[
Γ(n+ 3

2 )

Γ(n+ 2)ζn+ 3
2

+
Γ(n+ 5

2 )

Γ(n+ 3)ζn+ 5
2

S

]

=
e−S√
π

∞∑
0

√
π

2ζ
3
2

[
(2n+ 1)!!

n!(n+ 1)!

(
S

2ζ

)n
+

(2n+ 3)!!

n!(n+ 2)!

(
S

2ζ

)n+1
]

=
e−S

2ζ
3
2

{[
I0

(
S

2ζ

)
+ I1

(
S

2ζ

)]
exp

(
S

2ζ

)
+
S

2ζ

[
2I0

(
S

2ζ

)
+

S
ζ − 1
S
2ζ

I1

(
S

2ζ

)]
exp

(
S

2ζ

)}

=
1

2ζ
3
2

[(
1 +

S

ζ

)
I0

(
S

2ζ

)
+
S

ζ
I1

(
S

2ζ

)]
exp

(
1− 2ζ

2ζ
S

)
.

(27)

Not surprisingly, fZr (or fZi ) is an even function of zr. Therefore, the means of both Zr and Zi are zero.
The second moment of Zr (also its variance in this case) is half of 〈R2

z〉, since 〈Z2
r 〉 and 〈Z2

i 〉 are identical.
As a consequence, 〈Z2

r 〉 is generally divergent except at large S. From Eq. (16), we have

lim
S→∞

〈Z2
r 〉 = lim

S→∞
〈Z2

i 〉 =
1

2S
+O

(
1

S2

)
. (28)

Equivalently, the standard deviation, denoted by σZr , at high S limit is 1/
√

2S or
√

2/π〈Rz〉.
Zr and Zi are uncorrelated since their covariance is

〈ZrZi〉 =

∫ ∞
−∞

∫ ∞
−∞

zrzifZrZi(zr, zi)dzrdzi

=

∫ π

−π
dθz

∫ ∞
0

drzr
3
z cos θz sin θzfRzΘz (rz, θz)

=
1

2π

∫ π

−π
cos θz sin θzdθz

∫ ∞
0

r3
zfRzΘz (rz, θz)drz = 0.

(29)

It may be tempting to conclude Zr and Zi are independent. However, RVs Zr and Zi are actually dependent
since their joint PDF cannot be factored into the product of fZr and fZi as shown in Eq. (26).

3.4.2 PDF at High SNR

As S becomes large, it is expected that Z will closely resemble a centralized complex RV with
distribution CN (0, 2/S). It is worth checking to see the asymptote of the distribution function coincides
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with the prediction. We start by the expansion of the modified Bessel function with a large argument, as
shown in Eq. (10).

lim
S→∞

fZr (zr) =
1

2ζ
3
2

[
S

ζ

√
ζ

πS
exp

(
S

2ζ

)
+
S

ζ

√
ζ

πS
exp

(
S

2ζ

)]
exp

(
1− 2ζ

2ζ
S

)
=

√
S√
πζ2

exp

(
−ζ − 1

ζ
S

)
=

√
S

√
π (1 + z2

r )
2 exp

(
− z2

r

1 + z2
r

S

)
≈
√
S√
π

exp
(
−Sz2

r

)
(30)

Indeed, this is equivalent to a zero-mean normally distributed RV with a variance of 1/(2S). The
approximation made at the last step is also due to the large value of S. The probability density drops
exponentially as the magnitude of zr grows. In other words, the PDF only holds significance when |zr| � 1.
Consequently, the limit of small |zr| can be applied to reach the final distribution function in Eq. (30). The
normal approximation to the distribution of the RV of interest from Eq. (27) is asymptotically valid as S
increases, shown in Fig. 4.

fZr (S=0.1)

Normal dist.

fZr (S=1)

Normal dist.

fZr (S=10)
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Fig. 4. PDFs of the real part of the complex Gaussian quotient as a function of S from Eq. (27) in comparison to the
normal distribution approximation shown in Eq. (30).

3.4.3 Tolerance Interval

For metrological applications, it is valuable to study the tolerance interval of RVs [15, 16]. The
uncertainty budget for physical parameters of interest will depend on the variability of measured quantities
as well as uncertainties associated with calibration artifacts and other instrumental effects. Hence, tolerance
intervals should provide a guidance on the relative contributions of particular sources of measurement
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variability to the overall uncertainty budget. A metrologist can make a judgment call whether the noise
effect is worth consideration and large numbers of repeated measurements need to be conducted to extract
the probability distribution of the RVs.

For this complex quotient RV, the tolerance interval of its real (or imaginary) part can be calculated from
the qth quantile associated with the model PDF shown in Eq. (27). In essence, we need to solve the bounds
for a given tolerance (1− q) by determining the interval [F−1

Zr
(q/2), F−1

Zr
(S, 1− q/2)]. The CDF of Zr is

simply

FZr (z) =

∫ z

−∞
fZr (zr)dzr. (31)

Since the PDF in Eq. (27) is an even function, the interval for a tolerance level is symmetrical about the
mean; i.e. 0. In other words, ux = −F−1

Zr
(q/2) = F−1

Zr
(S, 1− q/2). Since a closed-form expression of FZr

is not available, we need to resort to a numerical solution of the inverse function F−1
Zr

for a given tolerance q
at any specific value of S [17].

In practical applications, S corresponds to the SNR of the excitation signal. The value of S can be
estimated from the experiments, so that for a given tolerance value, we will be able to invert the CDF
function to obtain the bounds for Zr (or Zi) under a specified SNR condition.

For normally distributed RVs, values of particular interest are q = 1− erf(
√

1/2) ≈ 31.7% and
1− erf(

√
2) ≈ 4.6%. Numerical results for the these two tolerance interval are shown in Fig. 5. Evidently,

at large S, [−σZr , σZr ] and [−2σZr , 2σZr ] result in 68.3% and 95.4% tolerance intervals, respectively.
Once again, this behavior is consistent with the normal distribution derived in Sec. 3.4.2. However, these
bounds vary as a function of S since the distribution deviates from the normal distribution as S decreases.
For small S values, [−0.75σZr , 0.75σZr ] corresponds to the 68.3% tolerance interval while
[−2.55σZr , 2.55σZr ] corresponds to the 95.4% tolerance interval.

S

1-q = 68.3%
1-q = 95.4%

Fig. 5. Upper endpoints for 68.3 % and 95.4 % tolerance intervals. The RVs are modeled according to Eq. (27). The

endpoints are normalized by σZr =
√

2
π
〈Rz〉.

It may seem puzzling that the two tolerance intervals do not vary the same way. The 68.3% tolerance
interval, shrinks as S decreases, while the 95.4% tolerance interval, expands. This is solely due to the PDF
of Zr. An example for S = 1 is shown in Fig. 6, where the histogram normalized to the PDF of the
simulated data is compared to the standard normal distribution. Although the PDF of Zr is more
concentrated in the central region around Zr = 0, the probability density of Zr reduces more rapidly than
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that of a normally distributed RV when Zr grows bigger. As a result, a broader interval is required to reach a
high tolerance, such as 95.4%.

27

Fig. 6. Histogram of simulation compared to standard normal distributionN (0, σ2
Zr ). Bounds of intervals of [−σ, σ]

and [−2σ, 2σ] are shown with the dashed lines. Note that the simulation results were obtained with S = 1. The model
PDF of Eq. (27) (black line) and the approximate normal distribution from Eq. (30) (red line) are also plotted for
comparison.

4. Conclusion

The quotient of a zero-mean complex Gaussian RV and a non-zero-mean complex Gaussian RV was
investigated in this paper. The PDF of the real (or the imaginary) part was derived by first obtaining the joint
PDF of the modulus and the phase of the complex Gaussian ratio, followed by marginalizing the joint PDF.
Asymptotic analysis showed that such a complex Gaussian quotient approaches a normally distributed
complex RV under the condition when the mean of the denominator is much larger than the variance of the
denominator. In addition, the tolerance interval of the complex Gaussian quotient was derived by
numerically calculating the related quantile of the distribution.

The results in this paper have many applications in microwave scattering-parameter measurements. The
first moment of the modulus of the complex Gaussian quotient corresponds to the radius of the
scattering-parameter “cloud” obtained from repeated measurements. The radius of such a “cloud” can be
compared to the theoretical predication in Eq. (9) for noise-modeling validation. In addition, the second
moment of the modulus can be used in isolating the noise contributions in power-related measurements in
microwave reverberation chambers. Noise contributions are embedded together with random variations
introduced by paddle rotations in reverberation chambers. Paddle rotation effects are determined in the
presence of noise based in part on the model shown in Eq. (16). Furthermore, the tolerance intervals related
to the random variations can help metrologists to assess the impact of noise on scattering-parameter
measurements. There are various uncertainty sources in the VNA measurements. The variability of the
SNR-dependent RV can be determined, so that a fair comparison can be drawn between noise-induced
variations and measurement uncertainties, especially when SNR is low.
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5. Appendix A

At a glance, the PDF developed in Eq. (20) does not seem to converge to 1 over the integration range of
[−π, π]. We provide its convergence proof as follows.∫ π

−π
fΘy (θy)dθy =

1

2π

∫ π

−π

{
e−S +

√
πSe−S sin2 θy cos θy

[
erf(
√
S cos θy) + 1

]}
dθy

= e−S +
1

2
√
π

∫ π

−π

√
Se−S sin2 θy cos θyerf(

√
S cos θy)dθy

a
= e−S +

2√
π

∫ π
2

0

√
Se−S sin2 θy cos θyerf(

√
S cos θy)dθy

b
= e−S +

2√
π
e−S

∫ √S
0

tet
2

√
S − t2

erf(t)dt

c
= e−S +

2√
π
e−S

[√
π

2

(
eS − 1

)]
= 1

(32)

The rationals of the critical steps are listed below.

• Step a: The integrand is an even function and is also symmetrical about θy = π
2 .

• Step b: There is a change of the variables from θy to t by t =
√
S cos θy .

• Step c: The integration can be referred to Ref. [18, Eq. (4.3.19)]. This result can be reproduced by
recursive integral by parts that leads to an infinite series equivalent to the exponential function. We
omit the derivation details here.

6. Appendix B

In this appendix, properties of complex RVs representing noise are presented. The real and imaginary
parts of the RVs represent, respectively, the inphase and quadrature components of the noise signal at the
frequency of interest. In common scenarios of communication electronics, the bandwidth of the signal (or
noise) channel is very small compared to the carrier frequency f0. Within this narrow band, the power
spectral density of the noise can be considered symmetrical about the center of the frequency band. As such,
the real and the imaginary parts of the RVs are uncorrelated. It is also well known that uncorrelated
Gaussian RVs are independent. Additionally, the variances of both the real and the imaginary parts of the
complex RV are equal to the sum of the noise power in the upper- and lower-side bands of the noise.
Consequently, the complex RVs modeling band-limited noise can be constructed with i.i.d. RVs as follows

n(t) = <{x exp (2πf0t)} = xr cos(2πf0t)− xi sin(2πf0t). (33)

Both the real part and the imaginary part are zero-mean and normally distributed with an identical variance,
Xr, Xi ∼ N (0, σ2

x/2). The joint PDF of Xr and Xi takes the form

fXrXi =
1

πσx
exp

(
−x

2
r + x2

i

σ2
x

)
. (34)

For this kind of complex RV, its statistical properties are invariant of phase rotation, i.e. circular
symmetry. To see this property, we apply an arbitrary phase shift α on X , so that the new phase-shifted
complex RV is X̆ = Xeα and the new real and imaginary parts are

x̆r = xr cosα− xi sinα, (35a)
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x̆i = xr sinα+ xi cosα. (35b)

It is straightforward to show 〈X̆r〉 = 〈X̆i〉 = 0 and 〈X̆2
r 〉 = 〈X̆2

i 〉. Furthermore, the joint PDF of X̆r and X̆i

can be calculated by

fX̆rX̆i = J
(
xr, xi
x̆r, x̆i

)
fXrXi = det

[
cosα sinα

− sinα cosα

]
fXrXi = fXrXi , (36)

where det is the determinant of a matrix. The identities shown above prove that the statistical properties of
X̆ and Y̆ remain unchanged and the circular symmetry property is rotationally invariant.

In many practical interests, it is helpful to know the distribution of the magnitude of the complex RV. It
is essentially a chi-square distribution with two degrees of freedom, also known as the Rayleigh distribution
[10], expressed by

fRx =
rx
σ2
x

exp

(
− r2

x

2σ2
x

)
. (37)

When noise is presented in combination with a deterministic signal, the model becomes a non-zero
mean complex RV: Y = µy +X . If µy is a complex number, a phase shift operation (α = −Arg(µy)) can
be applied on Y to reach a new non-zero mean complex RV: Y̆ = |µy|+XeArg(µy). Once again, the
statistical property of the phase-rotated X remains unchanged due to its circular symmetry. Therefore, any
non-zero-mean complex RV can always be generalized by a complex RV with a positive real mean from a
statistical perspective. The distribution of the modulus of such a complex RV follows the Ricean distribution
[11]

fRy =
ry
σ2
y

exp

(
−
r2
y + |µy|2

2σ2
y

)
I0

(
ry|µy|
σ2
y

)
, (38)

where I0 is the modified Bessel function of the first kind with order zero. These distribution functions are
used for fRx and fRy at the beginning of the derivation in Eq. (7).
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