Chapter One

Imaging and Diffraction with Commericially Available Transmission Detectors*

INTRODUCTION

Scanning electron microscopes (SEMs) are widely available and can provide diverse information on length scales spanning nanometers to several centimeters. These microscopes are usually equipped with several detectors that collect multiple signals. For example, secondary electron detectors are used to image surface topography, backscatter detectors collect images that show atomic number contrast, electron backscatter diffraction cameras are used for texture studies (i.e., grain size and orientation), x-ray detectors for elemental composition mapping, and so on. Many SEMs also include a dedicated transmission electron detector that, with the development of user-friendly software and robust solid-state sensors, have made transmission imaging modes viable in almost any SEM. These transmission detectors are well suited to a host of applications including nanoparticle metrology (Ref 1), imaging beam-sensitive materials (Ref 2), grain texture studies (Ref 3, 4), and defect analyses (Ref 5, 6), for example.

This chapter is an introduction to scanning transmission electron microscopy in a scanning electron microscope (STEM-in-SEM). It describes pros and cons of low-energy STEM-in-SEM imaging (i.e., with primary electron
energies ≤30 keV), introduces common imaging terms, describes several of the commercially available transmission detectors for SEMs, and demonstrates how to obtain qualitative and quantitative information from them. The importance of angular selectivity and access to the electron scattering pattern (i.e., the diffraction pattern) are emphasized. The second chapter describes a programmable detector for imaging and diffraction (Ref 7). Nuances of digital imaging and diffraction are pointed out, several examples showing detector capability are provided, and benefits of having immediate access to diffraction patterns and the ability to generate real-space images on the fly using different regions of the diffraction pattern are demonstrated.

What is STEM-in-SEM?

STEM-in-SEM refers to a collection of characterization techniques that use a focused, convergent electron beam to probe a sample. As in conventional SEM, the beam is typically rastered across a sample to generate an image pixel-by-pixel. Unlike SEM, however, images are not formed with secondary electrons (SEs) emitted from the sample, but with electrons that have transmitted through the sample. Because electrons are charged particles and therefore interact strongly with matter, it is likely that some of the probe electrons will deviate from their original trajectories (i.e., scatter) as they pass through the sample. In addition to scattering, some electrons may also lose energy. Those deviations from the original probe trajectories and the energy losses convey information that can be obtained with an appropriate detector. In this contribution, imaging and diffraction are highlighted.

Why STEM-in-SEM?

STEM-in-SEM is appealing from different perspectives including electron scattering physics, image resolution, financial manageability, accessibility, and ease of use. From a physics perspective, electron scattering is well understood. Models, theories, imaging modes, and analytical methods developed over the last several decades for conventional STEM can be directly applied to STEM-in-SEM. Another appealing physical reason is that electron scattering cross-sections increase as electron energies decrease, meaning that a 30 keV electron beam (typical of SEMs) is more likely to interact with a sample than a 100 keV beam (typical of transmission electron microscopes, TEMs). This increased interaction probability is both beneficial and potentially complicating depending on the sample and the desired information. On the one hand, because scattering probability increases with decreasing beam energy, more scattering events will occur for a given sample thickness as the beam energy
is reduced. This is potentially a complication because theories and models describing plural and multiple scattering can be challenging to apply to image contrast interpretation. Plural and multiple scattering can also elicit unanticipated contrast changes (vide infra) that can also be difficult to interpret without access to the diffraction pattern. On the other hand, the increased scattering probability means that nanomaterials and other samples that do not scatter electrons strongly, such as samples with two-dimensional (2D) atomically thin films and low atomic number (i.e., low-Z), may be well-suited to STEM-in-SEM imaging and analysis. The low beam energy of SEMs is also favorable for samples that are susceptible to knock-on damage at energies above 30 keV. Ionization damage, however, may be challenging to manage at low energies (Ref 8), although workarounds for beam-sensitive samples can sometimes be implemented.

STEM-in-SEM also has the potential to provide better image resolution than conventional SE imaging (~0.7 nm resolution is possible with some modern in-lens detectors). Because samples for STEM-in-SEM are necessarily very thin to minimize multiple electron scattering events, the interaction volume where the signal is generated is very small compared to the teardrop-shaped interaction volume associated with conventional secondary electron imaging of bulk samples.

From a financial perspective, STEM-in-SEM is especially appealing for facilities operating with limited budgets. Consider that electron microscope prices can be estimated based on the maximum beam energy. At approximately $10/eV, a 30 keV SEM is considerably less expensive than a 200 keV STEM or TEM. Although high-energy electron microscopes are indispensable in many ways, solid-state STEM detectors for SEMs may be well worth the investment given the information they can provide. The STEM-in-SEM learning curve is also very manageable, meaning that new users are trained and productive in a short time. SEMs also typically have a large user base, which has the potential to grow with the addition of a STEM detector, and that larger user base can help support microscope facility operating costs.
Required Hardware

STEM-in-SEM hardware requirements are generally minimal. Only a sample holder and transmission detector are required for many imaging applications. Sample holders are available in single- and multisample configurations. Multisample carousel-style holders (FIG. 1A) are convenient for high throughput applications and if samples do not need to be tilted or positioned in unique orientations with respect to the optic axis. Ideally, though, the sample holder allows the user to position a sample anywhere and in any orientation in the vacant space between the SEM pole piece and the transmission detector. To that end, single-sample holders may be convenient and can be purchased commercially or easily fabricated in-house. For example, FIG. 1(B) and (C) show a flexible clamp-style holder that was fabricated from stainless-steel shim stock cut with scissors, and FIG. 1(D) shows a basic sample holder made from a piece of bent aluminum that enables eucentric tilt capabilities (Ref 7).

STEM detectors are available in many configurations. One of the most basic configurations is an apparatus known as a conversion detector (Ref 9). This device holds a sample on the optic axis and in the convergent electron beam (e-) path, and electrons forward-scattered through the sample strike a tilted metal plate where SEs are generated (FIG. 2). Those SEs are detected with a conventional off-axis Everhart-Thornley (ET) style detector common to most SEMs, and an image is generated in the usual pixel-by-pixel method as the

![FIG. 1 (A) Multisample carousel-style holder. (b) Flexible clamp-style single sample holder. (c) Clamp-style holder locating a sample in an arbitrary position between the detector and the pole piece. (d) Sample holder with eucentric tilt capability.](image-url)
FIG. 2 Conversion device for transmission imaging. In normal operation, the tilted plate faces the ET detector. Sample (orange disc) is retained under a small cap inside the shield (black cylinder) which prevents SEs emitted from the sample from reaching the ET detector.

beam is rastered across the sample. The cylindrical shield prohibits secondary electrons originating at the sample from reaching the detector.

More advanced detectors are based on solid-state electron detection methods. A common configuration is shown in FIG. 3(A), where segmented solid-state sensor elements arranged in a concentric annular pattern allow collection of different portions of the transmitted signal. As a result, angular selectivity is enabled. Angular selectivity is important because electrons scattered through different angles convey different information. Because comprehensive angular selectivity is key to extracting the most information from a sample, these detectors usually comprise individually-selectable annular elements. Other common detector configurations comprise either single round sensor elements (i.e., photodiodes) or rectangular sensor elements that enable limited angular selectivity (i.e., the STEM detector shown in FIG. 3B). To demonstrate the utility of these detectors, and to demonstrate that strong contrast and crisp images can be obtained without digital image enhancement or post-processing, Fig. 4 shows two bright-field STEM-in-SEM images recorded with a detector like that in FIG. 3(A). FIGURE 4(A) shows dislocations and a grain boundary in stainless steel, FIG. 4(B) shows mass-thickness contrast exhibited by a 100 nm thick block-copolymer sample that was not stained to enhance contrast. The fact that strong contrast can easily be obtained from a sample comprising small regions of slightly different carbon densities points to the utility of STEM-in-SEM for imaging low-Z materials.
These off-the-shelf detectors enable a nice range of basic transmission imaging capabilities, but a few inexpensive components can significantly enhance their utility. For example, the addition of a small frame and a few exchangeable masks (FIG. 3B) can enable a user to quantify the electron scattering distributions (i.e., diffraction patterns) and to select almost any part of the scattered electron signal for imaging (Ref 10). The support frame and masks can be easily fabricated numerous ways. For example, masks 1, 2, and 3 of FIG. 3(C) were photoetched in stainless steel, and mask 4 was fabricated in Pt/Ir foil using a focused Ga+ ion beam. These masks can be used individually or stacked to enable the desired angular selectivity.
Imaging Modes

Angular selectivity, or imaging with different portions of the transmitted electron scattering distribution, enables implementation of different imaging modes. Broadly speaking, imaging modes can be divided into two categories: bright-field (BF) and dark-field (DF). Bright field images are formed by selecting transmitted electrons that fall within limits defined by the beam convergence angle, $\alpha$ (FIG. 5A). The transmitted electrons contained within $\alpha$ are collectively referred to as the direct beam. Dark field images are formed by selecting anything outside the direct beam (FIG. 5B).

Bright field and DF imaging modes can be subdivided into additional modes to obtain specific information. For example, annular bright field (ABF)
The STEM-in-SEM

FIG. 5 (A) Bright-field and (b) dark-field imaging mode schematics.

mode enables simultaneous low-Z and high-Z elemental contrast (Ref 11), and marginal bright-field (MBF) mode with a thin annular detector can enable enhanced resolution (Ref 12). Dark field images can be subdivided into low-angle annular dark-field (LAADF) where contrast from sample defects can be enhanced, medium-angle annular dark-field (MAADF) where contrast from grain boundaries, material phases, and other defects can be enhanced, and high-angle annular dark-field (HAADF) where elemental contrast (i.e., Z-contrast) can be obtained (Ref 13). The boundaries defining low-, medium-, and high-angle are not rigidly defined, and different imaging modes are obtained simply by changing the inner and outer acceptance angles, $\beta_i$ and $\beta_o$. Note that BF and DF signals can be, and are often mixed to obtain useful information.

STEM Detector Positioning and Alignment

Detector positioning and alignment is important for setting up different imaging modes and to avoid inadvertently mixing different signals. Most detectors are equipped with position adjustment or alignment stages similar to the one shown in FIG. 6(A). To position the detector, an image of the detector surface is observed while the positioning stage knobs are used to move the detector to the desired location. Detectors are typically centered on the optic axis, and most SEMs have a marker indicating the optic axis or the center of the field-of-view (FOV) for alignment purposes. Note that the optic axis actually changes slightly as the beam is rastered across the sample. For example, FIG. 6(B) shows an annular detector centered off the optic axis, and FIG. 6(C) shows the detector
centered on the optic axis. Be aware that on some SEMs, and especially at high magnifications, beam shift controls may be used automatically to make small changes in, or reposition a feature of interest in the FOV. Beam shift essentially moves the optic axis, and because the STEM detector does not automatically move with the beam shift, this may lead to unintentional signal mixing that can complicate image interpretation. To avoid this, beam shift should be zeroed-out and disabled for STEM imaging.

Intentionally moving the detector (or aperture) off the optic axis, however, can sometimes elicit useful contrast (Ref 14, 15). For example, transmission images exhibiting topographic-like contrast (i.e., shadowing) can be obtained by aligning the optic axis with the edge of an aperture or detector. Figure 7 shows the effect using 30 nm gold particles drop-cast on an ultrathin carbon/lacey carbon support film. The DF image (FIG. 7A) was recorded with the aperture centered on the optic axis (red cross-hairs), and the BF image (FIG. 7B) was recorded with one of the open annular regions centered on the optic axis. Discrete particles and an edge of the lacey carbon support are visible in both images. The edge of the aperture was then aligned with the optic axis (FIG. 7C, inset) and an image was recorded with focus at the sample (FIG. 7C). Topographic-like contrast can be observed that is not evident in the BF or DF images.

**FIG. 6** Detector positioning. (a) An xyz-positioning stage for a STEM detector. (b) Image of a solid-state detector positioned slightly off the center of the FOV. (c) Detector centered on the FOV.
FIG. 7 Detector alignment effect on contrast from 30 nm Au particles in residual sodium citrate stabilizer on an ultrathin carbon support. (a) ADF image recorded with the aperture centered on the optic axis. (b) BF image recorded with an aperture offset from the optic axis. (c) High magnification transition region image recorded with the aperture edge on the optic axis. (d) Low magnification image of the transition region with the aperture edge on the optic axis.

(i.e., residual sodium citrate surrounding the particles and small bumps on the carbon support film). A low magnification image of the transition region (FIG. 7D) shows how the contrast changes from BF to DF at the edge of the aperture. When the opposite aperture edge is used, the transition region contrast reverses as does the shadowing direction.

Beam Convergence and Acceptance Angles

Interpreting image contrast and extracting quantitative information from transmission images often requires knowledge of the detector acceptance angle, $\beta$, and the beam convergence angle, $\alpha$. Figure 8 shows a schematic of these and other parameters including the camera length, CL (i.e., the distance between the sample and the effective detector surface), for different detector configurations. Camera length is an important parameter because it provides a way
to select electrons scattered through specific angles by simply adjusting the z-height of the SEM sample positioning stage, and hence implementation of different imaging modes. Because there are no post-sample lenses in an SEM, it also functions as a magnification control for diffraction mode. Camera length ranges vary depending on SEM chamber size, but values up to ~20 mm (~0.79 in.) are generally accessible in a medium-sized chamber. Camera length can be determined experimentally by using a secondary electron detector to record a well-focused image of the transmission detector surface and another of the sample, and then subtracting the two working distances (WD) indicated by the SEM: \( CL = WD_{\text{sample}} - WD_{\text{detector}} \).

**FIG. 8** Schematics showing acceptance angle, \( \beta \), as a function of annular detector configuration. Parameters are defined in the text. (a) Annular detector with no mask. (b) Single mask with annular aperture. (c) Stacked masks with \( \beta_i \) defined by the top mask and \( \beta_o \) defined by the bottom mask. (d) Stacked masks with \( \beta_i \) defined by the bottom mask and \( \beta_o \) defined by the top mask.
Acceptance angles, $\beta$, can be calculated if the detector element and/or aperture dimensions, $R_i$ and $R_o$, are known. For an annular detector with no mask (FIG. 8A), the inner acceptance angle $\beta_i = \tan^{-1}(R_i/CL)$, and the outer acceptance angle $\beta_o = \tan^{-1}(R_o/CL)$. If masks are used, they will have a finite thickness ($t$) that should be included when calculating angles (Fig. 8b–d). In these cases, an image of the mask surface ($s$) should be recorded so that the distance between the sample and the top of the mask ($H$) and other stacked mask surfaces can be measured and used for calculations. If masks are stacked to obtain specific annulus dimensions, it may be beneficial to have the top mask defined $\beta_i$ because the finite mask thickness can limit the accessible angles in some cases. Note that the acceptance angle span, $d\beta = \beta_o - \beta_i$, changes as the CL (or $H$) is changed. The midpoint of the acceptance angle span at a given CL is $\beta_{\text{mid}} = (\beta_o + \beta_i)/2$.

Figure 9 demonstrates how $\beta$ changes with $H$ for masks 2, 3, and 4 of FIG. 3(C). For mask 1 (the widest aperture), $\beta$ can be inferred from the figure. As the plot shows, a large range of angles, and hence different imaging modes, is accessible with each aperture simply by changing the distance $H$ between the sample and the mask ($s$). Larger acceptance angles are obtained with the sample positioned near the detector and smaller angles with the sample near the pole piece. For the stacked mask configuration (mask 3), when $H < 2.3$ mm, no signal will reach the detector because $\beta_i > \beta_o$, and therefore, the maximum acceptance angle accessible with this configuration is 193 mrad. If the masks were instead stacked like configuration Fig. 8(d), electrons would be able to pass through the aperture for the entire range of $H$.

**FIG. 9** Detector acceptance angles for three annular apertures of Fig. 4 as a function of the distance between sample and mask/aperture, H. Colored dashed lines indicate $\beta_{\text{mid}}$, and the solid black lines indicate $\beta_i$ and $\beta_o$ for the indicated aperture. Inset text indicates inner and outer acceptance angles for each of the three masks when $H = 5$ mm.
The primary electron beam convergence angle, $\alpha$, can be controlled to a limited extent on many machines by choosing one of the beam-limiting apertures and adjusting the SEM working distance. Some SEMs also have adjustable condenser lenses that can be used to control $\alpha$ albeit usually at the cost of spot size control. As will be shown, different imaging modes and information can be obtained by changing $\alpha$ but it is not necessarily an easy parameter to quantify experimentally. One procedure is to measure the beam diameter at different working distances and apply some basic trigonometry to calculate $\alpha$ (Ref 16). Alternatively, if an on-axis diffraction camera is available, $\alpha$ can be measured by forming a convergent beam electron diffraction (CBED) pattern, measuring the resulting discs, and applying some basic trigonometry (Ref 17). Manufacturers of SEM may also provide an equation that enables $\alpha$ to be calculated as a function of WD and aperture diameter. To give readers a feel for convergence angles accessible with a common 30 µm beam limiting aperture in one modern SEM, $\alpha \approx 7.5$ mrad at WD = 1 mm, and $\alpha \approx 2.5$ mrad at WD = 20 mm (Ref 7). Note that illumination becomes more parallel with longer working distances. Also note that larger beam limiting apertures will enable larger convergence angles while smaller apertures will enable smaller convergence angles (i.e., more parallel illumination). Parallel and convergent illumination are important concepts, especially for imaging in diffraction mode.

**Using the Masks**

Beyond enabling different imaging modes, masks can be used to quantify transmitted electron scattering distributions (i.e., diffraction patterns), which in turn can help with image contrast interpretation. Figure 10 demonstrates the process for a polycrystalline aluminum sample. First, a sufficiently narrow aperture is selected (Ref 18) and the relationship between CL and $\beta$ is calculated. Note that $d\beta$ must be sufficiently small that only a narrow slice of the scattering distribution can hit the detector, otherwise the signal may be integrated over too large a range to discern fine details in the scattering distribution. Then, with the annulus centered on the optic axis, the SEM sample positioning stage is used to step the sample through the available CL in small increments of $\Delta z$. At each step, and with the STEM detector gain settings held constant, a focused image of the sample is recorded. The detector gain setting should be adjusted such that the minimum gray level is always greater than zero, and the maximum gray level does not saturate the detector in any of the images. This requires some initial investigation to determine $\beta_{mid}$ at which the image exhibits the greatest intensity.

Figure 10 shows two cropped images of the polycrystalline aluminum sample recorded at different CLs using mask 4 of Fig. 3. One image shows
widespread speckle (FIG. 10A) and the other shows almost no contrast (FIG. 10B). In each image, the average intensity is measured in a region of interest (i.e., within the large dashed rectangle), and the average background intensity is measured at a through-hole in the sample (i.e., within the small dashed square). Those two values are subtracted and the difference is divided by \( d \beta \). (For reference, the values obtained from the images are inset in the figure.) The standard deviation of the intensity in each region of interest can also be determined and divided by \( d \beta \). When plotted as a function of \( \beta_{\text{mid}} \) (FIG. 10C), the intensity measurements represent the azimuthally-integrated scattering distribution (i.e., diffraction pattern). Distinct peaks corresponding to specific Bragg reflections can be observed in both curves. For reference, the two vertical dashed lines indicate \( \beta_{\text{mid}} \) where the two images were recorded.

These results show that with a sufficiently narrow annular aperture (detector) it is possible to record images showing grains with specific orientation. Noting that \( \beta = 2 \), where \( \beta \) is the Bragg angle for a specific reflection (FIG. 11A), the scattering angle for grains of the desired orientation can be calculated using the Bragg equation \( \beta_{\text{mid}} = 2 = 2 \sin^{-1}(n/2d) \). The CL can then be adjusted to obtain contrast from different reflections. As an example, using \( d_{111} = 0.233 \text{ nm} \) for aluminum and \( \lambda = 6.98 \text{ pm} \) (30 keV electrons), \( \beta_{\text{mid}} = 0.03 \text{ rad} \). \( n = 1 \). Figure 11(b) shows ADF image of the polycrystalline aluminum sample recorded with \( H \approx 7 \text{ mm} \). The bright regions are grains with (111) orientation parallel to the optic axis. This is an example of diffraction contrast.

Application-specific masks can be easily fabricated using a focused ion beam-equipped SEM (FIB-SEM). For example, the mask shown in Fig. 12(a) was made from a small piece of household aluminum foil. The foil was supported by taping it to the underside of a stainless-steel mask with a round hole in it (FIG. 12B), and six 33 \( \mu \text{m} \) diameter holes were milled through the foil with a Ga\(^+\) ion beam. With the mask placed in the support frame and the six-hole pattern centered on the FOV, the CL was adjusted to allow electrons scattered into the 2nd order ring of graphene diffraction spots to pass through the six apertures (FIG. 12C). The series of images was recorded as the sample was rotated through 60 degrees about the optic axis. At each angle where graphene grains were in the appropriate orientation to scatter electrons through the holes, a bright region appeared in the image. Those images and bright regions were compiled into a colorized map (FIG. 12D) showing grain orientation as a function rotation angle (Ref 19). Besides being an extremely inexpensive addition to a basic off-the-shelf detector, this approach enables grain orientation mapping in atomically thin samples where traditional Kikuchi diffraction techniques have not yet been shown to be effective.
FIG. 10  Quantifying the 30 keV electron scattering distribution in polycrystalline aluminum using a narrow annular aperture ($t = 17.8 \, \mu\text{m}$) and a series of ADF images. ADF image recorded at (a) $H = 4.34$ mm showing widespread speckle, and (b) $H = 3.19$ mm showing negligible speckle. (c) Azimuthally-integrated scattering intensity distribution (i.e., the diffraction pattern) as a function of acceptance angle, $\beta_{\text{mid}}$.

FIG. 11 (A)  The relationship between acceptance angle, $\beta$, and the Bragg angle, $\theta$. (b) ADF image of polycrystalline aluminum with imaging conditions selected to highlight grains with (111) orientation.
Contrast Reversal and Qualitative/Intuitive Image Interpretation

For some samples and imaging configurations, unanticipated contrast reversal may be observed in STEM-in-SEM images (Ref 20). This contrast reversal may complicate both qualitative and quantitative image interpretation. The approach used above to quantify the polycrystalline aluminum diffraction pattern can be used to quantify the scattering behavior in different regions of a sample in a manner akin to selected-area diffraction in a TEM, and this can help explain contrast. For example, Fig. 13(a) and (b) show two ADF images of a sample comprising nine pads of amorphous carbon/platinum. Both images show mass-thickness contrast, and the contrast is curiously reversed in the images. To better understand the reversal, a procedure similar to the one followed for the polycrystalline aluminum sample can be applied. Rather than using a single region of interest though, nine separate regions can be measured in each image of the set. Figure 13(c) shows a plot of the net intensity (I_{avg} - I_{bkgd}) exhibited by the nine pads and a few other regions as a function of β\text{mid}. Note that the data in Fig. 13(c) were not normalized to dβ, and therefore...
graphically represent what is observed by eye in the images at different CLs. When the data set is normalized to $d\beta$ (FIG. 13D); however, it more accurately represents the electron scattering distribution.

Both Fig. 13(c) and (d) show that image intensities are not a monotonic function of thickness and do not necessarily reflect the sample thickness in an intuitive manner when $30 < \beta < 200$ mrad. If qualitative thickness information is desired, imaging conditions should be set to select electrons scattered outside this range. A reasonable conclusion might be to record a BF image and use that for mass-thickness contrast interpretation. The challenge with that approach is that most BF detectors are sufficiently large to collect all of the BF signal and a notable portion of the DF signal. This complicates contrast interpretation because images collected over a large acceptance angle may exhibit intensities that are averaged in a complex way and may not necessarily be representative of sample thickness. Intensity distributions of the thinnest regions also exhibit local maxima suggesting short-range structural ordering (Ref 21). With increasing sample thickness, those local maxima disappear, and the distributions broaden because of the increasing number of scattering events.

**FIG. 13** Contrast reversal and intensity distributions in images of an amorphous carbon/platinum sample with nine pads of different thickness. ADF image (a) low-angle, (b) high-angle. (c) Intensity distributions for each of the nine pads. (d) Intensity distributions normalized to $d\beta$. Vertical dashed lines indicate $\beta_{\text{mid}}$ at which the images were recorded.
resulting in random forward-scattering of the probe electrons. This suggests a limit to sample thickness for obtaining short- and medium-range structural information about the sample.

To that end, sample thickness is one of the biggest challenges for STEM-in-SEM imaging. In general, thinner is better but it depends on the application. For example, samples for grain orientation mapping by transmission Kikuchi diffraction (Ref 3) must be thick enough to allow inelastic scattering and the successive elastic scattering processes that elicit Kikuchi lines. Putting sample thickness into perspective, the total mean free path (mfp, elastic + inelastic) for 10 keV electrons in carbon is approximately 4.4 nm, and for 30 keV electrons it is closer to 14 nm. For gold, the total mfp is approximately 1.3 nm at 10 keV and 2.7 nm at 30 keV (Ref 22). In an ideal world, samples would be no more than one mfp thick so that contrast is more amenable to direct interpretation by eye and substantiation by simulation. Realistically, though, samples can still be several mfp thick and still be amenable to analytical interpretation.
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Chapter Two

Imaging and Diffraction with a Programmable Pixelated Detector

INTRODUCTION

In this chapter, a digital detector that enables both imaging and diffraction in one programmable system is described (Ref 1). The commentary provided here is not exclusive to this detector, and much of it can be applied to emerging digital systems for STEM-in-SEM imaging and diffraction applications (Ref 2).

A Pixelated Programmable STEM Detector

Figure 1(a) shows the programmable scanning transmission electron microscope (p-STEM) detector attached to an SEM, and Fig. 1(b) shows a closer view of some of the components for comparison with Fig. 1(c) where the signal path is illustrated. The detector works as follows: A convergent electron beam (e-) is rastered across a sample, and transmitted electrons (both scattered and unscattered) striking the phosphor with sufficient energy will cause photon emission. Part of that photon signal is reflected outside the SEM vacuum chamber by a mirror and through a short lens assembly to a 1024 by 768 pixels array of micromirrors. The micromirror array, or digital micromirror device (DMD), serves as a virtual objective aperture (or equivalently, a virtual detector) that enables the user to direct the transmitted electron signal (i.e., the photons) through
another short lens assembly (optics) to either a CMOS digital camera (D1) for recording images of diffraction patterns, or a photomultiplier tube (PMT, D2) for real-space STEM imaging.

Signals from D1 and D2 can be recorded and displayed multiple ways. For example, the PMT can be used as an auxiliary input and directly synchronized with the SEM imaging system much like a conventional Everhart-Thornley (ET) electron detector. Alternatively, signals from D1 and D2 can be digitally acquired external to the SEM and displayed/modified/analyzed by use of non-proprietary software.

The DMD is central to detector operation. Each micromirror can be tilted to one of three positions including off (i.e., no tilt) and ±12 degrees (i.e., either towards D1 or D2). Essentially, the array serves as an electronically configurable, virtual objective aperture (detector) that can take on any user-defined shape on the fly. Aperture shapes are created by programming digital images to the DMD to tilt the mirrors in the desired direction. For example, Fig. 2(a) shows a 1024 by 768 pixels black and white image of a small annulus. Each white pixel in the image is used to command the corresponding mirror in the

**FIG. 1 (A)** Programmable detector for STEM-in-SEM. (b) Closer view of some components. Optical paths are covered to block stray light. (c) Signal path schematic. Electron paths are shown in green, photon paths are shown by the dashed lines. D1 is a digital camera and D2 a photomultiplier.
DMD array to tilt towards the PMT. Figure 2(b) shows a closer view of the DMD mirror array with the annulus image programmed to it. Individual mirrors can be observed (13.7 μm squares), and those that are bright are tilted towards the PMT, thereby forming a virtual annular aperture for real-space imaging. In this configuration, the only signal reaching the PMT will be whatever is reflected by the virtual annular aperture. More specifically, this aperture was programmed for marginal bright-field (MBF) imaging with electrons scattered between 5 and 10 mrad.

Apertures programmed to the DMD need not be limited to conventional round, annular, or segmented annular geometries, but any pattern can be programmed to the DMD, meaning that most conventional transmission imaging modes can be implemented, and new imaging modes can easily be explored on the fly. For example, rather than using a single round aperture for ADF imaging, multiple apertures can be used to simultaneously capture signals from different diffraction spots much like the aluminum foil mask that was used to

FIG. 2 (A) Small annular mask to be programmed to the DMD for LAADF imaging. (b) Image recorded in the SEM of the small annulus programmed to the DMD. White pixels are mirrors tilted towards the PMT, and crosshairs indicate the optic axis, or the center of the FOV on the SEM image display. (c) Virtual annular apertures programmed to the DMD at different CLs.
quantify graphene grain orientation in chapter 1. Moreover, the ability to automate imaging with programmable scripts to tilt different mirrors incrementally or in specific patterns is feasible either with the DMD software or with other commercial or open-source software. Additionally, all of the DMD mirrors can be tilted towards the camera so that a diffraction pattern can be captured at each raster spot. In this way, many of the emerging 4D STEM techniques (Ref 3) are possible in an SEM.

Detector alignment is also important with this system, and several alignments may be necessary depending on the goal of the imaging session. An xyz-positioning stage is used for coarse mechanical alignment. The idea is to approximately center the DMD array on the optic axis, and to optimize the space between the phosphor and the pole piece (i.e., to maximize the available CL). Another alignment involves positioning the aperture(s). For example, the annular pattern in Fig. 2(b) is nearly centered on the optic axis, but the annulus is not centered in the digital image programmed to the DMD (Fig. 2a), nor does it need to be. Although the virtual apertures can be positioned mechanically using the xyz-positioning stage, it is easier to position them electronically by tilting different mirrors. A more critical alignment, perhaps, is between the object plane and the detector image plane. (Note that the phosphor is effectively the object plane.) This step is required to ensure that STEM images and diffraction patterns are not rotated, distorted, or otherwise out of alignment with each other, and that objects in images recorded with other SEM detectors align with objects recorded in STEM images. These image/object plane misalignments are determined electronically, and if desired, corrections can be automatically applied to images and diffraction patterns (Ref 1).

As with any digital imaging system, the pixelated signal must be considered. This is especially important for the small angles associated with electron scattering. For example, Fig. 2(c) shows different annular apertures programmed to the DMD at different CLs. When short CLs are used to collect signals at very small acceptance angles, individual pixels (i.e., mirrors) may not be small enough to accurately reproduce an aperture (detector) with the intended shape. For example, at 5 mm CL, a single mirror defines $\beta_i = 1$ mrad, but eight mirrors define $\beta_i = 2$ mrad, meaning that the aperture is better approximated as round with more mirrors. Moreover, useful intensity variation may exist within a small scattering angle (i.e., there is almost always intensity variation within the direct beam, and often in convergent beam electron diffraction (CBED) discs) that a single mirror will not be able to resolve. Longer CLs will generally enable better resolution by allowing more mirrors to reflect the signal.
Imaging and Diffraction with the p-STEM Detector

Basic imaging and diffraction with the p-STEM detector are demonstrated in Fig. 3 which shows images of carbon nanotube synthesis byproducts deposited on a lacey carbon substrate. A large agglomerate of amorphous carbon is visible in the SE image (FIG. 3A), and faint spots (presumably catalyst particles) can be observed within some of the globules. To better identify and define the spots, BF (FIG. 3B) and ADF (FIG. 3C) images can be recorded with the p-STEM detector. (Images of the different virtual apertures programmed to the DMD are shown.) Contrast observed in Fig. 3(b) and (c) suggests that the particles are of different composition than the amorphous carbon. The diffraction patterns can be recorded from individual particles by tilting all of the DMD mirrors towards the CMOS camera, positioning the electron beam at locations of interest on the sample, and recording images of the scattering patterns with the camera (FIG. 3b). Diffraction patterns collected from three spots suggest the particles are crystalline and the surrounding globular material is amorphous. Although the BF image was used to select the spots at which to position the beam, any real-space image of the sample from any detector on the SEM could also be used.

FIG. 3 Images of carbon nanotube synthesis byproducts. Virtual apertures are shown above their respective STEM image. (a) SE image recorded with an ET detector. (b) Conventional BF STEM images and diffraction patterns obtained from the indicated spots. (c) ADF image showing Z-contrast. MBF images, (d) and (e), with slightly different inner acceptance angles.
Figures 3(d) and (e) show additional detector utility. Here, two nearly identical apertures were programmed to the DMD to demonstrate MBF imaging. In this mode, both low-Z and high-Z components are simultaneously visible, and the catalyst particles can be easily discerned from the amorphous carbon. A closer view (Fig. 3e) reveals contrast variation suggestive of structural inhomogeneity within many particles. Perhaps the most apparent difference between the two images, however, is the background. When $\beta_i = 5$ mrad (Fig. 3d), the background is dark because the signal from the direct beam is blocked by the aperture. When $\beta_i = 4$ mrad (Fig. 3e), the background is brighter because the aperture allows part of the direct beam to contribute to the image signal. By varying the aperture inner radius, $\alpha$ can be quantified and an equation developed to estimate its value at different working distances and for different beam-limiting apertures (Ref 1). For the SEM used here, $\alpha \approx 2.73 \frac{D}{12.4 + WD}$, where $D$ (mm) is the beam limiting aperture diameter and $WD$ (mm) is the working distance indicated by the SEM. So, in addition to enabling nonconventional imaging modes, the detector can also be used to glean information about the SEM.

Diffraction patterns are not limited to being obtained from discrete points on the sample, but can also be obtained from large areas. This is useful for beam-sensitive materials like the sample shown in Fig. 4. Here, ~4.6 nm thick zeolite sheets (Ref 4) were imaged in ADF mode with the indicated aperture programmed to the DMD. The rectangular areas of adventitious carbon indicate the regions from which the diffraction patterns were obtained. Total integration time for each diffraction pattern was ~2 seconds with very short pixel dwell time. Although significantly shorter integration times are feasible, this setting was used so that contrast in the diffraction patterns could be observed by eye with no digital image enhancement.

The images and diffraction patterns in Fig. 4(a) also demonstrate the importance of detector alignment. For example, zeolites in the ADF image exhibit a distinct orientation that the diffraction pattern should replicate. The diffraction pattern on the top-right is shown without applying the detector alignment correction, and the pattern does not align well with the zeolite sheet. Detector misalignment was accounted for in the other two diffraction patterns, and both are well-aligned with the sheets as they appear in the real-space ADF image. Notice that the diffraction pattern in the lower-left was recorded from an area of two overlapping and slightly rotated sheets. The slightly rotated sets of diffraction spots can be used to measure the relative rotation between the two sheets. Relative rotation information can also be obtained from moiré fringes, which are large-scale interference patterns that can be produced when an opaque ruled pattern with transparent gaps is overlaid on another similar pattern (Fig 4B).
Here, the superlattice due to two stacked sheets varies because the sheet alignment varies (Ref 5).

The next example demonstrates another method to visualize and quantify grain orientation in monolayer graphene. Figure 5(a) shows a secondary electron (SE) image of dirty monolayer graphene with a few torn areas. There is no way to discern anything about grain orientation from the SE image, and transmission Kikuchi diffraction techniques commonly used to determine grain orientation in SEMs will not work with this sample. Two points were chosen in this image, and diffraction patterns were obtained at those locations with the p-STEM detector (FIG. 5B AND C). Twelve faint but distinct spots can be observed in each diffraction pattern, and the 12-spot patterns are rotated with respect to each other by ~10.5 degrees. Twelve small circles, each corresponding to a distinct 4 mrad aperture, were then drawn over the 12 spots in diffraction pattern 1 (FIG. 5D, green circles), and an image file (FIG. 5E) was generated based on those 12 circles. With the image file programmed to the

**FIG. 4** ADF STEM images of 2D zeolite sheets (a) obtained using a 30 – 250 mrad virtual annular aperture and various diffraction patterns, and (b) showing moiré fringes.
DMD, the PMT was used to record a real-space DF image in which a large continuous bright region representing a single grain of graphene is visible (FIG. 5F). A similar real-space image based on diffraction pattern 2 indicated that the surrounding graphene was all rotated ~10.5 degrees with respect to the large central grain. As might be anticipated based on these results, mapping grain orientation automatically is feasible with this detector by programming a rotating set of spots to the DMD.

Another example showing the benefits of access to the diffraction pattern in an SEM and the angular selectivity provided by the p-STEM detector is demonstrated using (001) oriented gold foil. (Note that at ~11 nm, the foil is thicker than one mfp for 30 keV electrons in Au.) This classic sample exhibits twinning and double diffraction (Ref 6, 7). For example, Fig. 6(a) shows a conventional BF image where the white regions are holes in the film, and the black streaks
are twin defects. Figure 6(b) shows a spot diffraction pattern obtained using a 30 μm beam-limiting aperture with focus at the phosphor (i.e. with the WD set below the sample for parallel illumination). Numerous spots are visible, and the faint green circle centered on the direct beam shows the 10 mrad virtual aperture used for the BF image. Convergent-beam electron diffraction patterns (Fig. 6c) and on-axis Kikuchi diffraction patterns (Fig. 6d) can also be easily obtained by adjusting □.

**FIG. 6** Au foil with the (001) zone axis approximately parallel to the optic axis. Images obtained using 30 keV primary electrons. (a) 10 mrad BF image, (b) spot diffraction pattern obtained with 30 μm beam limiting aperture and focus under the sample for parallel illumination. (c) CBED pattern obtained with 60 μm beam limiting aperture and focus at the sample. (d) Diffraction pattern obtained with 60 μm beam limiting aperture showing Kikuchi lines and spots.
Conventional annular imaging modes and the different contrast that can be observed in these modes from the Au foil are shown in Fig. 7. It shows a LAADF image ($20 < \beta < 50$ mrad, indicated by the green annulus in the inset diffraction pattern). The short streaks (i.e., twinned regions) exhibit greater intensity than the rest of the sample, emphasizing the utility of the imaging mode for defect contrast enhancement. Figure 7(b) shows a MAADF image ($50 < \beta < 100$ mrad). Defects are faint but still visible, and matrix regions show stronger contrast with respect to the background vacuum intensity. The acceptance angle is widened in Fig. 7(c) ($50 < \alpha < 100$ mrad), and although the image intensity increases overall, it is not immediately apparent that the image is different from Fig. 7(b). It does, however, show variation in bright regions compared to the BF image in Fig. 6(a). Figure 7d shows an ADF image comprising a large portion of the scattered electron signal ($20 < \beta < 200$ mrad). The contrast is complementary to that observed in the BF image.

The images in Fig. 7 show the utility of annular imaging modes, specifically that different imaging modes reveal different microstructure aspects including defects. However, other imaging modes may be better for defect analysis. Therefore, consider the diffraction pattern of Fig. 6(b). Kinematically allowed diffraction spots, several small satellites around those spots, and other miscellaneous spots (sometimes referred to as forbidden reflections) can be observed among and around the allowed spots. The satellites around the allowed spots are due to double diffraction from the twinned regions (Ref 6). Figure 8 shows how those and other spots can be selected to show defect and other contrast. For example, Figure 8(a) shows a DF image recorded with electrons scattered into 24 allowed spots highlighted by the green circles in the inset diffraction pattern. (Each green circle represents a 4 mrad aperture.) No intensity associated with twin defects is apparent in the real-space images, but the defects can still be observed as dark streaks. To observe intensity due to twin defects, different satellite spots can be selected as shown in Fig. 8(b) to (f). For example, multiple spots can be selected to increase defect image intensity (Fig. 8b), or single spots can be selected to visualize twins with specific orientation (Fig. 8 c and d). Figure 8(e) shows an image from electrons scattered into what appears to be a satellite around a forbidden reflection. Figure 8(f) shows an image comprising the direct beam and a (200) reflection in which different parts of the twin defects are highlighted compared to Fig. 7(a) and 8(b). These images were collected on the fly in only a few minutes by observing the diffraction pattern and manually selecting specific electrons to form the different image signals. No specimen tilting is necessary to establish specific diffraction conditions. It is also possible to collect a diffraction pattern at each beam raster spot and reconstruct the real-space images based on the set of diffraction patterns. This image reconstruction approach is one of numerous recent developments.
in conventional scanning and transmission electron microscopy that also lends itself well to STEM-in-SEM.

**The Future of STEM-in-SEM**

The future of STEM-in-SEM is promising. The introduction of on-axis digital imaging and diffraction instrumentation has the potential to enable both well-developed existing and emerging STEM techniques in nearly every SEM. For example, the collection of emerging techniques referred to as four-dimensional (4D) STEM (Ref 3), can be implemented in almost any SEM with the p-STEM detector described here. Rather than imaging in three dimensions over time (i.e., xyz-t space), 4D STEM commonly refers to recording a two-dimensional image (either in real or reciprocal space or both) at each spot on a two-dimensional grid of predefined beam raster positions. Four-dimensional data sets usually comprise hundreds or thousands of images requiring significant data storage and handling capabilities. Data in these sets can also be redundant, meaning that intelligent imaging strategies are desirable. Machine learning strategies may be useful for imaging automation and data analyses.
By combining images in different ways, phase information can be obtained from methods including ptychography (Ref 9, 10) and differential phase contrast imaging. Other information such as thickness and sample tilt can be obtained, as well as maps of strain (Ref 11, 12), and grain orientation (Ref 13). Another emerging technique uses thermal diffuse scattering in the space between CBED diffraction discs as a local temperature probe (Ref 14). With an appropriate calibration curve, sample temperature can conceivably be measured during in operando experiments.

Beyond imaging and diffraction, it is only a matter of time before SEM manufacturers make additional instrumental capabilities available. For example, aberration correctors and energy filtering devices for imaging and electron energy-loss spectroscopy (EELS) instrumentation are beginning to appear on advanced SEMs (Ref 15, 16). Spot sizes sufficiently small to enable atomic resolution imaging are sure to follow. Combining a STEM detector and FIB-SEM (commonly used for preparing thin samples for transmission imaging) would also create a very powerful fabrication and characterization tool. Not only can different masks be fabricated for simple detectors as described in chapter 1, but sample thinning procedures can be optimized by using the STEM detector to monitor electron transparency, and then the sample can be imaged and analyzed without removing it from the microscope. In this way it may be possible to obtain much of the desired information from a sample at 30 keV or lower in an SEM without turning to high-keV microscopes.
FIG. 8 DF images of (001) oriented gold film using electrons scattered into (a) 24 kinematically allowed reflections, and (b) four satellite spots. Images (c) and (d) comprising different satellite spots from the 020 reflection showing defects oriented in different directions. (e) Image from a satellite spot around a kinematically forbidden reflection. (f) Image formed with the direct beam and a single diffracted beam. All images show the same field-of-view.
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