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Core hole processes in x-ray absorption and photoemission by resonant Auger-electron spectroscopy
and first-principles theory
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Electron–core hole interactions are critical for proper interpretation of core-level spectroscopies commonly
used as analytical tools in materials science. Here we utilize resonant Auger-electron spectroscopy to uniquely
identify exciton, shake, and charge-transfer processes that result from the sudden creation of the core hole in
both x-ray-absorption and photoemission spectra. These effects are captured for the transition-metal compounds
SrTiO3 and MoS2 by fully ab initio, combined real-time cumulant, and Bethe-Salpeter equation approaches to
account for core hole dynamics and screening. Atomic charges and excited-state electron-density fluctuations
reflect materials’ solid-state electronic structure, loss of translational symmetry around the core hole, and
breakdown of the sudden approximation. They also demonstrate competition between long- and short-range
screening in a solid.
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I. INTRODUCTION

Absorption of a photon and emission of an electron is
not simply a two-particle process, as demonstrated by the
rich satellite and multiplet structures observed in x-ray ab-
sorption spectroscopy (XAS) and x-ray photoelectron spec-
troscopy (XPS) spectra. Multiplets arise from the angular
momentum coupling of the core hole with the unpaired
valence electrons or magnetic structure of the atom, while
satellites arise from the discrete valence excitations that oc-
cur in response to its sudden creation [1]. For noble gases,
satellites involve transitions between electronic states within
the ionized atom (“shake-up”), or multiple ionizations that
promote additional electrons into the continuum (“shake-off”)
[2,3]. Because of the chemical bonding in molecules and
solids, it has been suggested that electrons can even hop be-
tween atoms during core photoionization, giving rise to what
have become known as “charge-transfer” shake-up excitations
[4–6].

Historically, the theory of x-ray satellite structure has been
based primarily on the sudden approximation [2,3,7–9]. That
is, it is assumed that the N particle Hamiltonian changes from
H(N) to H′(N − 1) because of the sudden creation of the
core hole, while the many-electron wave function otherwise
varies continuously [10]. The initial state of the photoionized
atom is therefore taken to be the ground state of the neutral
system less the photoelectron. This state can be expanded
in eigenstates of the ionized system H′ in terms of overlap

integrals:

�(N − 1) =
∞∑

n=0

〈� ′
n(N − 1)|�(N − 1)〉� ′

n(N − 1). (1)

The overlapping part of �(N − 1) with � ′
0(N − 1) con-

tributes to the main photoemission line, whereas the contribu-
tions for n > 0 are satellites. Photoemission can therefore di-
rectly probe many-body interactions and electron correlation
in atoms, molecules, and solids.

While satellites in atomic and small molecular systems
have been interpreted within the sudden and Hartree-Fock
approximations [8], satellites in solid-state systems and
especially the transition-metal compounds have remained
contentious. Early work attributed the primary or “main”
cation photopeak to direct photoionization and its satellite to
monopole ligand-to-metal charge transfer [4–6]. Later theo-
retical studies, however, assigned the primary peak to a “well-
screened” core hole, screened by the transfer of an electron
from a ligand atom to the metal atom, and its satellite to
an “unscreened” core hole or direct photoionization [11–14].
These theories, however, often consider small clusters and
solve a model Hamiltonian within an Anderson-impurity limit
that incorporates ad hoc fitting parameters in addition to
arbitrary long-range screening channels, each of which carries
its own free parameters [15].

Recently, a first-principles theory utilizing the cumu-
lant representation of the core hole Green’s function in a
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real-time, time-dependent density-functional-theory (RT-
TDDFT) calculation has been developed for charge-transfer
satellites in solid-state systems [16]. To date, this approach
has predicted the Ti 2p satellite structure of TiO2 [16];
the Ni 1s, 2p, and 3s satellite structures of NiO [16]; and
the doping dependence of the metallic screening for binary
metallic alloys [17]. It has also successfully been applied
to the plasmon structure of Si [18] and Na [19] where the
GW approximation for the self-energy is known to fail. The
method has advantages over more traditional frequency-based
formalisms because it is a real-time, real-space approach
that follows the time evolution of the many-body system
in addition to that of the excited-state electron densities, as
was demonstrated for the high energy satellite structure of
TiO2 [16]. Considering this relatively new development, a
robust experimental method that can uniquely distinguish the
physical nature of these many-body excitations is required to
aid further development of such first-principles methods that
model both ground and excited-state electronic structures.

In this paper, we apply the resonant Auger effect to
the excited-state electronic structure of transition-metal com-
pounds. We demonstrate that the technique can uniquely
identify exciton, shake, and charge-transfer processes that
result from the sudden creation of the core hole in both
XAS and XPS spectra. Ironically, it is the breakdown of
the sudden approximation [Eq. (1)] on energetic grounds
[8] that affords this unique experimental measurement: As
stated by Hedin, “At photon energies which are barely large
enough to take the electron above the Fermi level there is
clearly no energy available to make satellites (or line-shape
asymmetry)” [20]. Also note Siegbahn’s discovery that the
Auger deexcitation spectrum of a core hole retains informa-
tion of the initial charge state of the photoionized atom [21].
Therefore, by directly measuring the electrostatic contribution
to the excited-state Auger decay as a function of photon
energy above a core-ionization threshold, the direction and
nature of the charge transfer associated with the eigenstates
of Eq. (1) can be uniquely determined. This simple phys-
ical interpretation is gleaned from argon gas where the Ar
3p → 4p shake-up transition is observed as a “satellite” peak
in the Auger spectrum occurring at 15-eV-higher binding
energy than the main or “diagram” Auger line [22]. This
satellite “turns on” in the Auger spectrum at the “shake”
threshold which is 25 eV above the main 1s → 4p transition
[23,24].

Our paper is structured as follows. First, we describe the
real-time cumulant and Bethe-Salpeter equation (BSE) calcu-
lations and give experimental details. Second, we present the
Ti 1s and the S 1s XPS spectra for SrTiO3 and MoS2. These
materials are ideal for a comparative Auger study of x-ray
satellites because they enable investigations of the excitation
and deexcitation spectra of the 1s core hole for the anion
and the cation of transition-metal complexes under similar
experimental conditions; i.e., with a Si(111) double-crystal
monochromator as the x-ray excitation source and examining
core-core-core K-L2,3L2,3 Auger-electron decay. We find that
the RT-TDDFT calculation of the cumulant accurately pre-
dicts the energies, intensities, and overall satellite structures
observed in the XPS.

Third, we compare the 1s (K-edge) XAS for both materials
with BSE calculations [25] with and without inclusion of the
electron–core hole interaction. The utility of this procedure
has been demonstrated previously for SrTiO3 [26] and MoS2

[27], but the former employed large ionic supercells rather
than the BSE, so it is of further importance to test the
predictive power of more modern methods. It has been stated
that a redistribution of oscillator strength should always be
observed in XAS because of the core hole, but it is only in
the case of a bound exciton that energy shifts are observed
[28]. Our analysis therefore reveals the Coulomb interaction
between the 1s core hole and the excited photoelectron in the
conduction band. Furthermore, while the BSE goes beyond
the single-particle approximation, it does not include many-
electron excitations. We incorporate these effects into the
BSE by convolution with the cumulant calculation of the
self-energy for the core hole Green’s function [29–31]. As
stated by Stern et al. [32], the dipole sum rule dictates that
the total absorption must remain the same in the presence of
satellites; therefore, these multielectron effects account for the
loss of absorption in the primary channel. The cumulant is
found to knock down the overstated intensity of the signature
edge with redistribution of oscillator strength to the satellite
binding energies, thereby greatly improving the predictive
power of the BSE.

Fourth, we present our Ti and S K-L2,3L2,3 resonant Auger
spectra. Remarkably, we find that the satellite cross section
so measured for MoS2 exhibits the same XAS oscillations
as the signature edge, but it is shifted upwards in energy by
the satellite binding energy. This observation confirms Stern
et al.’s ansatz [32], and it gives direct experimental justi-
fication for the convolution procedure utilized. In addition,
we find that the energy shift of the Auger peak at resonance
approximates the BSE prediction of the Coulomb interaction
between the core hole and the excited photoelectron in the
conduction band [33], and it is this relationship that allows
us to experimentally determine the nature of satellite charge
transfer. Counter to previous theoretical assignments of well-
screened and unscreened photopeaks, our data demonstrate
that the assignment should be closer to “screened” and “over-
screened” photopeaks. While this result may seem surprising,
it is consistent with the idea that the core hole should always
be screened in the ground state of the N − 1 electron system,
at least in a solid, while the satellite (for a metal photoemitter)
can be either underscreened (metal-to-ligand charge transfer)
or overscreened (ligand-to-metal charge transfer). In addition,
the shifts of the Auger peaks for photon energies equaling the
satellite binding energies coincide with the observed shifts at
resonance, and this result is consistent with a simple electro-
static model of core hole screening.

Fifth, we present the theoretical atomic charges and their
excited-state density fluctuations around the photon-absorbing
atom and its near neighbors and interpret them within the
context of the materials’ solid-state electronic structure. The
fluctuations reveal the broken translational symmetry around
the core hole and the breakdown of the sudden approx-
imation [Eq. (1)]. They also demonstrate the competition
between long- and short-range screening that occurs in
a solid.
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Lastly, we conclude with a brief synopsis.

II. REAL-TIME CUMULANT AND BETHE-SALPETER
EQUATION CALCULATIONS

Theoretically, the XPS is related to the core hole Green’s
function [20], which we calculate via the real-time cumulant
approach [16]. Within the cumulant approximation, the core
hole Green’s function is represented as an exponential in
time Gc(t ) = −i exp [iεct + C(t )], where εc is the core-level
binding energy associated with the main peak in XPS and
C(t) is the cumulant, which contains the information about the
many-body excitations (satellites). The cumulant is calculated
in terms of the real-space density response to the sudden
appearance of the core hole, which allows for real-space
analysis of the excitations involved. The quantity of interest
for XPS is the spectral function Ac(ω) = −(1/π ) Im Gc(ω).

While the core hole-spectral function treats the excitations
produced via coupling to the core hole (intrinsic excitations)
and can describe XPS, a correct picture should include several
other effects. First, the amplitude of satellites is expected
to be modified by excitations that arise from coupling of
the core hole to the photoelectron as it travels through the
material (extrinsic excitations), as well as by interference
between the two types of excitation. We have found that
these effects can be modeled via a single, energy independent
amplitude factor multiplying the satellite strength. However,
since extrinsic and interference effects tend to cancel, here we
choose to disregard such effects in order to maintain model in-
dependence. Second, a background function describing other
inelastic processes, such as Auger and vibrational effects,
was added according to the Shirley method [34]. Third,
lifetime-broadening effects were included for valence exci-
tations (satellite features) and the core hole via Lorentzian-
broadening parameters (half widths) �v and �c, respectively,
and an additional overall broadening �exp was included to
match the experimental resolution of the main peak.

In order to limit spurious interactions between core holes,
the RT-TDDFT calculation of the cumulant was performed on
a 3 × 4 × 4, 240 atom supercell for SrTiO3 and a 4 × 2 × 1, 96
atom orthogonal supercell for MoS2. The lifetime broadening
of the satellites �v was set to 0.5 eV for all calculations, and
the broadening of the main peak �c + �exp was set to 0.75 eV
for SrTiO3 and 0.38 eV for MoS2.

Ti K-edge XAS for SrTiO3 and S K-edge XAS for MoS2

were calculated using the known crystal structures for SrTiO3

[35,36] and MoS2 [37], the latter of which includes vibrational
motion at room temperature. The x-ray near-edge extinc-
tion coefficient, μ(ε) = −Im〈0|O†[ε + iγ (ε) − H ]−1O|0〉,
involves the ground state |0〉, light-matter interaction O, and
core-excited Hamiltonian H. H includes electron dynamics
through the band structure, the core-level binding energy,
and electron–core hole interaction. We calculated μ(ε) using
a BSE method as implemented in the OCEAN code [38].
The broadening γ (ε) simulated experimental resolution [39],
electron-damping effects [40], and core hole-lifetime damping
[41]. Further details of the calculations were provided in
Ref. [35] for SrTiO3 and in Ref. [27] for MoS2. We also am-
plified the BSE calculations by application of the cumulant-
based spectral function according to Ref. [42] as described

below. In doing so, the cumulant correction supplants the
self-energy damping of the electron.

III. EXPERIMENTAL DETAILS

The experiments were performed at the NIST beamlines
X24A and SST-2 of the National Synchrotron Light Source
I and II, Brookhaven National Laboratory. XPS data were
collected using the Si(111) reflection from a double-crystal
monochromator and a hemispherical electron analyzer that
had its acceptance cone oriented parallel to the x-ray electric-
polarization vector of the incident beam. The Si(220) reflec-
tion was used for the Ti K-edge XAS measurements, and the
Si(111) reflection was used for the S K-edge XAS measure-
ments. XAS data were recorded by total-electron yield, except
where indicated otherwise. Details of the beamlines, vacuum
systems, and experimental procedures have been presented
previously [27,43–45].

IV. RESULTS AND DISCUSSION

Figure 1(a) shows the Ti 1s XPS spectrum for SrTiO3

recorded with photon energy hν = 5600 eV, and Fig. 1(b)
shows the S 1s XPS spectrum for MoS2 recorded with pho-
ton energy hν = 3100 eV. Both energies are approximately
630 eV above their respective materials’ K edge. The insets
of each figure show an expanded view of the satellite loss
structures. The Ti 1s XPS displays the well-studied, high-
energy satellite near 14 eV [46,47] and the more recently
resolved, low energy satellite near 6 eV [45]. The S 1s XPS
data show a complex, low energy manifold extending from 4
to 6 eV, and a more pronounced feature near 9 eV, which also
has additional structure.

Both Figs. 1(a) and 1(b) compare the experimental satellite
structures to the theoretical-loss curves obtained from the RT-
TDDFT cumulant calculations [16]. The theoretical spectra
have been aligned in binding energy and broadened theoret-
ically to simulate experimental-Gaussian [39] and natural-
Lorentzian [41] linewidths. The agreement between the ex-
perimental data and the first-principles simulations, both in
general structure, position, and overall intensity relative to the
primary core lines, is striking.

To interpret our resonant Auger data, we first elucidate
the different electronic transitions studied and their relevance
to the materials’ solid-state electronic structure. Figure 2(a)
shows Ti K-edge XAS spectra for single-crystal SrTiO3. The
data are plotted for different sample geometries relative to the
incident synchrotron-beam wave vector q and synchrotron-
beam polarization vector e. As demonstrated by their sen-
sitivity to sample geometry [48], the first two peaks of the
spectra are dipole-forbidden transitions of the Ti 1s elec-
tron to the crystal-field split Ti 3d t2g (dxy, dyz, and dzx) and
Ti 3d eg (d3z2−r2 , and dx2−y2 ) unoccupied molecular orbitals
of octahedral (Oh) symmetry. These peaks are followed by
a broad, double-humped maximum that is not polarization
dependent; this structure arises from electronic transitions of
the Ti 1s electron to the Ti 3d orbitals on the next-nearest-
neighbor (NNN) Ti atoms via local Ti 4p-O 2p-NNN Ti 3d
hybridization (i.e., band-structure effects) [49,50]. The fact
that these transitions are dipole allowed and contribute such
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(a)

(b)

FIG. 1. (a) Calculated Ti 1s XPS spectrum for SrTiO3 and exper-
iment. (b) Calculated S 1s XPS spectrum for MoS2 and experiment.
The insets show expanded views of the satellite-loss structures. The
spectra have been normalized to unit peak height and offset for
clarity.

small intensity to the absorption spectra demonstrates that
most of their character originates from the neighboring metal-
ion 3d states. Further analysis shows that they are dominated
by Ti 3d eg rather than Ti 3d t2g transitions on account of the
larger overlap of σ versus π bonding. Note that these features
lie well below the main Ti 1s → 4p absorption edge that
occurs at 4984 eV in SrTiO3.

Likewise, Fig. 2(b) shows S K-edge XAS spectra for MoS2.
The data are plotted for the synchrotron-beam wave vector q
aligned at glancing (80°) and normal (0°) incidence relative to
the MoS2 c-axis. The intense dipole allowed S 1s → 3p∗ tran-
sition shows strong polarization dependence on account of the
quasi-two-dimensional crystal structure of MoS2 in addition
to the Mo D3h molecular-point-group symmetry that is atypi-
cal for sixfold coordinated transition-metal complexes [51].

Compared to the data are theoretical calculations of the Ti
K-edge XAS for SrTiO3 and the S K-edge XAS for MoS2

(a)

(b)

FIG. 2. (a) Calculated Ti 1s XAS spectrum for SrTiO3 and exper-
iment. (b) Calculated S 1s XAS spectrum for MoS2 and experiment.
Bottom: Noninteracting theory. Lower middle: Interacting-BSE the-
ory. Upper middle: BSE + cumulant. Top: Experiment. The spectra
have been normalized to unit step height and offset for clarity.

following earlier studies [27,36] and solution of the BSE [38].
To determine the excitonic contributions to the absorption
spectra, the calculations were repeated, but with the electron–
core hole-interaction terms omitted. It is clear from the in-
teracting versus noninteracting spectra that the onset of the
Ti K edge contains significant excitonic enhancement. The Ti
3d levels are pulled down in energy by 2.6 eV, and they are
significantly split off from both the local and nonlocal dipole
transitions, consistent with the fact that the Ti 3d electrons
lie closer to the nucleus than the Ti 4s and Ti 4p levels [26].
We also note that the BSE calculation significantly overes-
timates the intensity of the signature Ti 1s → 4p edge. The
theory also fails to predict the filling of the trough that follows
the Ti 1s → NNN 3d region of the spectra, in addition to the
filling of the two large troughs at the satellite binding energies
roughly 6 eV and 14 eV above the main Ti 1s → 4p edge.
Likewise, for MoS2, theory and experiment show disparity
in the intensity of the signature edge; however, the edge is
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pulled down now by only 0.47 eV, and there is less excitonic
enhancement throughout the spectra.

Although the BSE result accounts for the Coulomb inter-
action between the core hole and the photoexcited electron, it
is incomplete because it does not account for many-electron
shake-up excitations. However, following Refs. [29–31,52],
these excitations may be included by convolving the BSE
spectrum μ′(ω) with the photon-energy dependent spectral
function A(ω,ω′) according to

μ(ω) =
∫

dω′A(ω,ω′)μ′(ω − ω′). (2)

As described above, the photon-energy dependence of
A(ω,ω′) arises from the interaction of the valence electrons
with the photoelectron (extrinsic interactions), as well as
the interference between the photoelectron and core hole-
mediated excitations. (For example, the cross section for a
satellite is expected to be smaller for the Ti 1s → 3d transition
relative to the Ti 1s → 4p transition because the former leaves
a localized electron in the Ti 3d level that would more
completely screen the core hole.) Previously, the photon-
energy dependence in the spectral function was modeled
using a simple parametrization form for such interference
[42]. That model for the interference, however, was based
on free electrons interacting with plasmons, and it is more
appropriate for metals and plasmonlike excitations. Here, we
simply replace the photon-energy dependent spectral function
with a photon-energy independent core hole-spectral function
alone, with extrinsic and interference effects neglected; i.e.,
we make the approximation A(ω,ω′) = A(ω′) in Eq. (2) and
calculate the spectral function using the RT-TDDFT cumulant
approach [16].

For SrTiO3, large differences are observed between the
convolved and non-convolved spectra because of the rela-
tively large satellite intensity observed. The intensity of the
Ti 1s → 4p transition is reduced and redistributed to higher
photon energies, and this redistribution occurs primarily at
the satellite binding energies. Note as well the filling of the
trough 5 eV above the Ti 1s → NNN 3d feature. Likewise,
significant changes are observed between the MoS2 spectra.
Despite the above simplification, agreement between theory
and experiment is greatly improved for both SrTiO3 and
MoS2.

In order to investigate the nature of the satellite excitations,
we now turn to our resonant Auger data. Although the reso-
nant Auger effect was originally studied in noble gases [53], it
has found significant utility in solid-state physics, having been
employed to study excitonic effects in graphite [54] and other
solids [55–59], including MoS2 [27,60].

Figure 3(a) shows the Ti K-L2,3L2,3(1D2) Auger spec-
trum recorded with photon energy set to the Ti 1s → 3d t2g

quadrupolar transition, to the first maximum of the Ti 1s →
NNN 3d dipole transition, and to the Ti 1s → 4p dipole tran-
sition, as indicated. Note the 2-eV shift of the Auger peak to
higher kinetic energy when the photon energy is set to the en-
ergy of the Ti 1s → 3d t2g transition. This shift demonstrates
the localized nature of the Ti 3d states and the large amount
of core hole screening they produce. On the other hand,
the strong intersite hybridization of the two dipole-allowed
transitions delocalizes the photoelectron, leaving little or no

(a)

(b)

FIG. 3. (a) Ti K-L2,3L2,3(1D2) Auger spectrum for SrTiO3

recorded at different photon energies around the Ti K edge. Top: At
the Ti 1s → NNN 3d transition, 5 eV above it, and at the Ti 1s →
3d t2g transition. The data have been normalized to the background
above the Auger peak. Bottom: At the Ti 1s → 4p transition and with
excess photon energy as indicated. The data have been normalized
to equal peak height and have had a Shirley background removed.
The inset shows the difference between the spectra recorded at the
Ti 1s → 4p transition and 17 eV above it. (b) S K-L2,3L2,3(1D2)
Auger spectrum for MoS2 recorded at the S 1s → 3p∗ resonance and
20 eV above it. The data have been normalized to equal peak height
and have had a Shirley background removed. The spectrum recorded
at resonance has been shifted by −0.33-eV kinetic energy. The inset
shows their difference.

spectator-electron density on the absorbing atom with which
to screen the core hole.

Turning to MoS2, Fig. 3(b) shows the S K-L2,3L2,3(1D2)
Auger spectrum recorded with photon energy set to the S
1s → 3p∗ resonance and 20 eV above it. Again, a shift of the
Auger peak to higher kinetic energy is observed at threshold,
but this shift is now only 0.3 eV (it has been shifted to lower
kinetic energy by 0.33 eV in the figure).
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FIG. 4. Illustration of shake-down and shake-up charge-transfer
processes following core photoionization (see text).

As discussed by Armen et al. [33], the shift of the Auger
peak at resonance gives a direct measure of the energy re-
quired to liberate the excited photoelectron from its final ionic
state. As in the case of an optical transition, this energy may be
interpreted as the excitonic or Coulomb binding energy of the
core-to-valence transition. Consequently, for both materials,
we conclude that the pulling down of the conduction-band
states by the core hole potential does not exceed the materials’
band gap (the band gap of SrTiO3 is 3.2 eV [28] and the
band gap of MoS2 is 1.3 eV [61]). These observations are
consistent with the BSE solutions of Fig. 2 as well as with
the large-supercell calculations of Yamamoto et al. [26].

With an eye on what is to follow, we now detail the
different shake processes possible in a solid. Lee, Gunnars-
son, and Hedin [62] considered charge-transfer excitations
for a three-level solid-state system consisting of a deep core
level, a ligand level, and a less tightly bound metal level.
In the ground state, the core level and the ligand level are
occupied. (This model should be applicable to SrTiO3, which
has a large amount of covalency [63].) The ground state
of the photoionized atom will always possess more valence
charge than the ground state of the neutral system because
the core hole lowers the energy of its valence levels. As
Fig. 4 illustrates, two situations can then arise. In the first,
the creation of the core hole pulls the metal level below the
ligand level, and, consequently, there is a nonzero probability
that the outer electron will not stay on the ligand atom, but
it will be transferred to the metal atom. The photoemission
then has a leading “shake-down” peak, and its satellite reflects
the process where the electron is not transferred, but, rather,
it stays on the ligand atom. In the second, the metal and
ligand levels do not cross, and the lowest final state has the
electron remaining on the ligand atom. The satellite in this
case is referred to as “shake-up,” and it corresponds to the

transfer of the electron from the ligand to the metal atom. Our
observed shift of the Auger peak at threshold suggests that
the SrTiO3 satellites are charge-transfer shake-up excitations,
because the metal and ligand levels apparently do not cross
during photoionization.

To explore the electrostatic nature of the satellites and
to further address the energetics of well-screened and un-
screened photopeaks, we turn to our Auger data recorded with
excess photon energy above threshold. These data are also
shown in Fig. 3. Unlike the case of Ar gas that can only have
electron shake-up or shake-off, additional intensity appears
on the high kinetic-energy side of the main Ti Auger peak,
whereas it appears only on the low kinetic-energy side for Ar
gas [22]. This additional intensity in the Ti Auger spectrum
turns on for photon energies equaling the satellite binding
energies above both the Ti 1s → NNN 3d and the Ti 1s → 4p
transitions; it also has similar kinetic energy as the resonant
Auger peak when the photon energy is set to the Ti 1s → 3d
transition, i.e., when the Ti 1s electron is promoted directly to
the Ti 3d level. These observations experimentally identify the
SrTiO3 satellites as ligand-to-metal charge-transfer shake-up,
because their turn-on occurs at the satellite binding energies,
and they produce the same amount of core hole screening as
the Ti 1s electron when it is promoted to and localized in the
Ti 3d level [45].

Unlike the case of SrTiO3, the main S Auger peak sports
additional intensity on both its high and low kinetic-energy
sides. The skew or “tailing” of the Auger peak to high ki-
netic energy turns on within 5 eV of the S 1s → 3p∗ edge.
The fact that the satellites appear triply split in the S 1s
XPS spectrum is consistent with the added complexity of
the Mo D3h molecular-point-group symmetry that splits the
Mo 4d orbitals into three sets: A′

1 (4d3z2−r2 ), E ′ (4dxy and
4dx2−y2 ), and E ′′ (4dxz and 4dyz) [64]. We therefore conclude
that charge-transfer screening from the neighboring Mo atoms
is the origin of the low energy satellite structure of the S 1s
XPS spectrum.

To examine more closely the photon-energy dependence
of the 9-eV MoS2 satellite, Fig. 5(a) shows an expanded view
of the low kinetic-energy side of the S Auger peak recorded
in approximately 0.5-eV photon-energy increments above
the S 1s → 3p∗ resonance. The satellite first appears 8 eV
above resonance. It reaches its maximum intensity by 11 eV,
decreases to zero by 14 eV, and then, remarkably, grows again.
Analogous to the satellite found in Ar gas [22], we liken this
excitation to a shake-off charge-transfer process, consistent
with the formal closed-shell S 3p6 orbitals and the appearance
of this peak on the low kinetic-energy side of the main S
Auger line. (Simple electron counting gives Mo a formal +4
ionic charge leading to Mo4+ 4d2 and S2− 3p6 configurations.)

Figure 5(b) compares the intensity of this peak, the in-
tensity of the main S Auger line, and the intensity of the
entire S K-L2,3L2,3 Auger spectrum as a function of photon
energy. The satellite intensity follows the total XAS curve, but
it is shifted upwards in energy, confirming the ansatz of Stern
et al.: “The dipole sum rule states that the total absorption
must remain the same independent of multielectron effects.
The photo-electron can still have EXAFS associated with
it, but the EXAFS will be shifted to higher energy” [32].
Note the blurring of the total XAS relative to the isolated
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(a)

(b)

FIG. 5. (a) Expanded view of the low-kinetic-energy satellite
contribution to the S K-L2,3L2,3(1D2) Auger spectrum for MoS2

recorded in approximately 0.5-eV photon-energy increments above
the S 1s → 3p∗ resonance as indicated. The data have been offset
for clarity and normalized to the background above the Auger peak.
The arrows indicate the effect of increasing photon energy. (b)
Decomposition of the S K-L2,3L2,3(1D2) Auger decay as a function
of photon energy around the S K edge. Top: Diagram Auger decay.
Middle: Total Auger decay (standard XAS). Bottom: Satellite Auger
decay. The spectra have been offset for clarity.

intensity of the main S Auger line that is the origin of the
many-body reduction factor S0

2 in extended x-ray-absorption
fine-structure (EXAFS) analysis [65].

In order to analyze the time evolution of the many-body
system, Bader analysis [66–70] was performed to obtain the
atomic charges relative to the ground state Q(t ) − Q0 for the
photon-absorbing atom, as well as for its near neighbors. As
can be seen in Fig. 6(a) for SrTiO3, there are several time
scales involved. In the first fraction of 1 fs, electrons flood
from the six neighboring O atoms (and other surrounding
atoms) onto the absorbing Ti atom to screen the core hole.
By approximately 0.13 fs, the absorbing Ti atom reaches a
net-screening charge of nearly two electrons, and, from that

(a)

(b)

FIG. 6. (a) Theoretical time dependence of the total Bader charge
on the photon-absorbing Ti atom, its six near-neighbor O atoms,
and their sum for SrTiO3. (b) Theoretical time dependence of the
total Bader charge on the photon-absorbing S atom, its three near-
neighbor Mo atoms, and their sum for MoS2. The plots begin at time
t = 0, i.e., the creation of the core hole. The charge is referenced to
the ground-state charge Q0 around the photon-absorbing atom and its
near neighbors (NN). It is displayed in positive-electron units.

time on, charge oscillates between the Ti atom and its six O
neighbors, with a frequency corresponding to the high energy
satellite in the XPS. The charge oscillations range from about
2.0 to 1.0 electron on the Ti atom, and from approximately
−0.5 to −1.5 electrons on the O atoms. It is clear from the
sum Qtotal(t ) = QTi(t ) + QO(t ) that a significant amount of
the charge oscillation occurs within the Ti-O octahedron. On
the other hand, lower frequency oscillations, as well as about
half of the zero-frequency component (corresponding to the
main-line density), persist in the sum, indicating that these are
longer range excitations, coming from next-nearest neighbors
and beyond.

Formally, the oscillations observed arise from the clas-
sic time evolution of �(N − 1) that is determined by the
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FIG. 7. Theoretical excited-state electron-density fluctuations

ρ(r, ωsat ) calculated at frequencies corresponding to the satel-
lite binding energies and the main line as indicated. Top: SrTiO3.
Bottom: MoS2. Red indicates negative-electron density and blue
indicates positive-electron density, as determined by our resonant
Auger measurements (see text). The density fluctuation reflecting
the zero frequency is shown as a difference with respect to the
ground state, whereas those reflecting the satellite peaks are shown
as differences with respect to the main-line density.

eigenstates of H′(N − 1) in Eq. (1) and their time and
energy dependent phase factors e−iEnt/h̄. This solution of
Schrödinger’s equation renders charge-density oscillations
with frequencies ω f i = (E f − Ei )/h̄ [10]. It also explains the
experimental result that positive work is required to transfer
an electron from the six O neighbors to the Ti atom: The
net-screening charge on the Ti atom increases from one to two
electrons at the time of the measurement whereupon energy
must be conserved. Fig. 6(b) shows a similar result for MoS2.
Again, charge rushes in to screen the core hole at t = 0, but
longer-range excitations are seen to play a more significant
role for this material due, in part, to the positive charge on the
Mo atoms in the ground state and its larger dielectric constant
(13.5 for MoS2 and 5.06 for SrTiO3).

To explore the physical nature of the satellites in real space,
Fig. 7(a) shows the excited-state electron-density fluctuations

ρ(r, ωsat ) for SrTiO3 calculated at frequencies correspond-
ing to 14.9, 5.8, and 0 eV (i.e., the main core line). The
high energy satellite has the same shape as the eg molecular
orbitals of the [TiO6]8− cluster [71], confirming the experi-
mental assignment that this transition is ligand O 2pσ to metal
Ti 3d eg charge transfer [45]. Note the O s-p hybridization that
orients the charge density of the O 2pσ orbitals towards the Ti
atom [72]. The low energy satellite, on the other hand, shows
a much more complicated density fluctuation. Observed are
transitions between the O 2pπ orbitals and the metal 3d t2g

orbitals [73]. However, unique to this transition is charge
that flows back to the O ligands. Such π back-bonding is
a common occurrence in organic chemistry [74], but here it
is observed in reverse through the eg channel on account of
the π excitation and the much larger overlap of the O 2pσ

and Ti 3d eg orbitals. We note that the sum of the Ti and O
densities of Fig. 6(a) reflects the lower frequency of this exci-

tation, indicating that it more closely couples to the medium
than the higher energy excitation, while the zero-frequency
excitation uniformly fills the Ti 3d t2g and eg orbitals resulting
in a spherical-charge density around the Ti atom by Unsöld’s
theorem. The filling of charge around the Ti atom is consistent
with the t2g and eg oscillations being driven in phase at zero
frequency and the shake-up illustration in Fig. 4.

Figure 7(b) shows the excited-state electron-density fluc-
tuations for MoS2. The high energy satellite is again much
“cleaner,” reflecting its more localized nature. We note the
red S sp and the blue S sp2 hybrid orbitals that overlap the
blue and red Mo 4d orbitals of appropriate symmetry. These
orbitals closely resemble the upper valence-band states (red S
and red Mo) and the lower conduction-band states (blue S and
blue Mo) of MoS2 [75], further identifying this transition as
shake-off charge transfer. Note that extra energy is required to
promote the S 3p shake electron across the band gap due to
the additional Coulomb attraction of the doubly photoionized
S atom. The translational symmetry of the crystal is broken by
the core hole potential, but the local C3v site symmetry around
the S atoms is preserved. Furthermore, charge is transferred
back to the S atom from the Mo orbitals, consistent with the
backflow observed for SrTiO3 and calculations of the Born
effective charge and π back-bonding in MoS2 [76]. The lower
energy excitation shows reversal of electron density on the S
and Mo orbitals in addition to changes in their hybridization
that is consistent with the prediction of earlier models [77] and
the splitting off from the band edges of the Mo dxz and dyz or-
bitals [78]. The zero-frequency excitation again shows a sym-
metrical filling of charge around the photon-absorbing S atom.

Counter to previous theoretical assignments of well-
screened and unscreened photopeaks, our data demonstrate
that the main peak and satellite correspond to screened and
overscreened states: The experimentally observed charge-
transfer screening occurs with higher energy than the main- or
primary-photoemission peak, and this result likely arises from
competition between the long-range screening that occurs in a
solid and the short-range charge-transfer screening that occurs
between atoms. While this result may seem surprising, it is
in the same spirit as the observation that the lowering of the
conduction-band states on the photon-absorbing atom by the
core hole potential does not exceed the materials’ band gap.
The appearance of satellites on both sides of the S Auger peak
further witnesses the complexity of core hole-induced valence
excitations in a solid.

V. CONCLUSIONS

We have presented a comparative study of the XPS and
XAS spectra of SrTiO3 and MoS2. Noteworthy agreement is
obtained by combining first-principles calculations utilizing
RT-TDDFT for the cumulant representation of the core hole
Green’s function with the BSE in order to include both
excitonic and multielectron effects: The accuracy of the cumu-
lant was demonstrated a priori by XPS and applied a posteri-
ori to the BSE treatment of the XAS. Resonant Auger-electron
spectroscopy assigns the loss structures in SrTiO3 as ligand-
to-metal charge transfer, while for MoS2 it identifies both
“shake-on” and shake-off charge-transfer excitations. The S
shake-off excitation turns on with excess photon energy above
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the S K edge that significantly exceeds the band gap because
of the additional Coulomb cost of multiple ionization, and its
photon-energy dependence validates the dipole sum rule for
shake satellites that is harmonious with the insight of Stern
et al. [32]. The atomic charges and excited-state electron-
density fluctuations are found to reflect materials’ solid-state
electronic structure, loss of translational symmetry around
the core hole, and breakdown of the sudden approximation.
They also demonstrate the competition between long- and
short-range screening that occurs in a solid.
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