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Abstract 
The advent of nanotechnology, and the need to understand the chemical composition at the nanoscale, 
has stimulated the convergence of IR and Raman spectroscopy with scanning probe methods, resulting in 
new nanospectroscopy paradigms. Here we review two such methods, namely photothermal induced 
resonance (PTIR), also known as AFM-IR and tip-enhanced Raman spectroscopy (TERS). AFM-IR and TERS 
fundamentals will be reviewed in detail together with their recent crucial advances. The most recent 
applications, now spanning across materials science, nanotechnology, biology, medicine, geology, optics, 
catalysis, art conservation and other fields are also discussed. Even though AFM-IR and TERS have 
developed independently and have initially targeted different applications, rapid innovation in the last 5 
years has pushed the performance of these, in principle spectroscopically complimentary, techniques well 
beyond initial expectations, thus opening new opportunities for their convergence. Therefore, subtle 
differences and complementarity will be highlighted together with emerging trends and opportunities. 
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1. Introduction to IR and Raman spectroscopy, microscopy and 
nanoscopy 
   Raman and infrared (IR) spectroscopies measure molecular vibrations and phonons providing rich 
information on the sample chemical composition, molecular conformation and chemical structure. 
However, these two methods probe vibrational states based on physically different mechanisms: IR 
spectroscopy by measuring light absorption via electric dipolar interactions, Raman spectroscopy by 
measuring inelastically scattered light via the sample polarizability tensor. In general, IR spectroscopy is 
more sensitive to vibrational modes localized on specific chemical groups (typically with strong dipoles) 
while Raman spectroscopy is more sensitive to collective vibrational modes involving many atoms 
(typically with large polarizability). Depending on the sample molecular symmetry certain vibrations can 
be measured only in Raman spectra and are absent in IR spectra or vice versa, due to the different 
selection rules for IR and Raman transitions.1,2 However, in many cases (molecules with non-center-
symmetric point groups) several vibrations can be observed by both techniques, although with 
considerably different intensities. For example, the spectral intensity of aliphatic groups increases linearly 
and quadratically with the length of the aliphatic chain in IR and Raman spectra, respectively.3 As a result, 
the carbonyl vibration of fatty acids is not evident in Raman, but it is detected in IR spectra. At the same 
time, Raman is sensitive to conformations of aliphatic chains of fatty acids that cannot be probed by IR. 
Therefore, in the far-field, macroscale IR and Raman spectroscopies are strongly complimentary and are 
often used in concert to gain a more complete understanding of the sample composition and molecular 
structure.2–4 
   The rise of nanotechnology and the desire to investigate the hierarchical structure of biological materials 
to the finest scale has rendered the characterization of materials and biological samples at the nanoscale 
a priority. However, the best possible spatial resolution obtainable with conventional IR and Raman 
microscopies is limited by light diffraction to approximately half of the wavelength of light, i.e. 1.5 μm to 
10 μm in the IR, and 250 nm to ≈500 nm for Raman, which typically relies on a visible or near-IR laser. Not 
only the spatial resolution of conventional IR and Raman microscopies is insufficient to capture nanoscale 
details, the wavelength dependent resolution of IR spectroscopy also makes the comparison of chemical 
maps obtained with the two techniques somewhat difficult. 
   The coupling of Raman and IR spectroscopy with Scanning Probe Microscopy (SPM) has provided 
scientists with a common platform to overcome the limitations imposed by light diffraction, pushing the 
spatial resolution to the nanoscale and beyond. Here, we review two nanoscale analogs of Raman and IR 
spectroscopy, namely: tip-enhanced Raman spectroscopy (TERS) and photothermal induced resonance 
(PTIR), which is also commonly known as AFM-IR in the IR spectral range. Excellent reviews on TERS and 
AFM-IR and their applications have been published over the last decade;5–9 here we focus on the most 
recent advances. In the last 5 years, these techniques have improved at an ever-faster pace, leading to 
new technical capabilities and better understanding of measurements underlying physical processes 
which ultimately have fostered ever more applications. 
   Despite sharing the same scanning probe platform, TERS and AFM-IR have evolved independently and 
are based on different physical mechanisms. While the SPM tip is the key enabling factor in TERS 
measurements, details of the dynamics of the sample thermal expansion and of the SPM cantilever 
oscillation are critical to understand the fine details of AFM-IR spectral intensities. The purpose of this 
review is to inform the reader of the working principles, discuss the most recent technical advances and 
compare capabilities of these nanoscale spectroscopic techniques. Particularly, their subtle differences, 
complementarity and synergies will be highlighted with the aim of identifying a few outstanding 
challenges that, if overcome, could foster the integration of these, in principle, spectroscopically 
complementary methods. Finally, we will discuss TERS and AFM-IR prospects. 
 



2. AFM-IR: fundamental principles and recent advances 
   In this section we will discuss the working principles and the physical mechanisms contributing to the 
AFM-IR signal transduction,10,11 (Section 2.1), the sample illumination schemes (Section 2.2) alongside the 
innovations responsible for the recent performance improvements and expanded AFM-IR application 
space (discussed in Section 3). These innovations resulted in diverse AFM-IR measurements modalities 
either in contact-mode, i.e. ringdown12 (Section 2.3) and resonance enhanced excitation13 (Section 2.4), 
or in tapping-mode via heterodyne detection14–17 or peak force18 (Section 2.5). The key characteristics of 
AFM-IR methods are summarized in Table 1. 
 

AFM-IR 
method 

Laser rep. 
rate (kHz) 

Laser pulse 
length (ns) 

Spectral range AFM 
operation 

Best spatial 
resolution (nm) 

Typical 
ΔT (K) 

Ring Down 1 0.1-500 0.5-16 µm 
(20000-625 cm-

1)25, 31  

contact 2031 1-10  

Resonance 
Enhanced 

70-1750 10-300 820-1900 cm-1 

2700-3700 cm-1 
contact 2013 < 1 

Heterodyne 
Detection 

350-1550 10-300 820-1900 cm-1 
2700-3600 cm-1 

tapping 1015 < 1 

Peak Force 2-8 20 820-1900 cm-1 
 

Peak-force 
tapping 

1018 < 1 

Table 1. Typical experimental parameters of AFM-IR measurement modalities. 

 
2.1 AFM-IR signal transduction 
    AFM-IR5,6 was developed by Dazzi et al.,12 to fulfill the desire of combining the rich compositional 
information available from IR spectroscopy with the nanoscale spatial resolution of AFM. AFM-IR 
instruments consist of a spectrally narrow, pulsed, wavelength-tunable laser source (typically a quantum 
cascade laser, QCL, or an optical parametric oscillator, OPO), an atomic force microscope and the optics 
to focus the laser beam around the tip of an AFM cantilever. In contrast to conventional spectroscopic 
methods, that rely on light-sensitive detectors in the far-field, in AFM-IR the sharp tip of the AFM 
cantilever mechanically transduces in the near-field the photothermal expansion of the sample. In AFM-
IR, the laser illuminates the sample area (≈40 μm diameter) centered around the AFM tip. The parts of 
the sample absorbing the laser pulses heat up and thermally expand rapidly, within a time frame 
comparable to the laser pulse length (see Table 1).10,19 Notably, to first approximation, only the portion of 
the sample directly beneath the AFM tip pushes the cantilever and contributes to the AFM-IR signal. Since 
thermal expansion coefficients are small (from ≈10−6 to 10−4), and the temperature rise in the typically 
sub-μm thick samples is limited (see Table 1);13 the resulting thermal expansion is very small (≪1 
nm)19 and decays rapidly (from sub ns to few μs, depending on the thickness and thermal conductivity of 
the sample).19,20 In AFM-IR, such fast thermal expansion dynamics can be captured directly using fast (≈10 
ns response time) custom-made nanophotonic probes19 (see below), but is too rapid for conventional 
AFM cantilevers (tens of μs response time).10 Conventional cantilevers are instead shocked by the 
expansion and kicked into oscillation akin to a struck tuning fork. The main interest of this approach is due 
to the amplitude of the induced oscillation (measured by the AFM detector) being directly proportional 
to the local absorption of the sample.10,11,19,21,22 AFM-IR absorption spectra are obtained by keeping the 
AFM tip stationary and sweeping the laser wavelength. AFM-IR absorption maps are obtained illuminating 
the sample at a fixed wavelength while scanning the AFM tip over the sample. 
   Dazzi et al.10 established a theoretical framework to describe the AFM-IR signal (SAFM-IR) as a series of 
multiplicative contributions mirroring the AFM-IR transduction chain: optical energy into absorbed 



energy, local heat, local thermal expansion, AFM cantilever motion, and AFM detector signal, which we 
write in the form of Ramer et al.:11 

 

𝑆𝑆𝐴𝐴𝐴𝐴𝐴𝐴−𝐼𝐼𝐼𝐼 ∝ 𝐻𝐻𝐴𝐴𝐴𝐴𝐴𝐴𝐻𝐻𝑚𝑚𝐻𝐻𝑡𝑡ℎ𝐻𝐻𝑜𝑜𝑜𝑜𝑡𝑡(𝜆𝜆)𝐼𝐼𝑖𝑖𝑖𝑖𝑖𝑖(𝜆𝜆) (1) 

 
where, λ is the wavelength and (Iinc) the intensity of the laser incident power, typically accounted for by 
the background spectrum. The cantilever contribution (HAFM) depends on the cantilever modal stiffnesses, 
frequencies, shapes and deflection sensitivity, tip height and cantilever tilt angle. The mechanical 
contribution (Hm) depends on the sample thermal expansion coefficient. The thermal contribution (Hth), 
describes the sample thermalization dynamics as a function of the laser pulse length and sample thermal 
properties. The optical contribution (Hopt) is defined here as the fraction of incident light absorbed by the 
sample, i.e. its absorptance which depends on the sample refractive index (λ) = n(λ) + iκ(λ). 
    Notably, since Iinc is determined in a separate background measurement, Hopt, is the only factor in eqn 
(1) comprising the absorption coefficient (κ(λ)) and the only factor that is a function of the 
wavelength i.e. it fully describes AFM-IR spectra apart from a scaling factor. Under the electric dipole 
approximation (size of the object ≪ wavelength and weak absorbers) there is a direct linear relationship 
between the AFM-IR signal and κ(λ).10 Beyond this approximation, which describes most cases, Ramer et 
al. recently demonstrated that even in the worst case scenario, i.e. total internal reflection illumination 
of a thick sample (>1.2 μm) and strong absorption coefficient, the peak shifts and distortions are 
limited.11 The fundamental reason is that AFM-IR doesn’t have direct sensitivity to the real part of the 
refractive index (n) but depends only indirectly on it, as n affects the local light distribution in the sample. 
Consequently, for stable measurement conditions, the variability of the spectra is typically limited to small 
peak shifts and perturbation of the peak ratios related to the physics governing thin film optics rather 
than intrinsic to AFM-IR.11 Importantly, the scaling factor (HAFMHmHth) which takes into account the local 
thermo-mechanical properties of the sample and the local tip–sample mechanical interactions, influences 
the AFM-IR signal amplitude making quantification of AFM-IR data challenging.11 However, since the 
scaling factor is wavelength-independent (i.e. constant across a spectrum), spectral ratios are often used 
as proxy for semi quantitative applications.23,24 
   Since the tip atomistic details are critical for TERS but unimportant for AFM-IR, to obtain a viable AFM-
IR signal it is typically not necessary to swap nominally identical tips (a procedure otherwise common in 
TERS). However, since tip–sample contact dynamics critically determine the AFM-IR intensity (via the 
scaling factor), the selection of AFM-IR measurement parameters (scan speed, set-point, laser power, etc.) 
are very important for obtaining high quality AFM-IR data (constant scaling factor). 
 
2.2 AFM-IR optical configurations 
   In AFM-IR the sample can be illuminated either from below in total internal reflection (TIR, Fig. 1a) or 
from above (air side) (Fig. 1b) by means of a parabolic mirror. For TIR,12 the sample is deposited or 
fabricated on the top surface of an IR-transparent prism (ZnSe, ZnS, CaF2). Because of the TIR limited light 
penetration depth,11 samples thicknesses are limited to a few μm21 and preferably less than 1000 nm or 
500 nm to ensure a good signal linearity.11,21 Consequently the TIR configuration may require somewhat 
complex sample preparations such as microtoming,25 spin coating,21 drop casting,26 or electron-beam 
lithography.21,26,27 However, since in TIR there is no propagating light, this configuration avoids direct light 
absorption in the cantilever and critically limits the background absorption by the environment for 
measurements in liquids (i.e. water).28–30 This characteristic has also been exploited to extend AFM-IR to 
the visible range.31 Hence, in TIR illumination AFM-IR can leverage passive uncoated Si19,31–34 or 
SiN28 cantilevers that don’t enhance the field in the proximity of the tip, and can be used, for example, to 
measure non-perturbatively plasmonic nanostructures.26,35 This distinctive AFM-IR characteristic 



contrasts with other near-field techniques such as TERS, scattering-type near-field optical microscopy (s-
SNOM) and photo-induced force microscopy (PiFM) which critically depend on and leverage the plasmonic 
enhancement of the tip. The top illumination (Fig. 1b) simplifies the sample preparation and enables 
characterization of arbitrarily thick samples, but it requires gold-coated cantilevers to limit self-absorption 
in the AFM probe. Although the plasmonic enhancement from gold-coated tips is not critical in many AFM-
IR experiments,36 it should be taken into account as a function of the light polarization37 and it becomes 
even necessary when measuring the thinnest (i.e. monolayer) samples.13,38–40 
 

 
Fig. 1 (a) Schematic of the total internal reflection AFM-IR setup which requires preparing the sample on 
an optically transparent prism. This configuration minimizes background light absorption in the AFM 
cantilever and can make use of uncoated AFM cantilevers. Adapted with permission from A. M. 
Katzenmeyer et al., Anal. Chem., 2013, 85, 1972–1979. Copyright (2013) American Chemical Society. (b) 
Schematic of the AFM-IR setup with top-down illumination. This configuration requires the use of a gold 
coated cantilever to limit light absorption within the cantilever. Adapted with permission from M. 
Tuteja et al., Analyst, 2018, 143, 3808–3813, The Royal Society of Chemistry. 
 
 
2.3 AFM-IR ring-down measurements 
   The AFM-IR measurement modality (ring-down) was first introduced by Dazzi using a free-electron laser 
(CLIO).12 The development and availability of tunable table top IR laser sources, such as optical parametric 
oscillators (OPOs)25,31 has later enabled the commercialization and fostered the widespread adoption of 
the technique. These sources are characterized by broad spectral tunability, low repetition rates (typically 
1 kHz) and short pulse lengths; (<10 ns).25,31 As mentioned above, such short pulses, if absorbed by the 
sample lead to a local increase of temperature (ΔT) proportional to the locally absorbed energy:10,20 

 

                                                  ∆𝑇𝑇(𝑡𝑡) = 𝐼𝐼𝑖𝑖𝑖𝑖𝑖𝑖(𝜆𝜆)

𝜌𝜌𝐶𝐶𝑝𝑝
𝑅𝑅(𝑡𝑡) 𝑎𝑎𝑎𝑎𝑎𝑎(𝜆𝜆)                                                            (2) 



where R(t) is related to the duration of the laser pulse and geometrical parameter of the sample, Cp is the 
heat capacity, ρ is the sample density, Iinc the laser incident power and abs(λ) = κ(λ)/λ.34  

 
Fig. 2 (a) Typical time domain cantilever ringdown that follows the absorption of short laser pulses in the 
sample. (b) FFT of the ringdown revealing the first four contact-resonance modes. (c) Typical time domain 
signal measured by pulsing the laser in resonance (resonance-enhanced mode) with one of the cantilever 
contact-resonance frequencies (≈160 kHz). (d) FFT of the resonance-enhanced signal showing that the 
cantilever response mainly consists of the resonantly contact-mode. (e) Typical tapping AFM-IR time-
domain signal. (f) FFT of the tapping AFM-IR signal showing the driving tapping-mode frequency at 75 kHz, 
the laser driving frequency at 375 kHz and the second cantilever mode at 450 kHz at which the signal is 
demodulated. 



   The ΔT leads to a proportional thermal expansion (u) of the sample according to: 
 

                                                        𝑢𝑢(𝑡𝑡) = 𝛼𝛼𝛼𝛼Δ𝑇𝑇(𝑡𝑡)                                                         (3) 

where α is the thermal expansion coefficient of the sample and K the factor depending on the size, the 
geometry and mechanical properties of the sample.6 The fast thermal expansion causes an impulsive 
excitation of the cantilever whose response in the time-domain is characterized by the superposition of 
all the contact resonance modes (hereafter ringdown, Fig. 2a) and can be written as: 
 

                                      𝑍𝑍(𝑡𝑡, 𝜆𝜆) = 𝐴𝐴 ∑ 𝑃𝑃𝑖𝑖2 (sin (2𝜋𝜋𝜋𝜋𝑖𝑖𝑡𝑡)
2𝜋𝜋𝜋𝜋𝑖𝑖𝑖𝑖 ) 𝑒𝑒−

Γt
2  𝑎𝑎𝑎𝑎𝑎𝑎(𝜆𝜆)                                  (4) 

which is another way to write the eqn (1), where A contain all of the optical, thermal and mechanical 
parameters of the sample and the cantilever. Pn correspond the slope of the mode at the apex of the 
cantilever, fn is the frequency of the nth mode and Γ is the damping.6 The Fourier transformation of the 
ringdown signal reveals the induced contact resonance frequencies of the cantilever (Fig. 2b). Since the 
AFM-IR mechanical detection scheme works in principle for all wavelengths, its operating range has been 
recently extended to the near-IR and visible ranges thanks to the availability of wavelength-tunable OPO 
lasers with suitable characteristics.31 Because AFM-IR is not limited to the IR range it is also referred to as 
photothermal induced resonance (PTIR),5,20,31,41 where “induced resonance” refers to the measurement 
transduction scheme. Although the term PTIR is more general, the AFM-IR acronym is more commonly 
used. Therefore, in this work we will use PTIR to refer to experiments in the visible and near-IR ranges and 
AFM-IR for experiments in the mid-IR. 
   The photo-thermal expansion contribution to the AFM-IR signal transduction is key for two reasons: 
first, it provides direct proportionality between the AFM-IR signal and the sample absorption 
coefficient,10,11,34 and second, the fast transduction dynamics enable high spatial resolution (down to ≈20 
nm in contact-mode13,31 and ≈10 nm in tapping mode15,16). This resolution is much better than the 
resolution obtained by measuring the sample temperature directly with temperature-sensitive probes, 
which is instead limited by the heat diffusion in the sample.42 
    The limited sensitivity of conventional cantilevers makes the measurement of thin samples (<50 nm) 
with the ringdown method, challenging.21,43 However, the development of picogram-scale nanosized 
optomechanical AFM cantilevers (Fig. 3a and b) has enabled AFM-IR detection with high temporal 
resolution (<10 ns) and sensitivity (Fig. 3c and e),19 thanks to an ultralow detection noise (≈3 fm Hz−0.5) not 
only on resonance but across wide bandwidth (>25 MHz). These characteristics improve the ringdown 
signal to noise ratio (50×) and the measurement throughput (2500×) while simultaneously capturing the 
time-domain thermal expansion dynamics (red trace in Fig. 3c). As discussed in detail by Centrone et 
al.,19 with these probes the signal (S, black trace in Fig. 3c) is a sum of up to 3 terms: 
 
                                                          𝑆𝑆 =  𝑆𝑆𝑜𝑜𝑜𝑜𝑖𝑖 + 𝑆𝑆𝑒𝑒𝑒𝑒𝑜𝑜 + 𝑆𝑆𝑏𝑏𝑏𝑏𝑏𝑏                                                      (5)   
 
where Sosc (blue trace in Fig. 3c) describes the cantilever ring-down dynamics, Sexp (red trace) describes 
the probe's motion tracking directly the sample thermal expansion dynamic, and Sbkg (green trace) 
describes the background non-local through-air heating of the probe via the thermo-optic effect.19Sosc is 
the only measurable signal with conventional cantilevers (see Fig. 2a) or with the optomechanical probes 
for samples with thermalization dynamics faster than 10 ns, as for a ≈2 nm thick monolayer (Fig. 3e and 
f). The latter, could be measured with such probes with high signal to noise ratio (≈174) without resonant 
excitation or plasmonic enhancement. The extraction of the characteristic sample thermalization time (τs) 
from Sexp, yields the local thermal diffusivity of the sample D = η/(Cp·ρ) or, if its heat capacity (Cp) and 
density (ρ) are known, its thermal conductivity (η) according to19 



                                                             𝜏𝜏𝑜𝑜 = 4
𝜋𝜋2
∙ 𝐶𝐶𝑝𝑝∙𝜌𝜌∙𝑧𝑧

2

𝜂𝜂
= 4

𝜋𝜋2
∙ 𝑧𝑧

2

𝐷𝐷
                                                  (6) 

 

where z is the sample thickness (see Fig. 3d). Although these remarkable results from the Centrone's 
group come at the cost of measurement complexity, they also provide direct experimental evidence of 
the proportionality between the ringdown amplitude and the magnitude of the initial sample thermal 
expansion;19 thus validating the AFM-IR theory developed by Dazzi.10 

 

 
Fig. 3 (a) A fiber coupled tunable CW laser and a photodetector measure the motion of a nanoscale probe 
of an optomechanical resonator, radically reducing the noise and increasing the measurement bandwidth 
in AFM-IR experiments. (b) The optomechanical probe consist of a nanoscale cantilever, opto-
mechanically near-field coupled to a disk resonator. (c) AFM-IR signal (1388 cm−1, black trace) for 560 nm 
thick metal–organic framework (HKUST-1) microcrystal. The signal is composed of three contributions as 
discussed in the text. In addition to the ringdown (blue trace) this setup enables capturing the sample's 
fast thermalization dynamics (red trace) in AFM-IR experiments. (d) thermalization time as a function of 
MOF crystal thickness; the black line is given by eqn (6). (e) AFM-IR transducer signal and (f) spectrum of 
a ≈2 nm thick octadecylchlorosilane monolayer. The red trace and blue shaded-area are the average of 
12-spectra from different sample locations and its 95% confidence uncertainty, respectively. Adapted with 
permission from J. Chae et al., Nano Lett., 2017, 17, 5587–5594. Copyright (2017) American Chemical 
Society. 
 
2.4 Resonance-enhanced AFM-IR measurements 
   The AFM-IR resonance-enhanced mode, introduced by Belkin et al.,13,44 relies on quantum cascade 
lasers with tunable wavelength and repetition rate (up to a few MHz). The resonant excitation of the 
cantilever is achieved by matching the laser repetition rate to one of the cantilever contact resonance 
frequencies (Fig. 2c and d). With this method the sample thermal expansion efficiently excites only one of 
the cantilever mechanical modes (Fig. 2d) according to: 



 

                                   𝑍𝑍(𝑡𝑡, 𝜆𝜆) = 𝐴𝐴 𝑃𝑃𝑖𝑖2  �sin(2𝜋𝜋𝜋𝜋𝑖𝑖𝑡𝑡)
2𝜋𝜋𝜋𝜋𝑖𝑖

�  𝑄𝑄
2𝜋𝜋
𝑎𝑎𝑎𝑎𝑎𝑎(𝜆𝜆)                                               (7) 

where A contains all the optical, thermal and mechanical parameters of the sample and 
cantilever. Pn correspond to the slope of the mode at the apex of the cantilever, fn and Q are the 
frequency and Q-factor of the resonant mode.6 
   Comparing eqn (4) and (7), the amplitude of the only resonantly excited mode is amplified 
by Q/2π.13 This improvement permits detection of samples only a few nanometers thick45,46 or even 
monolayers.13 Because the cantilever resonant frequencies depend on tip–sample contact stiffness 
(i.e. the contact frequency increases with the sample stiffness) AFM-IR experiments can also be used to 
gather qualitative maps of the sample mechanical properties.10,47 However, this effect is a drawback for 
measuring AFM-IR absorption maps, as it locally changes the resonant conditions (i.e. the signal 
amplitude). This challenge can be mitigated by measuring the sample off resonance,19,48 or by locking the 
laser repetition rate to the phase of the cantilever resonance in a feedback loop (hereafter phase locked 
loop, PLL),15 thereby providing chemical and mechanical stiffness maps simultaneously. However, it 
should be noted that the PLL can compensate for resonance frequency shifts but not for changes in Q, 
which are a function of the local mechanical damping properties of the sample.15 Consequently, with 
respect to non-resonant ring-down measurement, resonance-enhanced AFM-IR measurements tend to 
be less stable and the resulting data are more challenging to quantify. 
 
2.5 Tapping-mode AFM-IR measurements 
   Tapping-mode AFM has been developed to overcome the difficulties for imaging in contact-mode soft 
or sticky samples, or samples that adhere loosely to the substrate. Not surprisingly samples of such nature 
are very difficult if not impossible to measure with contact-mode AFM-IR. The recent implementation of 
AFM-IR in tapping-mode,14–17 has indeed enabled the characterization of soft,15,16 stickier,14 rough17 or 
easily displaced samples;16 further widening the AFM-IR application space. 
   Tapping AFM-IR also requires lasers with both wavelength and repetition rate tunability and it is based 
on the heterodyne or multifrequency AFM detection often used in acoustic AFM.49,50 Tapping-mode AFM-
IR enables resonant excitation of the cantilever exploiting the non-linear tip–sample mechanical 
interactions51 that enables non-linear mixing of the cantilever oscillation modes response with the laser 
induced sample expansion. In practice, the cantilever is driven at the first tapping-mode frequency (≈70 
kHz in Fig. 2f) and the expansion driven AFM-IR signal is detected at the second tapping-mode frequency 
(≈450 kHz in Fig. 2f) while the laser repetition rate is set as the difference between the two modes (≈380 
kHz in our example). When the above condition is fulfilled, the expression of the expansion driven, second 
tapping-mode amplitude is given by:16 
 

                                   ‖𝑍𝑍(𝜆𝜆)‖ = 𝐵𝐵𝜒𝜒𝑜𝑜𝑡𝑡𝑡𝑡𝑡𝑡𝑜𝑜
(𝜋𝜋2−𝜋𝜋1)
𝜋𝜋22

𝑓𝑓1𝑄𝑄2𝑎𝑎𝑎𝑎𝑎𝑎(𝜆𝜆)                                           (8) 

where B contains the amplitude of the first tapping-mode, the effective mass of the second tapping-
mode, the duration of the pulse, and the thermal, mechanical and optical parameters of the sample. χs is 
the non-linear term of elasticity (second order), ttap and f1 are the time of contact and frequency of the 
first tapping-mode, f2 and Q2 are the frequencies and quality factor of the second tapping-mode. The 
opposite scheme, tapping at the second mode and demodulating at the first mode is also possible and it 
is typically carried out with stiffer probes.17 
    Tapping AFM-IR provides a better resolution (≈10 nm)14–17,46 than contact-mode AFM-IR because the 
shorter time of contact ttap limits AFM-IR transduction to the initial thermal expansion and is unaffected 
by the subsequent spreading of the thermal stress in the sample. However, the non-linear signal 



transduction typically requires operating the tapped-probe in the strong interaction regime (increased 
drive amplitude or reduced set-point) and typically using a stronger (2× or more) laser power. Additionally, 
since in tapping-mode the cantilever resonant frequencies are less affected by the sample mechanical 
properties, tapping AFM-IR is generally an easier experiment than contact-mode AFM-IR with resonant 
excitation and PLL feedback. 
    In another recent work, Wang et al. have implemented AFM-IR measurements in peak force 
mode.18 The advantage to this approach is the synchronization of the tapping (applied force) to the 
ringdown measurement leaving the cantilever off the surface the rest of the time leading to high (≈10 nm) 
spatial resolution and enabling correlative imaging between IR absorption, elasticity and adhesion of the 
sample. Similar to tapping-mode this method can be applied to measure soft materials. 
In summary, the nanoscale spatial resolution coupled with strong similarity between AFM-IR and far-field 
IR spectra for samples of various thickness (from few nm to micrometer range) are the fundamental 
aspects that make this technique generally interesting. The key physical mechanism common to all AFM-
IR modalities (contact- or tapping-mode) is the transduction of the sample thermal expansion during the 
contact between the tip and the sample surface. Since its inception, rapid technical advances have 
enabled improvement of AFM-IR sensitivity,13,19,46 spectral range,31 spatial resolution,15,18 time 
resolution19 and lead to an ever growing list of applications (see Section 3) and the possibility to make 
correlative imaging.46,52 
 

3. AFM-IR practical applications 
   Numerous innovations (see Section 2) have enabled distinct AFM-IR measurement modalities, either in 
contact-mode, i.e. ringdown12,19,31 and resonance enhanced excitation,13,45,48 or tapping-mode 
(heterodyne detection).15–17 The signal proportionality to the (local) sample absorption 
coefficient10,11,21,22 is the most important aspect shared by these methods which enables, to first 
approximation, direct correlation between AFM-IR and far-field IR spectra.22 Therefore, AFM-IR translates 
to the nanoscale many of the benefits of IR analysis, such as: identification of materials,17,22,53 functional 
groups,39,54 molecular conformations,28,55 crystals’ polymorphic forms56,57 (or amorphous state), isotopic 
labelling,14,58,59 and multivariate analysis.60 Beyond vibrational (IR) spectroscopy, AFM-IR permits 
nanoscale optical investigations of optical modes (i.e. plasmons26,27,61,62 and polaritons63,64) and, thanks to 
the extension to the near-infrared and visible ranges,31 nanoscale characterization of bandgap,41,65,66 and 
defects.65 Additionally, AFM-IR measurements (in ringdown mode) can also provide qualitative 
information on the sample nanoscale mechanical properties.23,47 and even quantitative information on 
the sample local thermal conductivity19 when using novel nanoscale optomechanical AFM 
probes.19 Finally, the recent implementation of AFM-IR in liquids28,29 also holds great promise for new 
applications in biology and medicine. 
Since its first demonstration,12 the list of AFM-IR applications has expanded steadily, including polymer 
science,22,56-58,67 photovoltaics,41,65,66,68 plasmonics,26,27,61,69,70 chemistry,54,71 corrosion science,59 2D mater
ials,39,54,63,64, 72 pharmaceuticals,73 drug delivery,14-16 medicine,28,55,60 biology,30,45,60,74 phytology,75 geology7

6–78 and art conservation.17,79 Because of the escalating number of AFM-IR/PTIR publications (≈3-fold more 
in the 2016–2018 period than in the whole preceding decade) and because of former 
reviews,5,6,34,37,80 here we discuss several representative, recent examples, rather than providing an omni-
comprehensive list. The examples encompass the different AFM-IR measurement modalities introduced 
in Section 2. 
 
3.1 Recent AFM-IR applications in polymer science 
   AFM-IR applications in polymer science14,22,56–59,67,81 are abundant because polymers require 
understanding and control over their many compositional and structural degrees of freedom at the 



nanoscale, and because their properties (strong IR absorption, large α, and small η) are ideal for AFM-IR 
signal transduction.10,11,25 
   For example, AFM-IR was used recently to characterize the intricate chemical distribution in spherulites 
composed of poly(3-hydroxybutyrate) (PHB) and poly(ethylene glycol) blends as a function of the 
crystallization conditions.81 In another example at an even smaller scale (≈40 nm), AFM-IR was used for 
peering into chemical composition details of epoxy resins; cross-linked polymers that, to a first 
approximation, are often considered chemically homogeneous. Contrary to these assumptions, Morsch et 
al. showed that the nanoscale chemical heterogeneity (i.e. variable cross-linking density) in epoxy 
networks67 is responsible for heterogeneous water uptake.59 Understanding the long-term evolution and 
stability of these hydrophilic regions is crucial for engineering epoxy coating in corrosion applications.59 

 

 
Fig. 4 AFM-IR images of a three-component blend made by polyethylene (PE), polypropylene (PP) and 
deuterated polyethylene–propylene copolymer (d-PEP) obtained at (a) 1377 cm−1 (CH3 bending of PP), (b) 
1473 cm−1 (CH2 bending of PE) and (c) 2192 cm−1 (CD2 stretching of d-PEP). (d) AFM-IR spectra obtained at 
the color-coded locations marked in panel-d. The data show that the d-PEP copolymer partitions in the PE 
phase but does not mix with the PP phase.58 These AFM-IR experiments were obtained in ringdown mode. 
This figure has bene adapted from M. A. Rickard (ref. 58) with permission from Elsevier, copyright 2020.58 
 
    In another elegant example, Rickard et al.58 used a deuterium-labelled polymer to understand the 
chemical distribution of an experimental three-component blend made by polyethylene (PE), 
polypropylene (PP) and deuterated polyethylene–propylene copolymer (d-PEP). Plastic waste streams 
often contain both PE and PP which, however, are immiscible and need to be separated or require the 
addition of a compatibilizing polymer (d-PEP in this case) to yield a material with suitable properties when 
recycled together. The deuteration of the d-PEP phase was necessary in this case to spectroscopically 
distinguish the PEP copolymer phase within the blend (64/27/9, PE/PP/d-PEP mass ratio). The results (Fig. 
4) clearly show that the d-PEP copolymer is dispersed in the PE matrix but doesn’t mix with the PP 
phase,58 suggesting that, for best performance, further engineering of the compatibilizing polymer may 
be necessary for partitioning it at the PE and PP interface. A similar strategy (deuteration of the lipid 



phase) was used by Tuteja et al.14 to map the distribution of a three-component blend consisting of a 
lipid–polymer hybrid film loaded with paclitaxel, a chemotherapeutic drug. In this case, AFM-IR images 
revealed enhanced partitioning of paclitaxel at the lipid–polymer phase boundaries which explain the 
enhanced and synergistic drug-release of the hybrid film, compared to polymer only or lipid only films.14 

   AFM-IR was also used to identify at the nanoscale the polymorphic forms of crystalline polymers57 and 
to determine the fraction of crystalline vs. amorphous material56 in polymer samples. For example, Gong 
and coworkers observed a heterogeneous distribution of polymorphs with a core–shell structure even in 
a single poly[(R)-3-hydroxybutyrate-co-(R)-3-hydroxyhexanoate] (PHBHx) electro-spun fiber.57 Specifical-
ly, the thermodynamically-stable α-form (characteristic absorption at (≈1728 cm−1) comprised the fiber 
core, while the metastable β-form (≈1740 cm−1) was found in a thin (≈10 nm thick) outer shell, regardless 
of the fiber size.57 Crystallization of the metastable β-form occurs due to the extremely rapid solvent 
evaporation in the outer portion of the fiber in the electro-spinning process. Similarly, Rebois et al., used 
AFM-IR to determine the crystalline (≈15%) and amorphous (≈85%) fractions of PHB inside bacteria which 
produce and store PHB within intracellular vesicles. Such results reveal that the small vesicles kinetically 
restrain PHB crystallization with respect to commercial PHB (≈57% crystallinity), a characteristic that 
enhance the bioavailability PHB to the bacteria. Interestingly PHB crystallinity within the vesicles could be 
increased up to ≈68% (i.e. beyond commercial grade) by exposing the bacteria to chloroform vapors.56 

 
3.2 AFM-IR characterization of metal–organic frameworks 
   The synthesis of metal–organic frameworks (MOFs),71,82 has also benefitted from AFM-IR chemical 
specificity. MOFs82 are nanoporous materials consisting of inorganic ions bridged by organic linkers. Like 
child's building blocks, MOFs have stimulated chemists’ imagination leading to the assembly of chemically 
diverse structures with tailored properties for separation, catalysis, drug delivery, and other 
applications.82 For example, AFM-IR was used to determine the distribution of linkers in MOF single 
microcrystals composed of two functional linkers,54 and to understand the growth mechanism of MOF 
thin films;71 a knowledge that has enabled growing films of better quality and at a ≈20-fold faster rate. 
Finally, the thermal conductivity of MOF single microcrystals, not measurable with other techniques, was 
measured in AFM-IR experiments using new nanoscale optomechanical AFM probes capable of capturing 
the sample thermal-expansion dynamic with ≈10 ns time-resolution.19 

 
3.3 AFM-IR extension to the visible range and its applications to photovoltaics 
   Since the AFM-IR method extends beyond the IR range, it is also often referred to as photothermal 
induced resonance (PTIR) technique. PTIR in the near-IR and visible ranges,31 enables measuring optical 
properties (i.e. bandgap41,66,68 and defects)65 and chemical composition with a wavelength-independent 
resolution, which is useful in optoelectronic applications.41,65,66,68,83 Contrary to other AFM-based, 
primarily near-surface sensitive, techniques such as s-SNOM,5 PTIR has the ability probe the whole device 
thickness11,21 (typically ≈500 nm for PV devices). 
   Historically, the efficiency of photovoltaic technologies has improved very slowly despite great 
efforts.84 In contrast, the efficiency of the recently developed organic–inorganic perovskite solar cells 
skyrocketed well above 20%, despite fabrication with cheap, and potentially high-throughput, solution 
processes. However, the understanding of perovskite fundamental properties has generally trailed the 
pace of their efficiency improvement and PTIR has been instrumental for closing some of these knowledge 
gaps. For example, it has provided the first direct evidence of ion migration68 in these materials and has 
verified their ferro-elastic nature;66 two properties related to the photovoltaic hysteresis85 of unstable 
perovskite devices. 
 

https://pubs.rsc.org/en/Content/ArticleLanding/2020/CS/C8CS00916C#cit71


 
Fig. 5 CH3NH3PbI3−xClx perovskite AFM topography maps (a–c) and corresponding absorption ratio (702 
nm/556 nm, i.e. 1.77 eV/2.23 eV) maps (d–f) as a function of annealing: A0, as prepared (a and d), A5, 5 
min annealing at 95 °C (b and e), A30, additional annealing for 5 min at 95 °C and for 20 min and at 110 °C 
(c and f). The red and blue tones indicate Cl-poor and Cl-rich regions, respectively. All scale bars are 1.0 
μm. (g) PTIR spectra obtained at the color-coded locations in panel-a for the as prepared sample. (h) Local 
bandgap (left axis) and local Cl% content (right axis) obtained by linearly fitting the spectra at 9 locations 
as a function of annealing: as prepared sample (A0, black squares), A5 (red circles), A30 (purple triangles). 
Upon annealing the local bandgap and Cl− content decreases at all locations, approaching the bandgap of 
the CH3NH3PbI3 phase (green horizontal line). The light green rectangle and error bars represent a single 
standard deviation in the calculation of the local bandgap due to the linear fitting of nanoscale the 
absorption spectra.41 These AFM-IR experiments were obtained in ringdown mode. Adapted with 
permission from J. Chae et al., Nano Lett., 2015, 15, 8114–8121. Copyright (2015) American Chemical 
Society. 
 
   Another debated aspect is whether the improved stability and carrier diffusion length of mixed 
chloride/iodide perovskite solar cells (CH3NH3PbI3−xClx)41 are provided by incorporation of Cl− in the film 
(of difficult detection at low concentrations) or just by Cl− mediated crystallization of a non-chlorinated 
perovskite. The lack of suitable laser sources impedes PTIR measurements of Pb–Cl vibrations, However, 
since incorporation of Cl− in the perovskite structure widens the bandgap,86 the bandgap derived from 
nanoscale absorption spectra (Fig. 5) was used as a proxy of the local chloride content in PTIR experiments 
in the visible range.41 Image ratios are convenient to display absorption information that is independent 
from topographic details. The absorption ratio maps and spectra in Fig. 5 show strong bandgap 
heterogeneity in the as prepared sample, which progressively decreases with annealing approaching the 
bandgap of the pure CH3NH3PbI3 phase in the fully annealed film. Notably, despite the small Cl− content 

https://pubs.rsc.org/en/Content/ArticleLanding/2020/CS/C8CS00916C#cit41


(<2.0% mol mol−1) CH3NH3PbI3−xClx films display much better stability than morphologically similar 
CH3NH3PbI3.41 A similar investigation from the same group has revealed heterogeneities of the bandgap 
and of the distribution of shallow and deep defects in CdTe commercial solar cells.65 A recent review on 
the application of IR nano-spectroscopy techniques for the characterization of energy related materials is 
available elsewhere.87 
 
3.4 AFM-IR applications in nano-optics 
   As discussed in previous reviews.5,6,37 AFM-IR spurred several nano-optics applications. Briefly, the 
Centrone's group used AFM-IR to image dark plasmonic modes26,27 and to quantify with nanoscale 
resolution the surface-enhanced infrared absorption (SEIRA)27,35,69,70 in proximity of plasmonic resonators 
of various shapes.69 The thermo-plasmonic and SEIRA effects were also studied recently by Mancini et al., 
in vertical antennas, highlighting the two major near-field characteristics of surface plasmons: field-
confinement and nanoscale heating.88 AFM-IR has also revealed the nanoscale origin of circular dichroism 
in plasmonic antennas, which is related to nanoscale differences in the Ohmic loss (i.e. localized heating) 
induced by circularly polarized light of opposite directions.61 In a different work, the strong p-light 
polarization induced near-field under the AFM tip was used to measure the epsilon-near-zero 
mode, i.e. when the real part of the refractive index approaches 0 in a thin (≈2 nm) SiO2 film.40 

 

Fig. 6 (a) AFM topography of five representative hexagonal boron-nitride (hBN) frustums with different 
aspect ratio (Ar = d/t). All the frustums have a height of 256 nm ± 4 nm. Scale bars 300 nm. (b) AFM-IR 
absorption spectra (p-polarization) obtained by positioning the AFM tip at the center of representative 
frustums, as indicated in panel-a. The schematic of the incident polarization used for the measurements, 
along with the depiction of the quantities t and d, are provided as an inset. (c) AFM-IR maps (scale bars 
200 nm) at selected wavelengths highlighting near-field patterns of the hBN polaritons for the Ar = 2.34 
frustum.63 These AFM-IR experiments were obtained in ringdown mode. Adapted with permission from L. 
V. Brown, Nano Lett., 2018, 18, 1628–1636. Copyright (2018) American Chemical Society. The AFM-IR 
images at 1408 cm−1 and 1464 cm−1 are from the same dataset reported by Brown et al. but have not been 
published previously. 



   Plasmons attract attention because, of the strong near-fields and because their resonant wavelength 
can be engineered across a wide spectral range.89 The ohmic dissipation of plasmons can be useful in the 
photothermal treatment of cancer,90 but more typically the high losses and short life time (few fs) of 
plasmons in metals hinder their applications.89,91 In contrast, phonon polaritons, collective excitations in 
polar dielectrics, have longer lifetimes (few ps) and lower losses91 but exist only within the Restrahlen 
band (i.e. in the spectral region between the longitudinal and the transverse optical phonons).91 The 
crystal anisotropy of hexagonal boron nitride (hBN), one of the many 2D-materials, confers hyperbolicity 
to its phonon polaritons, i.e. the ability to propagate with arbitrarily large wave vectors, thereby enabling 
optical confinement to very small volumes. Indeed, theoretical calculations63,92 on hBN frustum (truncated 
cone) nanostructures have predicted the existence of several volume-confined polaritonic modes, 
characterized by 3 discrete modal indexes (i.e. quantum numbers), but only a subset of these predicted 
modes could be observed with s-SNOM.93 In contrast, AFM-IR mechanical transduction is independent 
from the mode radiation efficiency to the far-field, and has enabled measuring many of the theoretically 
predicted modes,63 see Fig. 6. Phonon-polaritons in hBN flakes as thin as 4 nm have been measured 
exploiting the plasmonic enhancement between a gold tip and gold substrate.64 
 
3.5 AFM-IR characterization of 2D materials 
   Beyond nano-optics, 2D materials94 such as hBN, graphene, WSe, etc. attract great interest in 
electronics, optoelectronics, and many other applications. Remarkably, the properties of these materials 
can be modified either by covalently binding functional groups, by absorbing small molecules, or by 
stacking multiple 2D materials layers to form synthetic heterostructures. The need to characterize the 
nanoscale distribution of functional groups39 and molecules72 intentionally added or of spurious 
contaminants53 that screen the material intrinsic properties, has incited recent AFM-IR applications. For 
example, Bartlam et al. measured the distribution of sulfonated pyrenes adsorbed on the surface of a 
reduced graphene oxide single layers (1.7 nm thick sample).72 Liu et al., characterized the complex 
distribution of oxygen bonds in graphene oxide (GO), showing a relatively higher concentration of C–O 
bonds on the GO plane and a relatively higher concentration of C O bonds at the GO flake edges.39 Both 
works achieved monolayer sensitivity with the conventional AFM-IR ring-down mode exploiting the near-
field enhancement between the gold-coated tip and gold-coated substrate. Schwartz et al. used 
resonance enhanced AFM-IR to identify the composition of nanoscale contaminants53 (down to ≈1.8 amol) 
trapped in heterostructures composed of pairs of WSe2, WS2, and hBN layers which trapped 
polydimethylsiloxane (PDMS) and polycarbonate residue, corresponding to the stamp materials used for 
their fabrication. This knowledge spurred a new stamp cleaning procedure that eliminated or reduced the 
contaminants below detectable amounts.53 
 
3.6 Recent AFM-IR chemical imaging applications in the life sciences 
   AFM-IR applications in the life sciences are also widespread, fostered by the generally large expansion 
coefficient of biological samples. However, these materials are characterized by a broad range of 
mechanical properties; and, since very soft samples make the AFM-IR signal transduction 
inefficient,11,15 earlier studies in contact-mode were carried out on somewhat stiffer samples.95 The recent 
introduction of tapping-mode AFM-IR,14–16 has enabled measuring samples that are 
softer,15,16 stickier,14 rougher17 or easily displaced by the AFM-tip.16 
   As previously reviewed in detail,6 the Dazzi's group used AFM-IR to study the production of biofuels in 
bacteria,33,96 yeasts and microalgae.6 Critical to this application, is the AFM-IR ability to measure nanoscale 
absorption for samples with thicknesses even in excess of 1 μm,21 which was harnessed to map the 
distribution of biofuel-containing vesicles,33 viruses,95 nanoparticles,52,97 subcellular structures98 and 
proteins38 inside single organisms and cells. For example, the distribution of drug delivering nanoparticles 



(as small as ≈170 nm) made with polylactic acid inside macrophages,52 was revealed leveraging the 
particles’ intrinsic vibrational signatures (Fig. 7), in place of the commonly employed fluorescent tags that 
may modify the particles’ biological fate.  
 

 
 
Fig. 7 3D overlay image of IR absorption at 1770 cm−1, characteristic of polylactic acid, inside a macrophage 
cell. (b and c) AFM-IR maps (1710 cm−1) and spectra (at color-coded marked locations) of the two areas 
highlighted in panel (a) containing polylactic acid nanoparticles. The scale bar represents 500 nm.52 These 
AFM-IR experiments were obtained in resonance-enhanced mode. This figure has bene adapted from E. 
Pancani (ref. 52) with permission from The Royal Society of Chemistry, copyright 2020. 
 
   Recently the Wood's group reported the first AFM-IR multivariate analysis applications.60 Red blood cells 
infected with malaria parasites (Plasmodium falciparum) were characterized at different stage of 
infection, revealing subcellular structures, suggesting that AFM-IR studies of antimalarial–drug 
interactions with the parasite may become possible.60 In this case, AFM-IR images at discrete 
wavenumbers, corresponding to large variances in survey spectra, were corrected for drift before 
hierarchical cluster analysis, which revealed regions of the cells rich in lipids, DNA, hemoglobin or 
hemozoin, the byproduct of parasite-induced hemoglobin degradation.60 The same group, used principal 
component analysis (PCA) of AFM-IR spectra to discriminate between Gram-positive and Gram-negative 
bacteria based on their cell wall spectral characteristics, see Fig. 8.60 This is not entirely surprising since, 
in first approximation, Gram-negative bacteria have a thin cell wall consisting of an inner and outer 
membrane sandwiching a thin peptidoglycan layer. In contrast, Gram-positive bacteria have a thick cell 
wall consisting of an inner membrane and a thick layer composed by peptidoglycan and teichoic acid. In 
the same work, the authors also observed the formation of a cell wall septum (≈45 nm thick) in a living 
bacterium prior to the cell division (Fig. 8). Although the data acquisition (ringdown) in these studies was 
slow,60,99 the recent development or rapidly tuning lasers enabling fast (≈1 s) AFM-IR spectral 
acquisition,15 suggest that AFM-IR multivariate analysis may become more common place in the near-
future. 



 
Fig. 8 (a) PCA scores plot (PC1 versus PC2) for the second derivative of AFM-IR spectra dataset (n = 
327) obtained from six different bacteria in the 1400 cm−1 to 950 cm−1 spectral range. The plot shows 
separation of Gram-positive bacteria (red markers) and Gram-negative bacteria (blue markers) along 
PC1, which captured 32% of the spectral variance. (b) AFM height and (c) AFM deflection image of 
a Staphylococcus aureus dividing cell obtained before recording AFM-IR spectra (d and e) at the color-
coded marked positions; i.e. on the forming septum (red) and non-septum (black). The spectra, 
normalized to amide I band, show stronger intensity on the septum for the bands associated with 
carbohydrate and phosphodiester groups of cell-wall components.60 These AFM-IR experiments were 
obtained in ringdown mode. This figure has been adapted from ref. 60 with permission from The Royal 
Society of Chemistry, copyright 2020. 
 
   The recent introduction of tapping-mode AFM-IR has enabled the characterization of several 
nanostructured drug delivery media such as lipid–polymer hybrid films,14 liposomes15 and core–shell 
polymeric nanoparticles,16 which are difficult to measure in contact-mode due to their unfavorable 
mechanical properties.15 These advanced formulations attract interest because they deliver therapeutic 
cargos overcoming the conventional tradeoff between therapy efficacy and the side effects. For example, 
liposomes nanocarriers increase therapy efficacy while minimizing side-effects by delivering difficult to 
administer therapeutics with better selectivity and efficiency. Tapping-mode AFM-IR has enabled label-



free detection and mapping of the distribution of ≈1000 cytarabine molecules (≈1.7 zmol), a 
chemotherapeutic drug, inside single liposomes15 (≈80 nm diameter). This characterization enables 
classification of empty and drug-loaded liposomes, which is necessary for determining the drug 
encapsulation efficiency and the effective dosage. Similarly, tapping-mode AFM-IR was used to establish 
that another drug, pipemidic acid (only 1% weight fraction), is loaded on the external surface of core–
shell polymeric nanoparticles; a formulation useful for burst drug release.16 

 
3.7 AFM-IR conformational analysis and measurements in water 
   Because attainment of proteins native structure by folding, is key to life-enabling biological processes 
and, conversely, protein misfolding can generate toxic aggregates that are related to >50 human 
diseases,100 determination of proteins’ folding patterns is an important IR spectroscopy 
application.101 This typically requires deconvolution of the amide I band (≈1650 cm−1) to reveal the 
proteins’ secondary structure, based on the common bonding patterns (i.e. conformations) of the protein 
backbone, such as α-helix, random coil, α-turn, β-sheet, β-turn, etc.101 Since Ruggeri et al. pioneering 
work55 on the aggregation pathways of the Josephin domain of ataxin-3, responsible for type-3 
spinocerebellar ataxia, an inheritable protein-misfolding disease, AFM-IR was used to characterize 
molecular conformations in a wide spectrum of applications.28,45,46,102–105 For example, Paluszkiewicz et 
al. showed that the progress of cataract disease in human eye lens is spatially heterogeneous and it is 
correlated to the local secondary structure of proteins (β-turn/parallel β-sheet for the normal 
tissue vs. anti-parallel β-sheet for the diseased tissue).103 Giliberti et al. leveraged conformational changes 
of transmembrane proteins detected with AFM-IR to reveal heterogeneity of the proteins hydration states 
at the nanoscale.45 Very recently, the same group introduced difference AFM-IR spectroscopy to study the 
(visible) light induced conformation changes in photosensitive transmembrane proteins.106 Other 
examples include studies of: fibrillar aggregates of the first exon of Huntington protein 
(Exon1),102 electron-induced conformational transitions in silk-proteins based electron-beam 
resist,104 and to assess the toxicity of nanodiamonds inside cells.97 
   Such broad application range is not surprising since protein aggregates often show conformational 
heterogeneity at the nanoscale due to complex equilibria that depend on the proteins sequence and on 
environmental interactions.100 Many protein misfolding diseases arise when the control systems that keep 
the proteins in their soluble state loose efficiency (common with aging) or because pathological mutations 
increase the propensity of protein aggregation.100 In Alzheimer's disease, for example, stronger and 
stronger evidence suggests that small fibrillar species, referred to as oligomers, are the most toxic 
species.100 The environmental influence on the proteins’ conformation, and the need to characterize cells 
under native conditions, are strong drivers for AFM-IR experiments in water.28 However, AFM-IR 
measurements in water are challenging because of water's IR absorption background and because the 
increased drag in water dampens the cantilever oscillations at the core of the AFM-IR signal.28,30 The first 
AFM-IR experiment in water30 (ring-down method) was made possible by ATR illumination and by a 2 μm 
thick sample (Candida albicans fungi) which minimized the water absorption background, but resulted in 
a low (≈3.3) signal-to-noise ratio (SNR) due to fluid drag. This experiment remained an isolated attempt 
until Belkin et al. succeeded in measuring a 20 nm thick PMMA sample in water, 9 years later.29 To 
measure such a thin sample in liquid, the authors resorted to an array of provisions to increase the signal 
and to reduce the water background: (i) resonance-enhanced excitation (ii) deuterated water and (iii) the 
tip-enhancement between a gold-coated probe and a germanium prism which, however, also resulted in 
a low (≈5) SNR.29 More recently, the Centrone's group showed that for thicker samples (≈200 nm) it is 
possible to obtain AFM-IR spectra in air and water with comparable SNR and spatial resolution.28 More 
importantly, the high (>70) SNR achieved in water was sufficient to enable nanoscale conformational 
analysis of supramolecular aggregates made by diphenylalanine (FF), the core recognition module of 



Alzheimer's β-amyloid peptide, and its tert-butoxycarbonyl (Boc) derivative, Boc-FF (see Fig. 9).28 Even 
though the two peptides differ just by one chemical group, the amide-I band in AFM-IR spectra reveal that 
the conformation of their fibrillar aggregates in water is different at the single fibril level (Fig. 9). These 
measurements suggest that ATR illumination and resonance-enhanced excitation are key for AFM-IR 
measurements in water, despite the lower cantilever Q-factors in liquid. The tip enhancement, is 
necessary for thinner (<200 nm) samples and the use of deuterated water is useful to avoid spectral 
overlap but is less critical. AFM-IR measurements in water could also potentially benefit from novel high-
sensitivity nanoscale opto-mechanical AFM probes, developed by the Centrone's group, due to the 
predictably lower fluid drag of the nano-sized cantilever.19 

 

 
Fig. 9 (a) Schematic of the AFM-IR measurement in water which require illuminating the sample from 
below in total internal reflection to minimize the water absorption background. (b) Chemical structures 
of diphenylalanine (FF) and tert-butoxycarbonyl of diphenylalanine (Boc-FF) peptides. (c) AFM topography 
(i.e. morphology) map and (d) IR absorption map (1615 cm−1) for FF fibrils in H2O. (e) Comparison of the 
average AFM-IR spectra obtained on FF (bottom) and Boc-FF (top) fibrils in the amide I (green and yellow) 
and C O stretching (red) spectral ranges. Although the two peptides differ just by one chemical group, 
their conformation in water (either D2O or H2O) is different at the single fibril level.28 These AFM-IR 
experiments were obtained in resonance-enhanced mode. Adapted with permission from G. Ramer et 
al., ACS Nano, 2018, 12, 6612–6619. Copyright (2018) American Chemical Society. 



3.8 AFM-IR applications in geology 
   While several techniques are available to study the composition of inorganic minerals in rocks at the 
nanoscale, those typically are ineffective for determining the composition of organic inclusions. AFM-IR 
has recently closed this gap enabling characterizing of organic inclusions in rocks76,77 and 
meteorites.46,107 For example Yang et al. assessed the heterogeneity of organic macerates at different 
level of maturity in shale,76 a sedimentary rock composed by organic matter dispersed in a mineral 
framework, and responsible for the recent oil extraction boom in the United States. The data show that 
with increasing shale maturity, the composition of the organic phases evolve and get progressively 
enriched with aromatic carbon and depleted of oxygen and aliphatic carbon.76 AFM-IR was even used to 
characterize carbon inclusions in 3.7 billion years old rocks of possible biogenetic origin.77 Similarly, 
organic inclusions in two widely studied meteorites (carbonaceous chondrites)107 and in Antarctica's 
micrometeorites46 revealed strong chemical heterogeneity at the nanoscale. For example, Fig. 10 shows 
that in an Antarctica's micrometeorite the ratio map of C O absorption (carbonyl, 1710 cm−1) and C C 
absorption (1600 cm−1) is highly heterogeneous.46 In another earth science application, AFM-IR was used 
to characterize the composition of atmospheric aerosol particles, which also typically consist of complex 
nanosized chemical mixtures.78 
 

 
Fig. 10 Left: AFM-IR image ratio obtained by dividing the intensity at 1710 cm−1 (C O) with respect to the 
intensity at 1600 cm−1 (C C) for the DC16-14-309-a micrometeorite. The white contour delineates the 
height corresponding to 5% of the maximum height measured by AFM. Top right: AFM-IR spectra (labelled 
S1 to S4) obtained at the selected locations marked in the left panel. The vertical lines identify the 1710 
cm−1 and 1600 cm−1 wavenumber positions. Bottom right: Histogram of the AFM-IR ratio map in the left 
panel, highlighting the strong heterogeneity of the sample.46 These AFM-IR experiments were obtained in 



tapping-mode. This figure has been reproduced from D. Partouche et al. (ref. 46) with permission from 
ESP Sciences, copyright 2020. 
 
3.9 AFM-IR applications in art conservation 
   Finally, art conservation is another field where samples are often composed of complex chemical 
mixtures of organic and inorganic compounds and can benefit from AFM-IR characterization.79,108 While 
the chemical composition in works of art can vary greatly, many degradation processes challenging their 
conservation are of common occurrence, but often not well understood. For example, Latour et 
al. leveraged AFM-IR to study the degradation of historic parchment obtained from animal skin. 
Parchment mainly consists of collagen that can denaturalize and lead to the formation of gelatin; a process 
that can be followed at the nanoscale by monitoring carbonyl absorption (absent in pristine 
parchment).108 Morsch et al. used AFM-IR to study the UV-induced degradation of model linseed oil paints 
containing anatase (which has a high photocatalytic activity) and rutile; two TiO2 polymorphs.79 
 

 
Fig. 11 (a) AFM topography and (b–d) AFM-IR absorption maps of 23 year old naturally aged commercial 
paint chip of known composition (zinc white containing pre-tested soft titanium white (P250) prepared at 
the Grumbacher paint factory in 1995). (b) AFM-IR map at 1742 cm−1 corresponding to the ν(C O) marker 
band of oil, (c) PTIR map at 1590 cm−1 corresponding to a broad zinc carboxylate and (d) AFM-IR map at 
1540 cm−1 corresponding to the carboxylate peak of zinc stearate. (e) Reconstructed qualitative color-
coded image of PTIR absorption intensity: zinc stearate (red), “broad zinc carboxylate” (yellow) and oil 
(blue). (f) AFM-IR spectra obtained at the color-coded marked locations (1–5). The spectra are normalized 
to the ester carbonyl band at 1742 cm−1 and displayed with an offset for clarity. These AFM-IR experiments 
were obtained in tapping-mode. This figure has been reproduced from X. Ma et al. (ref. 17) with 
permission from Wiley, copyright 2019.17 



 
 
   Oil paints are made by mixtures of drying oils, pigments and additives (i.e. Al-stearate) that together 
provide desirable properties but are not indefinitely stable, as they can react to form metal carboxylates 
(soaps) that may damage works of art over time. Despite their common occurrence, soap formation and 
aggregation are not well-understood processes. Ma et al. used tapping-mode AFM-IR on a 23 year old 
naturally aged commercial paint of known average formulation to reveal that the distribution of metal 
carboxylates is heterogeneous at the nanoscale and more complex than previously thought.17 For 
example, three distinct metal carboxylates were identified around a single agglomerate of the aluminum 
stearate additive (Fig. 11) providing valuable details to infer soap formation mechanisms. From these first 
experiments, AFM-IR clearly offer rich and valuable information while requiring just a very small amount 
of material, an ideal combination for cultural heritage applications. 
 

4. Nano-Raman: fundamental principles of TERS 
   Nanoscale Raman spectroscopy, also known as tip-enhanced Raman spectroscopy (TERS), uses atomic 
force microscopy (AFM) or scanning tunneling microscopy (STM) to scan a plasmonic metal nanostructure 
over a sample surface, to locally enhance the field in a manner analogous to surface-enhanced Raman 
spectroscopy (SERS).109–111 Such metallic nanostructures are typically produced by metal coating of 
nonconductive AFM tips or electrochemically etching conductive STM wire tips. In TERS experiments, the 
probe tip is positioned above the sample and a laser excites the particle's localized surface plasmon 
resonance (LSPR), a coherent oscillation of conduction electrons. The LSPR drastically enhances (up to 
100–1000 fold) the local electric field (E) in the nanoparticle's vicinity, leading to Raman signal 
enhancements of up to 108.112–114 The LSPR can be described by the solution the of Maxwell equations, 
also known as Mie theory, according to (eqn (9)): 

(9) 
where a is the nanoparticle radius, εr and εi are the real and imaginary components of the metal dielectric 
function; εout is a wavelength independent dielectric constant of the environment surrounding 
nanoparticles; λ is the excitation wavelength; N is the number density of the nanoparticles. Gold and silver 
nanostructures are commonly used as TERS probes since their plasmon resonance condition (εr ≈ −2·εout) 
is met in the visible spectral region. Other metals, such as Cu, Al, Pt, Pd, Ga, In, and Rh, and their alloys 
can potentially be used as plasmonic materials.115–118 However, the feasibility of their application in TERS 
has not yet been fully explored. 
   Gold deposited on silicon or on glass is also often used as a substrate to achieve so called “gap-mode” 
TERS to obtain additional enhancement.119 Alternatively, whole Au crystals120 or Au nanoplates121,122 can 
be used. Sheremet et al. compared the intensity of TERS spectra acquired from cobalt phthalocyanine on 
and off Au film123 and found a ≈2-fold signal increase in the “gap-mode” TERS conditions. 
   The LSPR also depends on the size of the plasmonic nanostructure (see eqn (7)).112–114 As a rule of thumb, 
the larger a nanoparticle, the bigger the LSPR red-shift. It should be noted that nanostructures on the tip 
of scanning probes are typically formed either by metal evaporation (for AFM-TERS) or by electrochemical 
etching (for STM-TERS), methods that offer very little control on the tip shape and size. Therefore, the 
LSPR and the enhancement factor in TERS typically show a strong tip-to-tip variability. Several strategies 
have been proposed to overcome this challenge. The Ren group developed a pulsed electrodeposition 
technique, which enables precise control of the deposited metal thickness by controlling the deposition 
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current, potential, and time.124 This wet chemistry-based method yields TERS probes within minutes 
without requiring sophisticated thermal deposition systems. For TERS experiments carried out under 
electrochemical control (usually with STM feedback), it is imperative that the shaft of the probe is covered 
with an insulating layer to avoid spurious Faraday currents. Various methods have been employed to 
achieve this,125–127 many of them difficult to reproduce reliably, i.e., requiring an experienced and very 
skilled experimenter. Finally, several microfabrication methods have been proposed for manufacturing 
TERS probes with a tapered waveguide on the tip128,129 to allow for more efficient coupling of the 
excitation laser light to the tip apex. However, nanofabrication of TERS tips is a slow process and thus less 
desirable than batch fabrication methods. For a more detailed discussion on TERS scanning probes and on 
novel fabrication strategies we refer the reader to a recent review by Huang and co-authors.68 
The tip–sample distance is a key factor that affects the electromagnetic field confinement at the tip apex 
and for achieving the strongest TERS enhancement. When the tip is located far away from the sample 
surface, the field distribution is primarily determined by the tip radius.130 However, the electromagnetic 
field becomes much more confined (Fig. 12) if a metallic substrate is in close proximity to the tip. Not only 
the proximity, but also the detailed structure of the tip apex plays a role for achieving extreme 
confinement of the electromagnetic field in the tip–sample junction. It has been hypothesized that a tiny 
“supertip” could form a picocavity,131 which is thought to be at the origin of the recently obtained TERS 
sub-nanometer spatial resolution.132,133 At room temperature, metallic nanostructures are sufficiently 
plastic and not expected to be stable for extended periods of time, whereas at cryogenic temperatures, 
sub-nanometer resolution TERS is expected to be much more reproducible. 

 
Fig. 12 Super-resolution in TERS. Computed Stokes scattering intensity as a function of lateral position 
assuming a point-source scatterer located at the origin and a Gaussian plasmonic field distribution of 10 
nm full-width at half maximum. Nonlinearity of the response leads to a sharp increase in spatial resolution 
(green curve).134 Copyright (2015) Nature Springer, reproduced with permission from Roelli et al., Nat. 
Nanotechnol., 2015, 11, 164. 
 



   Zhang and co-workers investigated the relationship between the enhancement factor (EF) and the tip–
sample distance.135 It was found that the EF increases when the tip–sample distance increases from 0.25 
nm to ≈1 nm, and the EF slowly decreases for larger distances. The increase of the EF in 0.25 nm to ≈1 nm 
tip–sample distance is explained by quantum effects that include electron tunneling and the appearance 
of a new charge-transfer plasmon modes. The decrease in the EF with increasing tip–sample gap above 1 
nm is well characterized. For example, Masango and co-workers used atomic layer deposition to control 
the gap between a plamonic substrate and the analyte.136 These researchers measured Al–CH3 and C–H 
stretching modes from trimethylaluminum (TMA) as a function of the gap size and found that the SERS 
intensity decreased by more than 80% if the distance between the analyte and the plamonic surface was 
increased by only 0.7 nm (Fig. 13A). It was also found that the SERS intensity decreased less rapidly for 
gaps larger than 1 nm and reached ≈7% of the maximum for a gap of ≈3 nm. 
 

 
Fig. 13 (A) Normalized SERS intensity of the symmetric C–H stretch (from TMA) at 2892 cm−1 and 
symmetric Al–CH3 stretch at 585 cm−1 as a function of distance from a bare silver film over nanoparticle 
(AgFON) and the substrate functionalized with thiol SAMs. (B) Propensities of cysteine (Cys), 
phenylalanine (Phe), tyrosine (Tyr), proline (Pro) and histidine (His) in SERS spectra of native insulin with 
a silent amide I band (red), and intense amide I (blue). (A) Reprinted with permission from Masango et 
al., Nano Lett., 2016. Copyright (2016) American Chemical Society. (B) Reproduced from Kurouski et 
al., Analyst, 2013 with permission from The Royal Society of Chemistry. 
 
   These results provide the basis of a possible explanation for the absence of the amide I band in some 
SERS and TERS data:137 Kurouski et al. analyzed the frequency of observing Cys, Phe, Tyr, Pro, and His 
bands in SERS spectra of native insulin with a decreased amide I band intensity (red), and with an intense 
amide I band (blue) (Fig. 13B). It was found that Cys was 1.5 times more prevalent in SERS spectra with 
the amide I band absent compared to the spectra with an intense amide I vibration. The ratio for Tyr was 
nearly 2 : 1 and further increased for Phe and Pro (almost 3 : 1). Histidine (His) was 9 times more frequent 
in the spectra with attenuated amide I band than with intense Amide I band (9 : 1) (Fig. 13B). The 
interpretation was that bulkier amino acid side chains act as ‘spacers’ between the peptide bond and the 
metal surface, and reduce the enhancement of the amide bond.137 However, it is uncertain whether the 
orientation of the peptide backbond with respect to the enhancing SERS metal nanostructure is such that 
the side chain would automatically act as a spacer. More recently, it was found that high illumination 
intensities in TERS creates hot carriers under the tip, which cleave the peptid backbone, in a fashion 
analogous to electron capture dissociation of peptides in mass spectrometry.138 This provides an 
alternative interpretation of the phenomenon, suggesting that simply controlling the illumination power 
could mitigate this effect. 



   In addition to the electromagnetic enhancement, chemical enhancement can also play a role in 
TERS.119 Chemical enhancement is associated with a charge transfer occurring from the Fermi level of the 
metal tip to the lowest unoccupied molecular orbital of a bound analyte. Valley and co-workers performed 
a careful theoretical and experimental study to quantify the effect of the charge transfer139 on the EF of 
plasmonic nanostructures and found that the chemical enhancement provides an EF from 10 to 100. 
   TERS instruments have been implemented in several optical configurations, Fig. 14. Bottom-illumination 
TERS is commonly used for TERS imaging of biological samples.122,140 In this configuration, the laser light is 
focused on the tip by oil-immersion or dry microscope objective with high numerical aperture (NA) which 
allows to collect the scattered photons efficiently and consequently permits efficient TERS imaging. 
However, this configuration can only be used to measure transparent samples. This limitation can be 
overcome by setups leveraging side- or top-illumination.141 Side illumination is commonly used in 
electrochemical126,127 and ultra-high vacuum TERS systems.142–144 In these systems, light focusing is 
achieved either via a standard microscope objective or by a set of achromatic lenses or, alternatively, by 
a parabolic mirror.145 Although in theory such focusing geometry enables highly efficient light collection, 
parabolic mirror-based experimental setups did not gain much popularity due to higher complexity for 
alignment and focusing. 
 

 
 
Fig. 14 Bottom- (A), top- (B), and side-illumination (C) configurations, as well as a parabolic mirror-based 
setup (D) used in TERS systems. 



   Continuous wavelength (CW) laser light is commonly used in all configurations of TERS systems.141,146–

149 Several attempts have been made to use pulsed sources for TERS.150,151 But these did not yield new or 
additional information compared to TERS experiments carried out with CW excitations. Nevertheless, the 
realization of time-resolved TERS is in principle of broad interest and it has recently been implemented.152 
The use of polarizers allows controlling linear or circular light polarization at the tip–sample junction (Fig. 
15A);153 however the importance of laser light polarization in TERS experiments has not been fully 
explored and is currently an open question. In side-illumination geometries (Fig. 15B), light can have p- 
(electric field parallel to scattering plane) and s-polarization (electric field perpendicular to scattering 
plane). It is expected that the laser light with polarization along the tip axis (p-polarization) would provide 
the highest electromagnetic enhancement.154 Similarly, for bottom-illumination TERS light polarization 
along the tip axis (z-polarized light) is expected to provide the highest enhancement.154 While the vertical 
polarization component increases with larger illumination angles (i.e., higher NA objectives) experimental 
evidence suggest that strong TERS enhancement can be obtained even with low NA objectives.155 

   An interesting study on the effect of light polarization in TERS experiments had been reported by Pashaee 
and co-workers that investigated the near-field response of azobenzenethiol adsorbed on gold nanoplates 
using linearly and radially polarized light,156 with the latter yielding 3 times greater TERS signal intensity. 

 

Fig. 
15 (A) Schematic representations of polarization at the sample surface for linearly and radially polarized 
light used in bottom-illumination. The blue arrows represent the polarization of the field of the incoming 
beam and at the tip and sample surfaces. The red arrows show the induced polarization of plasmons on 
the metallic particles covering the tip. (B) Definition of S and P polarized light upon side-illumination TERS. 
 

5. Recent advances and practical application of TERS 
   Five major research directions have been actively pursued by the TERS community over the last two 
decades: (1) single molecule sensitivity and improvement of spatial resolution, (2) structure and dynamics 
of biological systems, (3) materials characterization, (4) electrochemistry and (5) catalysis at the 
nanoscale. 
 
5.1 Single molecule sensitivity and spatial resolution 
   Sensitivity and spatial resolution are linked: the smaller the area that is probed by the TERS tip, the fewer 
molecules are under the tip; at the extreme (resolution of <1 nm) there is only a single molecule. The first 
TERS report with single molecule sensitivity came from the Pettinger laboratory. These researchers 
claimed detection of a single brilliant cresyl blue (BCB) molecule adsorbed on a 12 nm thick Au film using 



an electrochemically-etched silver wire probe.157 This report, however, raised numerous speculations 
about the detection accuracy. To end such speculations, the Van Duyne group employed isotopologues of 
Rhodamine 6G (R6G) and confirmed the single-molecule sensitivity of TERS153 by showing that the 
vibrational signature of only one R6G isotopologue could be observed at a given time in multiple TERS 
spectra. Although single molecule sensitivity with poor (non-resonant) Raman scatterers has not yet been 
achieved. Single molecule sensitivity with resonant dye molecules (TERRS) can thus be considered to be 
established. 
   Over the last two decades, TERS attained giant improvement in spatial resolution. In 2000, Stöckle et 
al. anticipated that TERS spatial resolution would be limited by a size of the scanning probe (30 nm to 50 
nm).110 However, very soon, experimental evidence revealed a much better spatial resolution. For 
instance, the Kawata group reported images of carbon nanotubes (CNTs) with less than 2 nm spatial 
resolution, sufficient to identify various defects on the CNT surfaces.158 Using low-temperature UHV-STM-
TERS, Zhang and co-workers recently demonstrated that adenine and thymine bases adsorbed to Ag(111) 
could be resolved with ≈1 nm spatial resolution.159 Under low temperature, the mobility of molecules on 
the substrate can be minimized, trapping them in the most energetically favorable configurations. In 2013, 
the Dong group reported the first sub-nanometer spatial resolution of TERS by resolving the inner 
structure and surface configuration of a porphyrin molecule (H2TBPP).133 These researchers suggested 
that such a high spatial resolution was likely due to a resonance between the nanocavity plasmon and the 
molecule vibronic transitions, particularly of the downward transition responsible for the emission of 
Raman photons.133 Several years ago, Chaing and co-workers demonstrated Angstrom spatial resolution 
on H2TBPP adsorbed on a Cu(111) surface in UHV-TERS. The H2TBPP/Cu(111) system revealed two 
metastable surface-mediated conformations: buckled up and buckled down. These researchers 
demonstrated that at room temperature, the conformational barrier can be easily overcome and that 
H2TBPP randomly switches between these two states. Simultaneous measurement of STM and TERS line 
scans across four H2TBPP molecules showed a 2.6 Å TERS lateral resolution.144 The spatial resolution of 
TERS was pushed even further by the Apkarian group: Lee and co-workers recently reported TERS images 
of individual Co(ii)-tetraphenyl porphyrin (CoTPP) molecule obtained with <2 Å spatial resolution showing 
that TERS can probe the inner structure of a molecule, such as its mechanical motions and internal electric 
currents (Fig. 16).132 The same group also demonstrated that a comparable TERS spatial resolution could 
be achieved using a carbon monoxide (CO)-modified scanning probe.160 It was concluded that field 
localization, rather than the enhancement, is the crucial factor for single molecule sensitivity and sub-
nanometer spatial resolution. At this extreme confinement, plane-wave selection rules break down and 
field gradients driven scattering dominates the observable TERS spectra. 
    There have also been claims of nanometer or even subnanometer spatial resolution with ambient TERS. 
Deckert-Gaudig and co-workers demonstrated ≈1.5 nm spatial resolution for AFM-TERS and established 
the technique capability for detecting individual amino acids on the surface of single insulin fibrils.140 Also, 
the Deckert group attempted to reach <1 nm spatial resolution using TERS for sequencing specifically 
designed single-stranded DNA (ssDNA) composed of adenine and cytosine.161 However, such high-
resolution TERS proved extremely difficult to reproduce. At present, there is only one other report in the 
literature where a silver tip was scanned along a ssDNA to collect TERS signals with a step of 0.5 nm, 
comparable to the bond length between two adjacent DNA bases.162 The difficulties arise from four 
aspects: (i) nonconductive biological samples can only be measured with AFM-TERS, which has less 
enhancement; (ii), biological molecules such as proteins or DNA have much lower Raman scattering cross 
sections than the resonant dyes commonly investigated in single-molecule TERS, making their detection 
challenging; (iii) the larger drift at ambient temperature than in cryogenic conditions, renders TERS 
imaging with long pixel integration times challenging; and (iv) the “supertips” or picocavities required for 
very high TERS resolution are not stable at room temperature. 
 



 
Fig. 16 TERS images (top row) of individual CoTPP molecule allows for visualization of vibrational normal 
modes (middle and bottom rows). Reproduced from Lee et al., Nature, 2019, with permission from Nature 
Publishing Group. 
 

 
Fig. 17 TERS imaging of the facet-dependent reduction of pNTP catalyzed by Au microplates. (a and b) 
Proposed schemes showing the hot-spot located at both the shaft and apex (a) and only at the apex (b) 
of the TERS probe. (c, d) and (h, i) High resolution TERS images of the distribution of –NO2 (c and h) and N

N groups (d and i) obtained with 3D TERS active and inactive probes respectively. (e and j) Corresponding 
overlap of NO2 and N N images (c and d for e; h and i for j). (f and k) Zoomed-in TERS images of the white 
rectangle position in (e) and (j), respectively. (g and l) Typical TERS spectra extracted from the marked 
position in (f) and (k). Reprinted with permission from Wang and Kurouski, J. Phys. Chem. C, 2018. 
Copyright (2018) American Chemical Society. 



   Two years ago, the Kurouski group reported the first three dimensional (3D) TERS, which could be 
achieved by active plasmon zones located on a shaft of the scanning probe. Wang and Kurouski utilized 
3D TERS to monitor the reduction of para-nitrothiophenol (pNTP) molecules (pNTP) catalyzed by Au 
microplates.121 The results showed that the 3D TERS could distinguish signals from both the side and 
plateau regions of single Au microplates, corresponding to Au(100)163 or Au(110)164 with low catalytic 
activity and Au(111) with higher catalytic activity, respectively, Fig. 17. 
 
5.2 Structure of biological systems 
   During the last two decades, TERS was widely used to explore the structure of biological systems. 
Although many questions remain unanswered, TERS substantially improved our understanding of the 
structural organization of numerous biological assemblies such as amyloid and collagen fibrils. Some 
attempts have also been made to read DNA and RNA nucleotide sequences140,147,165 and even to probe the 
surface of cells and viruses. Unfortunately, many biomolecules are poor Raman scatterers, which leads to 
difficulties. The temptation is to simply raise the excitation laser power to generate more Raman 
scattering, but this can lead to decomposition. If one works at sufficiently low laser power, long integration 
times are required, which leads to slow imaging rates and problems with drift. 
   DNA sequencing is a bottleneck of modern genomics and bioinformatics. Therefore, alternative methods 
of DNA and RNA sequencing are highly desired. In 2010, Treffer and co-workers proposed to use TERS to 
read individual nucleobases on a single stranded calf thymus DNA with an arbitrary sequence.147,148 The 
authors showed that the four nucleobases exhibited distinctly different vibrational signatures that could 
in principle be used for DNA and RNA sequencing.166,167 This work was further expanded by Najjar and co-
workers who were able to read the DNA of a λ-phage virus with TERS. Although the authors revealed 
vibrational modes originating from DNA nucleobases and from the DNA backbone, the reported 9 nm 
spatial resolution significantly limited base-by-base readout necessary for DNA sequencing.168 Several 
years later, Pashaee and co-workers used TERS to distinguish between plasmid-free and plasmid-
embedded DNA molecules169 thanks to the stronger TERS signals from plasmid DNA which contributes 
additional nucleic acids from the plasmid. Lipiec and co-workers utilized TERS to investigate mechanisms 
of UV-initiated DNA damage. Experimental evidence suggested that such DNA damage 
occurred via cleavage of the C O bonds.170 
   Amyloid fibrils are protein aggregates that may develop from misfolded proteins causing several 
neurodegenerative maladies such as Alzheimer and Parkinson diseases.171 Although their structure has 
been revealed by cryo-EM and solid-state NMR, the surface organization of these aggregates, to a large 
extent, remained unclear. In 2012, Deckert-Gaudig and co-workers proposed to use TERS to probe the 
amino acid composition on the surface of insulin fibrils.140 Additionally, these researchers showed that 
TERS could be used to probe changes in protein secondary structure on the surface of insulin fibrils. 
Following on this work, Kurouski and co-workers reported a more detailed study on the structural 
organization of insulin fibrils.140 These researchers were able to correlate the propensity of the presence 
of cysteine, proline, phenylalanine, tyrosine and histidine amino acids with the protein secondary 
structure. It was found that tyrosine, phenylalanine and cysteine were more frequently present on β-sheet 
clusters comparing to the areas dominated by α-helix and/or unordered protein. Consistently, proline, 
which is known to disrupt β-sheet integrity, was much more abundantly observed in α-helix and/or 
unordered protein clusters. Kurouski and co-workers also examined the structural organization of 
filaments, precursors of amyloid fibrils that intertwine and coil forming mature protein aggregates. This 
information allowed them to propose two distinctly different protein aggregation pathways that led to 
the formation of twisted and tape-like fibrils. Deckert-Gaudig and co-workers used TERS to image 
hydrophobic and hydrophilic domains on the surface of insulin fibrils, as well as to reveal clusters of 
specific amino acids, such as cysteine and proline.172 It was found that the surface of insulin fibrils is 



composed of a mixture of α-helix and disordered protein secondary structures, whereas the core of the 
fibrils consists exclusively of β-sheets. 
   Recently, Bonhommeau and co-workers investigated the structural organization of two synthetic 
mutants of Aβ1–42 fibrils using TERS. They collected spectra from the surface of normal Aβ1–42 fibrils and 
fibrils formed from a peptide with leucine to threonine mutation at the 34th residue (L34T) fibrils, which 
exhibited low toxicity. Next, these researchers compared these spectra to the spectra collected from 
surfaces of highly toxic oligomers (oG37C)173 determining that Aβ1–42 and L34T fibrils secondary structure 
consisted of parallel β-sheet, while the Og37C secondary structure consisted of anti-parallel β-sheets. The 
structural organization of Aβ1–42 fibrils was further elucidated by the Zenobi group with TERS,149 to reveal 
the spatial distribution of the secondary structure (β-sheet and turn/random coil) in fibrillar species at 
different stages of maturation. These researchers also imaged large areas of mature Aβ1–42 fibrils showing 
the distribution of β-sheet and turn/random coil protein secondary structure on their surface. An 
interesting application of TERS was reported by Van den Akker and co-workers which probed the 
structural organization of fibrils formed on a lipid interface.174 It was found that fibrils grown on the lipid 
interface contained lipid molecules on their surface. Tabatabaei and co-workers were able to image 
amyloid β plaques on the surface of neuronal spines using TERS.175 The plaques have highly 
heterogeneous protein secondary structure, including disordered, α-helical and β-sheet structures. 
   Fibril polymorphs are morphologically and/or structurally different protein aggregates that can be 
grown from the same monomeric protein or a polypeptide.176,177 It was proposed that fibril polymorphism 
could be caused by variations in monomer–monomer aggregation at the stage of protein nucleation or by 
different association pathways of fibril filaments and proto-fibrils.178,179 Kurouski and co-workers utilized 
TERS to probe the surface organization of insulin fibril polymorphs with different topologies: tape-like and 
twisted fibrils.180 It was found that surfaces of these polymorphs had distinctively different amino acid 
compositions and protein secondary structures. This work was further expanded by Krasnoslobodtsev and 
co-workers who investigated polymorphism of amyloid fibrils formed by an eight amino acid peptide 
(CGNNQQNY) from the yeast prion protein Sup35.181 It was found that the fibril polymorph grown at pH 
5.6 had a mixture of β-sheets, random coil and α-helix structures, whereas fibrils grown at pH ≈ 2 were 
primarily composed of β-sheets. 
   Imaging the spatial organization of cell surfaces is an important, but challenging, longer-term goal of 
many labs using TERS. For example, in malaria, a severe insect-transmitted tropical disease that is caused 
by Plasmodium falciparum, the parasite lives inside red blood cells turning erythrocyte hemoglobin into 
hemozoin and free heme. The Wood group used TERS to detect hemozoin crystals inside the red blood 
cells182 and to determine the oxidation state of iron ions inside such crystals. A similar application of TERS 
was reported by Böhme and co-workers. These authors provided experimental evidence that TERS could 
be used to probe the oxidation states of cytochrome-c Fe2+/Fe3+ in a single isolated 
mitochondrion.183 Recently, Xiao and co-workers showed that TERS can unravel chemical information on 
specific ligand–receptor binding sites of the integrin αvβ3 molecule in a cancer cell membrane.184 These 
researchers were able to obtain distinct Raman signals using gold nanoparticles (located on the substrate) 
functionalized with three different peptide ligands. Böhme and co-workers made several attempts to 
probe the structural organization of cell membrane using TERS which revealed individual protein and lipid 
domains on the surface of eukaryotic cell147 and oligosaccharides on the cell surface. 
 
5.3 TERS imaging of 2D materials 
   TERS was actively used to investigate the structure and composition of graphene and its derivatives.185–

187 For instance, Schaffel and co-workers used TERS to detect small defects and localized contaminations 
in graphene sheets and showed that the intensity of the D band (1350 cm−1) significantly increases at 
graphene edges and in defect-rich areas.188 In contrast, in-plane modes, such as the G band (≈1582 cm−1), 



were found to be weakly enhanced in TERS.189 TERS was also used to study chemically modified graphene 
oxide,190 specifically to investigate the electronic properties of a carboxyl-modified graphene oxide (GO–
COOH) and localized functional groups on its surface. The researchers were able to detect nanoscale 
defects by comparison of intensities of G and D bands in thick and thin layer GO–COOH flakes Fig. 18. 

 
Fig. 18 High-resolution TERS mapping of a GO–COOH flake. (a) Topography map of a multilayer GO–COOH 
sample obtained simultaneously with TERS mapping. “T” and “F” refer to thick-layer and few-layer GO–
COOH flakes, respectively. (b) TERS maps of D band (1350 cm−1) intensity and (c) G band (1590 cm−1) 
intensity measured from the GO–COOH sample area shown in (a). Nominal pixel dimension: 10 nm. 
Integration time: 0.4 s. (d) TERS spectra measured at the locations marked 1–4 in (b) along with the fitted 
Lorentzian curves. The intensity of the averaged TERS spectrum from location 1 was scaled by 10× for 
easier visualization. All scale bars: 200 nm. Reproduced from Su et al., Nat. Commun., 2018, with 
permission from Nature Publishing Group. 
 
   Chemical vapor deposition synthesis allows manufacturing a multitude of transition metal 
dichalcogenides (TMDs), such as NbSe2, MoS2, MoSe2, WS2, WSe2, and TaS2. Although structurally very 
similar, they all have unique electronic properties. Since nanoscale defects, adatoms, vacancies and other 
structural heterogeneities in these TMDCs may significantly change the lattice symmetry-induced valley 
Hall effect, valley polarization, and superconductivity it is very important to understanding the structural 
organization of these materials at the nanoscale. TERS and tip-enhanced photoluminescence (TEPL) are 
ideal for such applications; compared to organic or biological molecules, dichalcogenides are more robust 
and tolerate higher laser powers. For instance, Park and co-workers showed that TERS and TEPL coupled 
to atomic force local strain microscopy could be used to image the surface of WS2 and investigate its 
excitonic properties.130 Milekhin and co-workers observed strong hot-electron doping in MoS2 when the 
material is deposited on Au nanoplates which induces a structural transition from the 2H to the 1T 
phase.191 

 



Organic 2D polymers 
    The Zenobi group applied TERS to elucidate the molecular mechanisms leading to the formation of two-
dimensional organic molecular polymers. 2D polymers are difficult to investigate spectroscopically 
because these low-density materials are only one molecular layer thick. The sensitivity of TERS has made 
possible in recent years, to assess the crystallinity, defect density, and degree of polymerization of these 
materials based on high-resolution TERS images.192 2D polymers can be synthesized from monomers that 
will form strong noncovalent π–π interactions, for example, between partially fluorinated anthracene 
moieties,193 or that form covalent bonds.194 For example, Opilik et al.195 and Müller et al.196 determined 
that organic polymer films made from similar anthracene-based monomeric precursors formed via [4+4] 
rather than [4+2] cycloaddition reactions. Based on these results they hypothesized that such 
polymerization occurred via a step growth mechanism. This work was further expanded by Shao who used 
TERS to investigate polymers synthesized via dynamic imine chemistry from aromatic triamine and 
dialdehyde building blocks.197,198 It was possible to determine the defect density in such a 2D polymer 
monolayer by using an acetylenic reporter group built into the dialdehyde monomer. Specifically, the 
researchers were imaging C C stretching (2220 cm−1) in an intact 2D polymer sheet to identify locations 
of polymer defects (Fig. 19). 

 
Fig. 19 TERS imaging and spectra of a 2D covalent monolayer obtained via imine bond formation by 
reacting a dialdehyde and a triamine. (a) TERS signal-to-noise ratio imaging the C C stretching (2220 
cm−1) in an intact 2D polymer sheet; (b) TERS intensity image at 1600 cm−1 of the ML on a terrace of the 
Au(111) substrate; (c) color-coded intensity map of two line-trace TERS scans taken in (b); (d) 
corresponding TERS intensity of the band at 1600 cm−1 along the trace and retrace scans. The spatial 
resolution is estimated to be around 8 nm using a 10% to 90% contrast criterion; (e) STM image and 
corresponding topographic height profile of the terrace after TERS imaging; (f) schematic of edge-induced 



molecular tilt within the ML. STM image (0.2 V, 1.0 nA) taken after TERS maps (0.2 V, 0.1 nA) with different 
parameters to avoid scratching the ML; (g) TERS spectra recorded from the ML on the plane and edge 
positions of Au(111) substrate; (h) calculated TERS spectra of imine model, normalized to the 1124 
cm−1 band. (i) Schematics of the plane-parallel configuration and plane-perpendicular configuration, 
respectively. The molecular bending and twisting angles are held constant at 0°.198 Reprinted with 
permission from F. Shao et al., ACS Nano, 2018, 12, 5021. Copyright (2018) American Chemical Society. 
 
5.4 Electrochemical processes at the nanoscale 
   The nanoscale organization of species on electrode surfaces plays a key role in the efficiency of 
electrochemical and electrocatalytic processes at the solid–liquid interface.199,200 The spatial resolution of 
classical spectroscopic techniques, such as ultraviolet-visible absorbance, fluorescence spectroscopy, IR 
and Raman spectroscopy, used to characterize electrochemical processes is diffraction limited, and 
therefore these techniques miss critical nanoscale details. Scanning electrochemical microscopy (SECM) 
and scanning electrochemical cell microscopy (SECCM) are commonly used to study electron transfer 
kinetics on a single crystal vs. polycrystalline substrates.200–202 However, both techniques can provide only 
very little structural information about the analyzed molecules or directly probe molecules that are bound 
to the surface. The Mirkin group has recently demonstrated that a spatial resolution as low as 10 nm could 
be achieved using SECM.202 However, to better understand the fundamental principles of 
electrochemistry and of heterogeneous electrocatalysis clearly, the sub-nanometer spatial resolution 
offered by TERS is necessary. 
   The groups of Ren, Van Duyne and Domke have pioneered development of TERS to probe 
electrochemical processes at solid–liquid interfaces.126,127,203 The Van Duyne group explored the nanoscale 
redox reaction of Nile Blue (NB) using electrochemical AFM-TERS (EC-AFM-TERS) and compared these 
results to conventional cyclic voltammetry (CV) (Fig. 18).203 For this study, NB was absorbed onto an 
indium tin oxide (ITO) film that was used as a working electrode (WE) while Pt and Ag/AgCl were used as 
counter (CE) and reference (RE) electrodes, respectively. Next, an Au-coated AFM tip was positioned on 
the WE. At a pH value above 6, NB undergoes a two electron one proton reduction at negative potentials 
(approximately −0.5 V vs. Ag/AgCl). Therefore, changes in TERS spectra were monitored as the potential 
was swept from 0.0 V to −0.6 V vs. Ag/AgCl and back to 0.0 V vs. Ag/AgCl. Kurouski and co-workers found 
that the overall intensities of the spectra decreased with a decrease of the potential, in agreement with 
the change in electronic states of NBO and NBR. As the potential was swept from −0.6 V back to 0.0 V, 
≈75% of the initial spectral intensity was recovered, demonstrating reversibility of the redox reaction of 
NB under the AFM tip, monitored by TERS. 
   These researchers also observed step-like changes of the TERS intensity of NB in some TERS 
voltammograms, such as the one shown in Fig. 20E. Such a step-like behavior of TERS CVs suggests that 
redox reactions of only a few NB molecules were probed at those surface sites, 6 based on the estimate 
of the average number of molecules under the tip. This study highlights the potential of TERS for studying 
redox reactions at the nanoscale, probing few- or single-molecule behavior across heterogeneous 
surfaces.203 This work was followed by Mattei et al. demonstrating that EC-TERS could be used to measure 
nanoscale variations in the formal potential (E0′) of a surface-bound redox couple.204 These researchers 
acquired multiple TERS CVs at different surface coverages of NB on the surface of ITO and different 
locations on the ITO surface. Next, the TERS CVs were fit to a Laviron model for surface-bound 
electroactive species, which allowed for a quantitative extraction of the formal potential E0′ at each 
location. Histograms of the single-molecule E0′ at each coverage indicated that the electrochemical 
behavior of the cationic oxidized species is less sensitive to the local environment than the neutral reduced 
species. 
 



 
Fig. 20 (A) AFM image at the corner of an Au nanoplate on ITO (320 nm × 320 nm) and (B–H) corresponding 
TERS intensity maps (1 s acquisition time per pixel) of NB (591 cm−1 peak area) as a function of 
potential vs. Ag/AgCl. The white dotted lines represent the edge of the Au nanoplate. Each TERS pixel size 
is 20 nm × 20 nm. (I) Selected TERS spectra obtained on Au (black) and ITO (red) pixels as a function of the 
potential. The tip-retracted spectrum obtained after the imaging experiment is shown in blue. Reprinted 
with permission from Kang et al., Nano Lett., 2018. Copyright (2019) American Chemical Society. 
 
   The Van Duyne group recently demonstrated the first EC-TERS imaging monitoring changes in the formal 
potential (E0′) of NB redox reaction on ITO and Au nanoplates.205 These researchers observed a statistically 
significant 4 mV difference in E0′ on Au vs. ITO and an electrochemical heterogeneity of redox events on 
polycrystalline ITO, but not on Au. EC-AFM-TERS imaging allowed for imaging of individual ITO grains with 
a spatial resolution of ≈40 nm, Fig. 20. 
   Independently, the Ren group leveraged EC-TERS to monitor the arrangements and to elucidate the 
protonation states of 4′-(pyridin-4-yl)biphenyl-4-yl)methanethiol (4-PBT) molecules on a Au(111) 
surface.127 These researchers developed an elegant EC-STM-TERS setup with a tilted sample plate relative 
to the incident laser light. To reduce the Faraday current from the probe shaft, Zeng and co-workers 
embedded freshly-etched Au or Ag wire into a polyethylene glue, which preserved the activity of the 
plasmonic tip apex. Recently, Ren group demonstrated that the utilization of water immersion objective 
with a short working distance and high numerical aperture in EC-STM-TERS setup substantially improves 
the signal to noise ratio of the spectra.206 This novel imaging approach, was used to investigate the redox 
properties of hydroquinone. It was found that more than a half of hydroquinone molecules could not be 
reversibly oxidized. This appeared to be a synergistic effect of negative potential and laser illumination 
rather than the tip LSPR that led to such an irreversible reaction. 
   Using EC-TERS, the Domke group examined the adsorption geometry and chemical reactivity of adenine 
on Au(111) as a function of applied potential.126 The researchers demonstrated that protonated 
physisorbed adenine adopted a tilted orientation at low potentials while it was vertically adsorbed near 
the point of zero charge. A further increase in the potential induces adenine deprotonation and the 
reorientation to a planar configuration.126 The Lucas group proposed an elegant experimental setup for 
STM-EC-TERS measurements,141,146 using a very thin layer of liquid and a slightly bent tip to illuminate the 
tip with an objective located in air above the sample. Using a 4-nitrothiophenol layer assembled on large 
gold substrates they showed that the distribution of the surface transformation products could be 



heterogeneous.141 Further exploring the possibility of top-access of EC-TERS, Touzalin and co-workers 
demonstrated EC-TERS with an objective immersed in the electrolyte solution. With this experimental 
setup, these researchers could track the progressive conversion of the nitro group of 4-NTP to amino (4-
ATP). They found that the intermediate 4e− reduction of the nitro group of 4-NTP to hydroxylamine (4-
HATP) competes with a 6e− reduction to amine (4-ATP) at potentials where this was not expected to 
occur.146 The Lucas group demonstrated EC-TERS imaging of a Au surface functionalized with sodium 
sulfate with 8 nm spatial resolution.207 Similar spatial resolution was achieved by the Domke group that 
used EC-TERS to investigate electrochemical oxidation of Au nanodefects.208 The researchers observed 
reversible, concurrent formation of spatially separated Au2O3 and Au2O species at defect-terrace and 
protrusion sites on the defect, respectively. These studies demonstrated the strength of EC-TERS in 
nanoscale characterization of potential-driven reactions that are taking place battery materials or at 
electrocatalytic sites. 
 
5.5 Catalysis at the nanoscale 
   TERS is also being used increasingly in catalysis research,143,209–212 with the ultimate goal to obtain 
detailed chemical information of species at the catalyst's active sites. It has to be kept in mind that a 
plasmonic tip can itself exhibit catalytic activity: using TERS with a silver-coated AFM tip to both enhance 
the Raman signal and to act as the catalyst, van Schrojenstein Lantman et al. showed that time-resolved 
experiments can monitor photocatalytic reactions of a self-assembled monolayer of p-nitrothiophenol 
molecules adsorbed on gold nanoplates. A photocatalytic reduction process was induced at the apex of 
the tip by irradiation with green laser light, while red laser light was used to monitor the transformation 
process during the reaction.213 Kumar et al. used the exact opposite strategy: they employed alumina 
protected TERS tips to study the oxidative dimerization of p-mercaptoaniline to p,p′-
dimercaptoazobenzene on nanostructured silver,214 and zirconia protected TERS tips to study 
photocatalytic reaction within an aqueous environment.215 
   Using TERS, Sun and co-workers showed that N N bond of p,p′-dimercaptoazobisbenzene could be 
scissored by hot carriers with the formation of 4NTP at alkaline and p-aminothiophenol at acidic 
pH.216 Szczerbinski and co-workers used TERS to monitor photocatalytic degradation of 1-
hexadecanethiol, biphenyl-4-thiol and 1H,1H,2H,2H-perfluorodecane-1-thiol.138 The researchers 
demonstrated that illumination of the tip–sample junction by high laser power (>1 mW) causes formation 
of carbonaceous species via charge-driven reaction mechanisms. 
   Su et al., used TERS to map with high (≤2.5 nm) spatial resolution Pt nano-islands smaller than 10 nm on 
Au(111). The distinct Raman fingerprints 4-chlorophenyl isocyanide absorbed on a single nanoisland 
enabled resolving the electronic properties of the terrace, step edge, kink, and corner sites which are 
characterized by distinct coordination environments. Atomic sites with lower coordination numbers 
exhibited higher d-band electronic profiles which blue-shifted the N C Raman frequency of the adsorbed 
4-chlorophenyl isocyanide. An increasing number of Pt layers also weakened the influence of the 
underlying Au(111) surface (bimetallic effect).217 
    Recently, the Kurouski group reported on the sporadic formation of 4-nitrobenzenethiolate upon TERS 
imaging of a 4-nitrobenzenethiol (4NBT) monolayer on Au(111), Fig. 21. Using density functional theory 
(DFT), finite-difference time-domain (FDTD), and finite element method (FEM) calculations, Wang and co-
workers concluded that this chemical transformation was not caused by plasmonic photothermal heating 
but was rather driven by plasmon-induced hot carriers.218 
 



 
Fig. 21 TER images of a 4NBT monolayer on the gold Au (111) surface. (a) and (b) are based on the integral 
intensities of the spectrum from 1320 to 1350 cm−1 (a) and 1290 to 1320 cm−1 (b), respectively. (c) 
Overlapped image of (a) and (b). (d) The corresponding AFM image of the area where TER images were 
taken from. (e) Typical TERS spectra extracted from the marked position in (c). The scanning step is 20 nm 
per pixel. Reprinted with permission from Wang and Kurouski, J. Phys. Chem. C, 2020. Copyright (2020) 
American Chemical Society. 
 

6. Differences, synergies, complementarity and future perspectives of 
TERS and AFM-IR 
   As mentioned in the introduction, although TERS and AFM-IR both leverage a scanning probe platform 
to overcome the light diffraction limit, they have evolved independently driven by different research 
priorities and by distinct underlying physical mechanisms. However, the rapid pace of innovation for both 
techniques has pushed several measurement performance metrics well beyond initial expectations, 
opening new opportunities for synergistic TERS and AFM-IR characterization. Hereafter, we will highlight 
the major differences, complementarity, and possible areas of convergence between these two 
techniques. Table 2 summarized the typical and best achieved characteristics of TERS and AFM-IR. 
   The main difference between these two techniques is the extent of the sampled depth. While the TERS 
signal is typically generated from the top few nm of the sample, the sampling depth of AFM-IR can reach 
a few μm.21 This single characteristic has been probably the main driver for the thus far limited application 
space overlap between AFM-IR and TERS, and together with the required spatial resolution, can be used 
as first discriminant for selecting the method most appropriate for a given application. 
 
 
 



 TERS AFM-IR 
 Typical Best 

achieved 
Typical Best achieved 

Resolution achieved 3-5 nm 0.1 nm 10-50 nm 10 nm 
Sampled depth A few nm A few µm 
Typical sample 
thickness 

 20-500 nm 

Sensitivity (smallest 
sample detected) 

Single monolayer Single 
molecule 

20 nm thick Single monolayer 

Spectral range 500-1800 cm-1 unlimited 900-1900 cm-1      2700-
3600 cm-1 

20000-625 cm-1 
(limited by laser 
range) 

Typical time for a 
spectrum 

0.5-10 s 0.1 s 1 s- 4 s (QCL)                1 
min (OPO) 

0.2 s 

spectral bandwidth 500-1800 cm-1 (but 
spectrometer dependent) 

900-1900 cm-1  5000-20000 cm-1 

Spectral resolution 4-10 cm-1 1 cm-1  0.5 cm-1 (laser 
dependent) 

Typical 
hyperspectral 
imaging & time 

100 x 100 pixels               
(≈ 1.5 h – 28 h)  

- 100 x 100 pixels                 
(≈ 3 -11 h) 

- 

Typical pixel dwell 
time 

0.5 s - 10 s (equal to spectral 
acquisition time) 

10 ms (single 
wavelength) 

1 ms (single 
wavelength) 

Reproducibility Tip dependent Tip independent but dependent on the tip-
sample contact mechanics 

Spectral fidelity High for small molecules, poor 
for complex biological samples 

In first approximation, comparable to FTIR 
spectra 

Liquid measurement yes not typical achieved 
Table 2. Typical and best achieved characteristics of TERS and AFM-IR. 
 
   TERS is a surface sensitive technique because the TERS signal intensity and spatial resolution critically 
depends on the near-field enhancement conveyed by the scanning probe tip.121,132 Consequently, 
experiment design (i.e. gap mode,121,219 cryogenic temperature133,142) and tip engineering220–222 to provide 
stronger and stronger near-fields has been a TERS research priority. The convergence of these intents has 
enabled TERS experimentalists to achieve a sub 0.1 nm spatial resolution at cryogenic 
temperatures,223 much smaller that the tip-apex size limited resolution (i.e. 10 nm to 50 nm) suggested 
initially.224 While the origin of such extreme spatial resolution is not well understood and subject of 
debate,133 it enables molecular spectroscopy with unprecedented detail, although with low throughput. 
Imaging at 0.1 nm resolution requires sampling at twice the spatial frequency (i.e. 0.05 nm pixel size).    
Considering typical spectral acquisition times of 0.5 s for dye molecules and 10 s for proteins a 100 × 100 
pixel map covering a 25 nm2 area requires a little less than 1.5 h for dyes and more than a day for proteins 
(excluding the retrace time),121,132 across a typical ≈1300 cm−1 bandwidth (from 500–1800 cm−1). A wider 
TERS bandwidth can be achieved at the cost of lower resolution or by stitching different spectral ranges 
at the cost or longer measurement time. Claims for extraordinary spatial resolution require strong 
experimental and theoretical support, because in relation to the measurement time, thermal drift, 
thermal diffusion and tip stability present challenges for TERS imaging and reproducibility, especially at 
room temperature.119 It is expected that a better theoretical understanding of the origin of TERS extreme 



spatial resolution will stimulate new tip designs and experimental strategies aimed at improving the 
measurement throughput, by increasing the signal-to-noise ratio (SNR). Alternatively, since such extreme 
spatial resolution is not always needed, tip engineering to achieve high SNR but across a wider area 
(i.e. with lower spatial resolution) is an interesting avenue for improving throughput, reproducibility and 
enabling direct comparison with other lower-resolution nanoscale characterization methods, such as 
AFM-IR.5,6 
   The poor yield and the short life-time of TER probes is a serious issue that will have to be overcome to 
expand TERS application space and throughput.225 Currently, silver- and gold-coated probes are 
commonly used in TERS because these metals have suitable dielectric constants in the visible 
range.226 Although Au tips typically provide lower enhancement than Ag-tips, they are more stable 
(months) in air. In contrast, the oxidation of Ag by atmospheric oxygen or by sulfur-containing molecules 
quickly degrades Ag plasmonic activity.227 Several strategies have been proposed to overcome this 
limitation. Specifically, the Zenobi group proposed to apply self-assemble monolayers of ethanethiolate 
to inhibit adsorption of contaminants, such as carbon and analyte molecules, on TERS tips.221 This group 
also reported that plasmonic activity of contaminated tips could be restored by electrochemical 
reduction.222 Independently, the Ren group demonstrated that sulfuric acid could be used to clean 
contaminated tips, restoring their plasmonic activity.220 While TERS tips are typically custom fabricated in 
laboratory settings, we believed that commercial fabrication of TERS tips with high enhancement and long 
life-times will strongly foster the adoption of TERS. Also, stochastic fluctuations of bands can be observed 
in TERS. Probably diffusion and reorientation of molecules under the tip, as well as desorption, re-
adsorption on the tip shaft and decomposition phenomena are at the basis of these spectral fluctuations. 
It was proposed that this could be due to molecule–metal interactions and incident light 
polarization.179,228,229 
   In contrast to TERS, AFM-IR does not require the field-enhancement of the tip and can measure the 
sample composition for depths even exceeding 1 μm,21 leading to diverse applications but yielding no 
surface selectivity (i.e. for thick samples, the AFM-IR signal is contributed mostly by the sample 
subsurface). In principle, this distinction provides ground for a strong complementarity: surface 
composition by TERS and composition up to a few μm deep with AFM-IR; at least for TERS experiments 
that don’t require the high sensitivity provided by the gap-mode excitation. 
   Since the field-enhancement is not crucial for AFM-IR, its development efforts have been primarily 
aimed at increasing sensitivity and throughput by resonant excitation of the cantilever oscillation either 
in contact-13,28 or tapping-mode,14–17 or by engineering more sensitive nanoscale probes.19 While a TERS 
spectrum is acquired at once at each pixel, AFM-IR is typically a spectrally narrow-band measurement. 
OPO lasers have been used in AFM-IR across a broad spectral range, from 20 000 cm−1 (500 nm)31 to 625 
cm−1 (16 μm)25 but have a slow wavelength tunability (typically 4 cm−1 s−1 to 40 cm−1 s−1). The recent 
availability of quantum cascade lasers with fast wavelength tunability (>5000 cm−1 s−1) and tunable 
repetition rate has considerably shortened the AFM-IR spectral acquisition time (≈1 s) enabling 
hyperspectral imaging at about 4 s per pixel (4 averaged spectra per pixel) across a ≈1000 cm−1 bandwidth, 
see Table 2. In these conditions, the typical AFM-IR hyperspectral imaging time (3 h to 11 h) is comparable 
with TERS. QCLs have also increased AFM-IR single wavelength chemical imaging throughput (≈10 ms per 
pixel). Considering the highest AFM-IR spatial resolution achieved in tapping-mode (≈10 nm),15 a 5 nm 
pixel size and a 100 × 100 pixel single-wavelength map, covering an area of 2.5 μm2, requires a little more 
than 3 min (excluding the retrace time). Consequently, AFM-IR single wavelength chemical imaging is fast 
and widespread while AFM-IR hyperspectral imaging has been rarely attempted.60,99 Ultrasensitive 
optomechanical AFM probes19 have the potential to improve the throughput further, at the cost of 
additional measurement complexity. An outstanding challenge for AFM-IR is the influence of the tip–
sample contact dynamics on the AFM-IR signal intensities (scaling factor) that depends on the local 
thermomechanical properties of the sample and on the stability of the AFM operation. Such dependence 



makes quantification difficult, particularly for the more sensitive but less stable resonance enhanced 
excitation scheme15 (see Section 2). While spectral ratios can be used, in first approximation, for 
semiquantitative assessments, the development of new highly-sensitive off-resonance methods19,48 or 
methods that are immune to the scaling factor is highly desirable.11 
    Excluding the optomechanical probes,19 and similarly to TERS, measuring the thinnest (monolayer) 
samples with AFM-IR typically requires a signal boost from the strong plasmonic enhancement occurring 
in the gap between a gold coated tip and a gold coated substrate.13,38,39 AFM-IR measurements on such 
thin (<5 nm) samples are challenging but never the less they open up the possibility for spectroscopically 
complementary AFM-IR and TERS characterization on the same samples. While TERS measurements on 
monolayer or single molecules may be considered routine, AFM-IR measurement on these samples 
undoubtedly will benefit for an increase of the measurement resolution and sensitivity. Ad 
hoc engineering of the tip near-field in the mid-IR will probably be required to further this convergence 
and for pushing AFM-IR towards higher spatial resolution. Approaching the spatial resolution of TERS will 
require developing cryogenic AFM-IR instrumentation and exploiting the atomistic near-field 
enhancement as recently demonstrated in TERS.132 Since IR absorption and Raman scattering are 
proportional to the second and forth power of the local electric field respectively, outside the atomistic 
near-field, for a given tip and sample it is otherwise expected that TERS will provide a higher spatial 
resolution than AFM-IR. 
   The comparison of recent applications of AFM-IR and TERS (Sections 3 and 5) suggests that for at least 
two areas, the characterization of 2D materials39,63,198,230 and the characterization of biomolecular 
conformations28,55,140,183 could benefit from the spectroscopic complementarity of these two techniques. 
Furthermore, the recent pioneering work in aqueous environment using both AFM-IR28,29 and 
TERS,146,203,205 highlights another emerging area of overlap that, however, will require further technical 
advances to impact a broad range of applications. 
Given the vibrant TERS and AFM-IR research, we believe that innovations in probe fabrication, lasers and 
theory will aid further improvements in signal-to-noise ratio, and throughput of these techniques, 
enabling new applications and measurements in more extreme and diverse environmental conditions. 
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