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1.  Introduction

The discovery of high-temperature superconductivity in iron-
arsenide compounds came as a very pleasant surprise that 
has motivated a considerable amount of research [1]. Similar 
to copper–oxide superconductors, the superconductivity is 
typically induced by doping a parent compound to suppress 
antiferromagnetic order. Different from cuprates, the parent 
compounds are generally metallic, which introduces the chal-
lenge of understanding the nature of an ‘itinerant antiferro-
magnet’. Given that sizable crystals can be grown for many 
of these compounds, this has been an excellent problem for 
experimental investigation by neutron scattering [2].

Along with many others [3, 4], we have spent the last decade 
investigating the iron-chalcogenide system Fe1+yTe1−xSex. 
While the maximum superconducting transition temperature 
is only about 15 K, its simple crystal structure nevertheless 
yields surprisingly complex evolutions of the magnetic cor-
relations with composition and temperature. There is also new 
interest in the FeTe1−xSex system following the recent reports 

of topological surface states [5, 6] and Majorana bound states 
within vortices [7].

The structure of FeTe1−xSex is fairly simple. The Fe atoms 
form a square lattice (see figure  1(a)) and are tetrahedrally 
coordinated by the Te/Se ligands located above and below the 
Fe plane (see figure 2), with identical layers simply stacked 
along the c axis. Because of the ligand arrangement, the unit 
cell contains 2 Fe sites, with a ≈ b ≈ 3.8 Å . We will make 
use of this unit cell and the corresponding reciprocal space 
throughout this paper; however, when looking at the literature, 
it is important to be aware that many researchers assume a 
1-Fe unit cell.

Antiferromagnetic order occurs in Fe1+y Te [8, 9], but 
with a pattern that is distinct from that commonly found in 
the iron pnictides [2]. These two spin structures, which are 
commonly labelled ‘bicollinear’ and ‘stripe’, are illustrated 
in figures  1(b) and (c), respectively, and their characteristic 
wave vectors are plotted in figure 1(d) (for the case of twinned 
magnetic domains). As we will discuss, the characteristic wave 
vector evolves with Se substitution and with temperature, with 
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low-frequency spin excitations characterized by the stripe 
wave vector developing in superconducting samples.

The coexistence of superconductivity and antiferromagn
etic correlations raises interesting questions concerning the 
electronic structure. Strong electronic correlation is univer-
sally accepted as a key feature in cuprate high-temperature 
superconductors, where it leads to a Mott insulator phase in 
the undoped parent materials. Hence, the importance of elec-
tronic correlation for the superconductivity and other prop-
erties of Fe-based superconductors (FeSC) have been at the 
focus of research ever since FeSC superconductivity was 
discovered [12–17]. The early electron-spectroscopic exper
imental investigations suggested FeSC might be in the weak 
to moderate correlation regime [18, 19] and the early density 
functional theory (DFT) work also suggested weak correlation 

effects in these multi-band systems [20–24]. However, the 
DFT predictions were at odds with bad-metal behavior 
observed in the normal state of many FeSC materials and the 
evidence for strong correlations and massive spectral weight 
redistribution associated with magnetism in the Fe1+y Te1−xSex 
family (11 family) [25].

Subsequent theoretical work has established that the cor-
relation strength in FeSC is substantial and that it is also mat
erial- and orbital-dependent. The strongest correlation effects 
were found in Fe1+y Te, the chalcogenide family parent mat
erial, and for dxy and dxz/dyz  orbitals across all FeSC families 
[12, 13]. The origin of strong correlations in these multiorbital 
metallic materials, which are not close to a Mott insulating 
state, was traced to the Hund’s rule coupling (intra-atomic 
exchange) and these materials have been classified as Hund’s 

Figure 1.  (a) Structure of one layer of FeTe1−xSex: Fe atoms (red) form a square lattice: Te/Se atoms (blue) sit above (solid) or below 
(open) the Fe layer; a and b are the lattice parameters. (b) Spin structure of the bicollinear magnetic order found in Fe1+y Te [8, 9].  
(c) Stripe magnetic structure common to iron-pnictide parent compounds [10, 11]. (d) Corresponding locations of magnetic wave vectors 
for bicollinear (dark red) and stripe (magenta) orders in a single layer in reciprocal space (assuming twinned domains). In (a)–(c), dashed 
lines indicate the unit cell.
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metals [12–16]. Hund’s coupling is responsible for alignment 
of the spins of the 3d electrons on the same Fe site, which 
suppresses inter-orbital fluctuations; it can also lead to orbit-
ally-selective strong correlations that depend on the average 
occupancy of the shell. The correlation effects generated by 
Hund’s coupling explain bad-metal behavior of metallic sys-
tems with orbital multiplicity.

The t2g orbitals (dxy, dxz, and dyz) sit at higher energy than 
the eg orbitals (dx2−y2 and d3z2−r2) due to the tetrahedral coor-
dination of the Fe site. If each Fe atom sat within an ideal 
tetrahedron of ligands, the energies of the t2g states would be 
identical. In reality, there are deviations from the ideal. As 
noted in figure 2, an in-plane orthorhombic strain causes an 
energy splitting of the dxz and dyz orbitals, resulting in different 
degrees of hybridization with the ligands. The resulting elec-
tronic anisotropy, observed in Fe1+y Te and FeSe, is referred 
to as nematic order. It is believed to be electronic in origin, 
although there are differing perspectives on whether magn
etic or orbital-occupancy correlations are the driver [26]. 
Deviations of the bond angle from the ideal cause the energy 
of the dxy orbital to be lowered, and associated orbital-selective 
Mott behavior has been reported [27, 28]. In Fe1+yTe1−xSex, 
we observe temperature and composition dependent changes 
of lattice symmetry and bond angles, implying changes in the 
orbital occupancies that are also associated with variations in 
the spin correlations [29]. These both appear to be connected 
to nematic behavior, though a unique driver is not obvious.

The rest of the paper is organized as follows. We discuss 
the phase diagram of Fe1+yTe1−xSex in the next section. In 
section 3, we focus on the character of magnetic and charge 
correlations in Fe1+y Te, which provided one of the earliest 
examples of orbital-selective correlation effects [30]. This 
will lead to a consideration of the short-range spin correla-
tions observed by neutron scattering and their description 
by plaquette models, as discussed in section 4. In section 5, 
we briefly mention temperature dependence of the spin fluc-
tuations across the superconducting transition temperature, 
Tc, then discuss the variation of the spin correlations with 
temperature in the normal state in section  6. The effect of 
substitutions for Fe is covered in section  7. The impact of 
temperature-dependent changes in bond angles on orbital 
occupancy and magnetism are covered in section 8. A brief 
summary is presented in section 9.

2.  Phase diagram

A phase diagram for Fe1+yTe1−xSex is shown in figure 3 [31]. 
It has a superficial similarity to those of various iron arsenides 
[1], with magnetic order at one end and a dome of supercon-
ductivity induced by chemical substitution [3, 32–34]. An 
important difference is that the doping in pnictides typically 
involves introduction of electrons (doping with Co for Fe) or 
holes (K for Ba), whereas Se and Te are isovalent.

A complication is that the Fe(Te/Se) layers are held 
together in the crystal only by weak Van der Waals forces. 
Crystallographic stability is improved if some amount of extra 
Fe atoms is incorporated between the layers [35], which is 
especially true in the case of Fe1+y Te, where 0.02  <  y   <  0.18 
[8, 9, 35–39]; in contrast, the excess Fe can approach zero in 
Fe1+y Se [40], and it is clear that excess Fe tends to suppress 
the superconductivity. One really needs two composition axes 
to properly describe the phase diagram.

There are two features not properly represented in this 
phase diagram. For one, there is evidence for bulk phase sep-
aration in the range 0.7 � x � 0.85 [34] which can be sup-
pressed by epitaxial strain in thin films [41]. (Short-range 
segregation of Se and Te is observed for x ∼ 0.5 [42, 43], 
as the bond lengths for Fe–Se and Fe–Te are rather different 
[44].) For another, FeSe exhibits a structural transition at 90 K 
to an orthorhombic phase [45], with a corresponding nematic 
electronic response and an absence of magnetic order [46, 47].

Fe1+y Te undergoes a structural transition from a tetragonal 
phase (space group P4/nmm) at high temperature to a phase 
in which the a-b planes have an orthorhombic symmetry. For 
y � 0.12, the interlayer stacking corresponds to the mono-
clinic space group P21/m [8, 38, 45, 48], while it changes to the 
orthorhombic space group Pmmn for y � 0.12 [36, 49]. The 
structural transition temperature drops from 75 K for y ∼ 0.03 

Figure 2.  Left: illustration of tetrahedral coordination of Fe by Te/
Se. Right: crystal-field scheme of the relative energies of the Fe 3d 
states in the tetrahedral environment, including the effect of possible 
distortions, such as orthorhombic strain (b − a) or distortion of the 
bond angle α from the ideal 109.5◦.

Figure 3.  Phase diagram of Fe1+yTe1−xSex with y � 0 as a 
function of x and T. The nominal Fe content, y , is zero unless 
specified otherwise. Blue circles: superconducting transition 
temperature, Tc; red circles: transition to long-range spin-density-
wave order, TSDW; orange circles: onset of short-range spin-glass 
order, TSG. Reproduced with permission from [31]. © 2010 The 
Physical Society of Japan.
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to ∼ 60 K for y ∼ 0.1. The antiferromagnetic order develops 
at or slightly below the structural transition. Within the mono-
clinic phase, the order is bicollinear, as indicated in figure 1(b), 
with modulation wave vector (0.5, 0, 0.5) [8, 9, 36, 48, 50],  
but the order changes to helical incommensurate in the 
orthorhombic phase [36, 37, 48]

A common feature of the structural transitions in chalcoge-
nide, pnictide, and also cuprate superconductor families is an 
extreme sensitivity to disorder introduced by doping and off-
stoichiometry. In the BaFe2As2 pnictide family, for example, 
transition metal substitution on the iron site at the 5%–10% 
level is sufficient to suppress the transition [51, 52]. In 
FeSe1−xSx, the orthorhombic phase is suppressed at x ≈ 0.15 
[53], and the situation is similar in the La2−xSrxCuO4 cuprate 
family [54, 55]. In FeTe1−xSex, the structural transition to the 
monoclinic phase is suppressed by x ≈ 0.1.

The unifying framework for understanding the doping-
structure phase diagrams of layered crystalline materials with 
a symmetry-lowering transition, typically from a high-temper
ature C4 tetragonal phase to a phase with C2 symmetry in the 
a-b plane, is provided by the anisotropic random field Ising 
model (ARFIM) [56]. The model was originally proposed to 
describe the sensitivity to disorder of the checkerboard charge 
order in half-doped layered perovskites, but it has broad appli-
cability to electronic phases in cuprates, pnictides and chalco-
genides [48, 57–59]. At the effective theory level, the direction 
of atomic displacements selecting the symmetry breaking, e.g. 
lattice unit cell elongation along the a (or b) axis, presents an 
Ising degree of freedom, while the strain mismatch between 
the two differently-distorted unit cells provides an effective 
ferromagnetic interaction. Doping-generated electrostatic 
disorder is the source of the random field, which precludes the 
symmetry breaking in the case of a purely two-dimensional 
system. For a material with weak inter-layer correlation of 
the distortions, the random potential strongly suppresses the 
symmetry breaking and results in a broad critical region in 
the phase diagram, with pre-existing domains of the low-sym-
metry phase and a percolation-type transition [57–59]. The 
structure-doping phase diagram of Fe1+y Te1−xSex (figure 3) 
fits naturally into this general ARFIM framework.

3.  From moment to moment in Fe1+y Te

The early band structure calculations predicted FeTe1−xSex 
to be a metal with several bands crossing the Fermi energy 
[20, 21, 23, 60]. This qualitatively agreed with scanning tun-
neling spectroscopy [61] and angle-resolved photoemission 
studies of FeTe [25, 62], which found small electron and hole 
pockets near the corner, k = (0.5, 0.5), and the center, k = 0, 
respectively, of the two-dimensional (2D) Brillouin zone (BZ) 
(recalling that we have chosen a unit cell containing 2 Fe 
atoms). While these findings revealed the existence of itinerant 
electrons, bulk resistivity measurements indicated either non-
metallic or bad-metal behavior. At the same time, Curie–Weiss 
behavior of magnetic susceptibility of Fe1+y Te suggested sig-
nificant local magnetic moments, µeff ≈ 4 µB (where µB is the 
Bohr magneton), and a rather small Curie–Weiss temperature, 

ΘCW ≈ 190 K [63–65]. Thus, local moments and itinerant 
conduction electrons coexist in this material and the relation 
between them was uncovered by neutron scattering experi-
ments, as we discuss next.

3.1. Temperature dependence of the magnetic moment

The temperature dependence of magnetic scattering in Fe1+y Te 
revealed that while the imaginary part of the local dynam-
ical magnetic susceptibility does decrease with increasing 
temperature (figure 4(a)), a behavior that is expected in a 
local-moment system, the decrease is notably smaller than 
expected [30]. Indeed, for a local-moment system of spins 
S, the sum rule requires that the total spectral weight of the 
dynamical correlation function, S(Q, E), is conserved; that 
is, 

∫
S(Q, E)dqdE = S(S + 1) at all temperatures. In Fe1.1Te, 

the behavior is markedly different: it was observed that magn
etic inelastic neutron scattering (INS) intensity significantly 

Figure 4.  (a) χ′′(Q, E) as a function of energy in Fe1+y Te 
(y   =  0.09) for Q = (0, 0.45) at 10 K, 80 K and 300 K. Lines are fits 
to the imaginary dynamical susceptibility of a damped harmonic 
oscillator (DHO). (b) Square of the effective magnetic moment 
obtained by integrating the S(E), as a function of temperature. 
Upper (blue) symbols show the total response, bottom (red) 
symbols are the Bragg contribution, green symbols are the quasi-
elastic contribution. Error bars represent one standard deviation. 
Reprinted with permission from [30], ©2011 by the American 
Physical Society.
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increases upon heating. The total magnetic spectral weight 
at 300 K yields µeff ≈ 3.6 µB, close to the value of ≈3.9 µB 
expected for S  =  3/2, and in good agreement with the sus-
ceptibility data. At 10 K, however, the total spectral weight 
is roughly twice smaller, corresponding to µeff ≈ 2.7 µB, 
and consistent with S  =  1, as shown in figure 4(b). Thus, the 
overall picture is that of a temperature-induced change from 
local spins S  =  1 at 10 K to S  =  3/2 at 300 K. This can only 
occur as a result of an effective change by 1 in the number 
of localized electrons, with a corresponding change in the 
number of itinerant electrons, supporting a scenario of an 
orbital-selective localization (Mott transition).

The subsequent dynamical-mean-field theory (DMFT) 
calculations provided clear theoretical support for the orbital-
selective electronic band decoherence in FeTe in this temper
ature range [14]. Furthermore, a corresponding change in 
the electronic band structure near the Fermi energy was later 
observed by angle-resolved photoemission spectroscopy 
(ARPES) [66]. A decrease, amounting to the full disappear-
ance of magnetic spectral weight, on cooling was also sub-
sequently observed in the non-superconducting 122 parent 
material CaFe2As2, which is associated with the transition to 
a collapsed tetragonal phase [67]. There, it can also be under-
stood in terms of orbital-selective Mott physics (OSMP).

3.2.  Ferro-orbital bond-order wave in Fe1+y Te

The nature of the bicollinear antiferromagnetic phase 
observed in Fe1+y Te for y � 0.12 [8, 35, 38] presented an 
important problem for understanding the OSMP and distin-
guishing intertwined order parameters in the iron chalco-
genide family. There are several aspects of this ordered phase 
that raised questions. For one thing, the (0.5, 0) ordering 
wave vector of the antiferromagnetic structure is different 
from nesting wave vector (0.5, 0.5) predicted by calculations 
of the electronic band structure based on density-functional 
theory (DFT) [20, 21]. The DFT nesting condition for FeTe 
is similar to the pnictide case, where the corresponding stripe 
order is, indeed, experimentally observed. This early failure of 
the itinerant electron description immediately brought strong 
correlation into relevance. An analysis of the corresponding 
local-spin model, however, indicated that quantum fluctua-
tions actually select a different order, a double- Q plaquette 
state, which preserves C4 symmetry [68, 69]. This prediction 
appeared consistent with the short-range checkerboard struc-
ture of local dynamical correlations in the form of four-spin 
ferromagnetic (FM) plaquettes with antiferromagnetic (AFM) 
inter-plaquette correlations observed by neutron scattering in 
Fe1.1Te [30]. Such correlations, however, are incompatible 
with the bicollinear ground-state magnetic order, which has 
been firmly established by experiment [8, 35, 38]. Subsequent 
DFT analysis [70] has shown that checkerboard, bicollinear 
and stripe antiferromagnetism are all in close competition 
for the ground state. This appeared consistent with the con-
sensus that magnetoelastic coupling plays an important role in 
selecting the magnetic order in Fe1+y Te.

While the importance of coupling to the lattice agrees with 
the magneto-structural nature of the first-order bicollinear 

magnetic ordering transition at TN ≈ 70–75 K in Fe1+y Te for 
y � 0.05, the transition behavior becomes more complicated 
at larger y . With y  in the 5%–10% range, the transition splits 
into a sequence of second and first-order transitions involving 
different degrees of freedom [48]. At y � 0.12, well below any 
percolation phenomena, the bicollinear antiferromagnetism is 
replaced by a helical order [8, 9, 35–39]. Even more important 
are the dramatic changes in bulk magnetic susceptibility and 
resistivity, which indicate emergence of metallic behavior in 
the ordered phase [63]. Figures 5(c) and (d) show examples 
of such changes for a crystal with y   =  0.1 [71] The single-
crystal magnetic susceptibility decreases by nearly 30% for all 
crystallographic directions, a behavior entirely unexpected for 
conventional antiferromagnetism, where transverse suscepti-
bility is nearly temperature-independent below TN.

These observations immediately point to the importance 
of both itinerant and strongly-correlated electronic characters 
in Fe1+y Te. The  ∼30% decrease of magnetic susceptibility is 
consistent with the change of local magnetic moments from 
those corresponding to S  =  3/2 at high temperature to S  =  1 
at low T and, therefore, a delocalization of one of the three Fe 
3d electrons, as inferred from the temperature dependence of 
magnetic dynamics (figure 4(b)) [30]. Orbital-selective elec-
tron delocalization also explains the emergence of metallic 
resistivity behavior and a Drude component in optical conduc-
tivity at low T [63, 72]. These behaviors are consistent with 
the DMFT results, which predict band coherence developing 
in FeTe at low temperature [14], and the ARPES observation 
of such coherence [66].

The puzzle of the bicollinear antiferromagnetic order in 
Fe1+y Te was eventually solved by the combination of neu-
tron diffraction and bulk resistivity and susceptibility meas-
urements on single crystalline Fe1.1Te samples [71]. For this 
stoichometry, as already mentioned, the first-order magneto-
structral transition present at low y  is split into a sequence 

Figure 5.  Temperature dependence of Fe–Fe (a) and Fe–Te  
(b) bond lengths on cooling (blue closed) and warming (red open 
symbols). Resistivity (c) and magnetic susceptibility (d) measured 
on cooling (blue closed) and warming (red open symbols) in the 
same Fe1.1Te. The hysteresis in all quantities between 40 and 50 K 
indicates that the transition to the monoclinic phase, with modulated 
Fe–Fe bond lengths, is first order. Error bars in (a) and (b) represent 
one standard deviation. Reprinted with permission from [71], 
©2014 by the American Physical Society.
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of transitions including the onset of incommensurate anti-
ferromagnetism at TN ≈ 58 K and a broad hysteretic first-
order transition in the 30–50 K range [48], as illustrated by 
the resistance and susceptibility data in figures 5(c) and (d), 
respectively [71]. Neutron scattering measurements revealed 
the appearance of (1, 0, 0) type Bragg reflections, which are 
forbidden in the high-symmetry tetragonal phase. The (1, 0, 0) 
intensity quantifies the uniform displacement of one of the two 
Fe atoms in the unit cell, as shown in figure 5(a), which lowers 
the intra-unit-cell symmetry in the low-temperature phase. 
This displacement results in a substantial, ≈0.1 Å  Fe–Fe 
bond disparity, which directly indicates the involvement of 
the orbital degree of freedom. As illustrated in figure 6(b), the 
resultant formation of ferromagnetic zig–zag chains explains 
the bicollinear antiferromagnetic order. This state is stabi-
lized by the double-exchange mechanism induced by electron 
itinerancy, similar to that observed in the half-doped layered 
manganite, La0.5Sr1.5MnO4 [73].

The overall picture obtained from these experiments is that 
of an electronic instability in a correlated band of a Hund’s 
metal, where the electronic coherence grows on cooling. 
This developing coherence and tendency to delocalize lead 
to ferro-orbital re-hybridization and formation of the bond-
order-wave (BOW) pattern with zig–zag chains hosting the 
delocalized electrons. Consequently, the rising electron itin-
erancy leads to a decrease of the local magnetic moment 
and the emergent metallic behavior. The onset of the BOW 
also stabilizes the bicollinear magnetic structure, leading 
to the commensuration of the pre-existing magnetic order 
to the (0.5, 0) position [48, 71]. The unidirectional nematic 

conductivity pattern implied by this scenario was subse-
quently confirmed by experimental measurements, where a 
marked resistivity anisotropy in the ab  −  plane was observed 
in the ordered phase of Fe1+y Te [74, 75].

4.  Local spin dynamics and plaquette correlations

Despite the substantial ordered moment in the antiferromagn
etic state of the parent chalcogenide, Fe1+y Te, attempts to 
analyze the low-energy magnetic excitations in this system 
in terms of spin waves in a Heisenberg model have been 
unsatisfactory [30, 76]. The inelastic magnetic scattering in 
this material is broad, diffuse, and typical of liquid-like short-
range correlations, where the same well-defined pattern of 
local order persists in a broad range of time scales. This is 
not surprising in view of the presence of delocalized conduc-
tion electrons interacting with the system of atomic magnetic 
moments, which affect the nature of the spin excitations. The 
magnetic correlation patterns not only have to optimize the 
orbital overlap energy of localized valence electrons (spin 
superexchange), but also the hybridization energy with the 
wave functions of the delocalized (semi-)itinerant electrons 
[77].

A similar perspective is provided by ab initio calculations 
of the dynamical structure factor based on a combination of 
DMFT and DFT techniques [15], as shown in figure 7. The 
calculations indicate a diffuse distribution of spectral weight, 
with weight shifted to higher energies in FeSe compared to 
FeTe. The experimental measurements on FeSe are qualita-
tively consistent with this [78].

Consistent with spin-liquid-like magnetic dynamics, it 
was found that the observed patterns of magnetic scattering 
in Fe1+y Te can be very accurately described by a cluster 
model in which plaquettes of four up–up–up–up (UUUU) 
ferromagnetically co-aligned nearest-neighbor Fe spins 
emerge as a new collective degree of freedom, with short-
range antiferromagnetic correlation between the neighboring 
plaquettes [30], as illustrated in figures  8(A) and (D). The 
absence of magnetic scattering along the diamond described 
by Q = (±h,±k) = (±h,±(1 − h)) with 0 � h � 1 pre-
sents a clear fingerprint of the plaquette structure factor, 
Sp(Q) ∼ | cos(π(h + k)/2) cos(π(h − k)/2)|2. Such 

Figure 6.  (a) P4/nmm unit cell of the square-lattice structure of a 
layer of FeTe projected onto the a-b plane; (b) bond-order wave 
(BOW) pattern of zigzag chains together with the bicollinear 
magnetic structure. Reprinted with permission from [71], ©2014 by 
the American Physical Society.

Figure 7.  Magnetic dynamical structure factor for (a) FeSe and (b) 
FeTe calculated with a combination of DMFT and DFT approaches. 
The maximum of the intensity color map (corresponding to dark 
red) is indicated at the upper right of each panel. Reprinted with 
permission from [15], ©2014 Springer Nature.
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ferromagnetic plaquettes are locally favored by Fe intersti-
tials, a small density of which is present for y   >  0 and which 
may act as condensation centers for the these correlations. 
This, however, appears insufficient to tilt the overall ground-
state energy balance in their favor, as double exchange with 
itinerant electrons in the ferro-orbital BOW state favors the 
bicollinear long-range order. Thus, an unusual situation arises 
where the bicollinear static order coexists with the checker-
board-type dynamic correlations.

Whereas the nature of the local spin clusters that govern 
low-energy magnetic fluctuations in Fe1+y Te is clearly not 
favorable for superconductivity, the situation changes with 
substitution of isoelectronic selenium (or sulfur) for tellurium 
in FeTe1−xSex. Neutron scattering shows marked changes of the 
low-energy inelastic magnetic scattering patterns with x, cor-
related with the appearance of superconductivity [77, 79–82].  
Figure 9 shows plots of inelastic magnetic scattering for two 
samples of Fe1+yTe1−xSex, one with bulk superconductivity 

(righthand panels) and one without (lefthand panels). At 
higher energies, the scattering patterns for the two samples 
look remarkably similar. At the lowest energy, figures 9(a) and 
(e), some differences appear. The first thing to notice, how-
ever, is that in both cases, there is now strong scattering along 
Q = (h, 1 − h), making it clear that the spin correlations are 
quite different from the checkerboard model that works for 
Fe1+y Te.

The significant width of the scattering patterns indicates 
that there is no need to give up on 4-spin plaquette models; 
rather, the solution is to change the choice of plaquette. A 
suitable choice is the antiferromagnetic up–down–up–down 
(UDUD) plaquette indicated in figures 8(B) and (C). Applying 
a modulation wave vector of (0.5, 0) results in the bicollinear 
structure, as in figure 8(B), while a modulation of (0.5, 0.5) 
leads to the stripe phase, as in figure 8(C). This is consistent 
with the suggestion that the corresponding magnetic states 
are close in energy [70]. It is apparent that these models are 

Figure 8.  Magnetization-density correlations in real and reciprocal 
space for plaquette spin-liquid models. ((A)–(C)) Height indicates 
absolute magnitude of the correlated magnetization density 
assuming isotropic atomic magnetization density. Color represents 
the relative amplitude of magnetic correlation, for interplaquette 
correlation length equal to 

√
2a. (A) Ferromagnetic UUUU 

plaquette, with propagation wave vector (0.5, 0), corresponding to a 
checkerboard order. (B) Antiferromagnetic UDUD plaquette, with 
wave vector (0.5, 0), corresponding to bicollinear order. (C) Same 
plaquette as (B), but with Q = (0.5, 0.5), corresponding to stripe 
order. ((D)–(F)) show the resulting scattering patterns in reciprocal 
space, averaged over all possible plaquette orientations to restore 
the macroscopic C4 symmetry. Reprinted with permission from 
[77], ©2015 National Academy of Sciences.

Figure 9.  Constant-energy slices of the inelastic magnetic 
scattering, projected onto the (H, K) plane, for (a)–(d) 
nonsuperconducting Fe1.04Te0.73Se0.27 at 5 K; (e)–(h) 
superconducting FeTe0.51Se0.49 at 3.5 K. The time-of-flight 
measurements were carried out with the sample c  −  axis parallel 
to the incident beam. Excitation energy listed above each panel. 
Reprinted with permission from [79], ©2010 Springer Nature.
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a reasonable starting point for describing the varying low-
energy patterns demonstrated in figures 9(a) and (e).

The initial application of these models was made to neu-
tron scattering measurements on a single-crystal sample of 
FeTe0.87S0.13, where two types of local order were found to 
co-exist and compete, changing their relative abundances 
as a function of temperature [77]. At high temperature, the 
scattering pattern had the checkerboard character, while the 
bicollinear correlations became important at low temperature. 
These observations indicate an interesting example of liquid 
polymorphism, the coexistence of and competition between 
two distinct spin-liquid polymorphs and a liquid–liquid phase 
transformation between these states in a correlated electron 
system approaching superconductivity.

It is important to note that the UDUD plaquette chosen in 
figure 8 breaks C4 rotational symmetry. Of course, the local 
structural disorder from the Te and Se segregation effectively 
restores the symmetry on a large scale, and we must average 
over all possible plaquette orientations when modeling data. 
Nevertheless, one can choose plaquettes with higher sym-
metry, as shown in [29], but the resulting scattering patterns 
give a much poorer description of the experimental data. 
Hence, the observed magnetic scattering patterns provide 
evidence for broken symmetry, consistent with experimental 
observations that indicate a growing nematic susceptibility on 
cooling [29, 83].

5.  Spin fluctuations and superconductivity

In the superconducting state of optimally-doped FeTe1−xSex, 
with Tc ≈ 14 K, magnetic scattering is suppressed at low fre-
quency and an enhancement or resonance develops, centered 
on Q = (0.5, 0.5) [85–90]. As illustrated in figure 10, the reso-
nance peak appears at �ω ∼ 7 meV for a sample of FeTe1−xSex 
with x  =  0.4 and Tc = 14 K [84]. As in the normal state, the 
resonance has an anisotropic shape in reciprocal space, being 
wider in the transverse direction. The amplitude of the reso-
nance is reduced by application of a magnetic field [91] and 

an energy splitting, consistent with a singlet-triplet excitation, 
has been detected in a field of 14 T [92].

For comparison with the resonance energy, a supercon-
ducting gap ∆ ≈ 2 meV has been found in scanning tunneling 
microscopy [61, 93] and point-contact spectroscopy [94] 
studies. In contrast, ARPES measurements have indicated 
gaps of 1.7 and 2.5 meV on hole-like bands and 4.2 meV on 
the electron pocket [95], while gaps of 2.8 and 5.6 meV were 
found from optical conductivity work [96].

In FeSe, the spin resonance also appears at the stripe wave 
vector, but the energy is scaled down to 4 meV, along with 
Tc = 8 K [97]. Towards the other end of the doping range of 
Fe1+yTe1−xSex, where excess Fe tends to suppress supercon-
ductivity, recent work has shown that one can induce bulk 
superconductivity by annealing a sample in Te vapor. While 
INS measurements on crystals with x  =  0.1 and 0.2 indicate a 
significant amount of bicollinear character in the normal-state 
magnetic scattering, the resonance signal is clearly centered 
at the stripe wave vector, but with considerable anisotropy in 
Q width [98].

6.  T- and doping-dependence of spin correlations

The redistribution of the magnetic spectral weight across Tc is 
to be expected [100]; however, a change in the characteristic 
wave vector in the normal state was not. An early observation of 
this effect is presented in figure 11. The samples are supercon-
ducting (SC) Fe1−y Niy Te0.5Se0.5 with y   =  0.02 (Ni02, Tc = 12 
K) and y   =  0.04 (Ni04, Tc = 8 K) [82]. Figures  11(a)–(d) 
show scans along Q = (1 –k, k, 0) for �ω = 5 meV at several 
temperatures. We previously noted the change in scattering 
along this direction with Se concentration in figures 9(a) and 
(e). Here we see a similar change, but due to varying temper
ature in the same sample. Figure 11(e) shows results on the 
Ni04 sample obtained at more temperature points. At low 

Figure 10.  Difference in INS for FeTe0.6Se0.4 (Tc = 14 K) between 
superconducting (T  =  1.4 K) and normal (T  =  25 K), plotted as χ′′ 
weighted by the energy transfer. (a) Energy dependence along high-
symmetry directions; (b) Q dependence for data integrated from 
1 to 11 meV. Reprinted with permission from [84], ©2014 by the 
American Physical Society.

Figure 11.  Thermal evolution of the magnetic scattering at �ω = 5 
meV along Q = (1 − K, K, 0) for the Ni02 sample (see text) 
measured at (a) 100 K, (b) 40 K, (c) 15 K, (d) 2.8 K; (e) related 
results for the Ni04 sample plotted as an intensity contour map 
in temperature-wave-vector space. The data have been smoothed. 
The yellow and black symbols in (e) denote the corresponding 
peak positions for the Ni02 sample (yellow squares) and for a 
superconducting Fe1+δTe0.35Se0.65 sample [99]. Reprinted with 
permission from [82], ©2012 by the American Physical Society.
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temperature, the scattering is characterized by the stripe wave 
vector, but it crosses over to a different behavior above  ∼40 
K (well above Tc).

A 2D map of the low-energy magnetic scattering intensity 
from a SC sample, FeTe0.3Se0.7 (SC70), is shown in figure 12 
[29]. At low temperature (8 K, left column) the magnetic 
excitations at 7 and 10 meV appear as ellipsoidal shapes near 
(0.5, 0.5), elongated along the transverse directions. At 100 
K, it is clear that the positions of the intensity maxima for 7 
meV have shifted away from (0.5, 0.5). With further heating 
to 300 K, the intensity forms a ‘square’ ring structure that 
passes through the four equivalent (0.5, 0)-type positions. The 
change of intensity distribution is much less pronounced at 
10 meV and is hardly noticeable at 13 meV. Measurements 

on a non-superconducting sample of Fe1+y Te0.55Se0.45 reveal a 
similar pattern at 300 K, but with much less change on cooling 
to low temperature [29].

The bottom row of panels in figure 12 show calculations 
using the models of figures 8(B) and (C), with figures 12(j)–
(k) corresponding to stripe correlations, bicollinear correla-
tions, and an average of the two. Comparison with the 7 meV 
data suggests that the spin correlations change from stripe-
like at low temperature to bicollinear at room temperature. In 
contrast, the results on nonsuperconducting samples do not 
achieve the same stripe-like correlations at low temperature. 
The experimental results are compatible with theoretical anal-
yses in which low-energy spin excitations near (0.5, 0.5) are 
directly related to the pairing mechanism in the FeTe1−xSex 
compounds [101–105]. At the same time, it is important to 
note that the correlations are always short-range.

Another significant result concerns the dimensionality of 
the spin correlations. For FeTe1−xSex compounds, the stripe-
like correlations tend to be quite 2D [85], whereas the bicol-
linear correlations have 3D character [106]. This leads to 
the surprising result that a superconducting sample starts off 
with 3D spin correlations at high temperature, and evolves to 
2D correlations on cooling, before reaching Tc [106]. To see 
this, the lefthand side of figure 13 shows measurements in the 
(H0L) plane for �ω = 4 meV. The top two panels are for SC 
sample FeTe0.6Se0.4 (SC40). Panel (a) was measured in the 
SC state, where there is no spectral weight near (0.5, 0, L); 
warming to 300 K, panel (c), yields substantial intensity at 
(0.5, 0, 0). The variation of the intensity along L is shown in 
(d); it varies much faster than does the Fe2+ form factor, indi-
cated by the blue line. This indicates correlations along the c 
axis between neighboring layers.

Similar results are obtained from a nonsuperconducting 
sample of Fe0.9Ni0.1Te0.5Se0.5 (Ni10), at both low (8 K) and 
high (300 K) temperatures. One can obtain a spin correla-
tion length along the out-of-plane direction by fitting the data 
with two peaks at L = ±0.5 (assuming antiferromagnetic 
interactions between Fe-planes), as indicated by the red line. 
Applying the same model to the SC40 sample, one obtains 
ξc ∼ 1.4(3) Å , compared to the in-plane correlation length of 
ξab ∼ 1.7(4) Å  [106].

7.  Impact of substitution for Fe

While superconductivity in the ‘11’ system can be tuned 
through the Se/Te ratio on the B site, substitution on the A site 
(Fe site) can also have interesting effects on the magnetic and 
superconducting properties of the system. In this section, we 
discuss the effects of A-site substitution on FeTe1−xSex.

In the case of BaFe2As2, substitution of Co or Ni for Fe 
gradually reduces the structural and magnetic transitions, 
and induces superconductivity beyond a threshold concen-
tration [51]; Cu substitution also reduces the structural and 
magnetic transitions, but does not lead to superconductivity 
(except for a very narrow range of doping [107]). The case 
of Fe1.1−zCuzTe is similar. Doping Cu onto the Fe site results 
in a clear depression of the magnetic ordering temperature, 

Figure 12.  Inelastic magnetic neutron scattering from the SC70 
sample (see text) at energy transfers �ω = 13 meV (a)–(c); 10 meV 
(d)–(f); and 7 meV (g)–(i). The sample temperatures are 8 K (a), 
(d) and (g); 100 K (b), (e), (h); and 300 K (c), (f) and (i). All slices 
were taken with an energy width of 2 meV. Measurements, covering 
approximately two quadrants, have been symmetrized to be four-
fold symmetric, consistent with sample symmetry. Intensity scale 
is the same in all panels, but 13 meV data have been multiplied 
by 1.5 to improve visibility. Black regions at the center of each 
panel are outside of the detector range. Panels (j)–(l) are model 
calculations simulating the 7 meV data, using the spin-plaquette 
model as described in the text, based on weakly correlated slanted 
UDUD spin plaquettes. The inter-plaquette correlations used in the 
calculations correspond to (j) 100% stripe, (k) 50% stripe and 50% 
bicollinear, and (l) 100% bicollinear. Reprinted with permission 
from [29], ©2016 by the American Physical Society.
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and also a reduction of the spin gap, but no superconductivity 
[108].

If we start with FeTe1−xSex (x ∼ 0.5), we can follow the 
impact of A-site substitution on the superconducting state. 
Having either excess Fe or transition-metal (Co, Ni, Cu) 
doping on the A site are found to depress superconductivity 
[109–111]. Excess Fe of about 5% appears to be enough 
to drive the system completely nonsuperconducting [112]. 
Among the transition metals, Cu seems to have the strongest 
effect and only  ∼2% doping will completely suppress super-
conductivity. It takes between 4% and 10% of Ni doping to 
kill Tc, while in the case of Co doping, 10% only reduces Tc 
to  ∼10 K.

The magnetic properties can also be significantly affected. 
When superconductivity is completely suppressed, the low 
energy spin excitations are also modified. Instead of sup-
pressing the magnetic correlations as in the parent com-
pound, A-site doping on SC compounds appears to eventually 
drive the system into the typical behavior of a nonsupercon-
ducting ‘11’ compound with (0.5, 0) type spin correlations, as 

discussed in the previous section. However, there are subtle 
differences between the effects of excess Fe, Ni doping and 
Cu doping. With enough excess Fe, short-range magnetic 
order can be induced near (0.5, 0, 0.5), similar to that in the 
low-Se concentration nonsuperconducting (NSC) samples 
[87]. The low-energy excitations also show an enhancement 
upon heating (see figure 4 of [29]), likely a result of the con-
version of ordered moment into low-energy spectral weight. 
On the other hand, no static magnetic order, neither long- nor 
short-ranged, has been found for the Ni and Cu doped sam-
ples. For a 10%-Ni-doped NSC sample, Ni10, the low-energy 
excitation intensity has very little temperature dependence and 
does not change much from 8 K to 300 K, as one can see in 
figure 13. Cu doping seems to even enhance the low-energy 
spin excitations [111, 113] when SC is completely suppressed. 
Measurements on spin excitations at �ω = 6 meV from three 
samples (no Cu doping: Cu0, 2% Cu doping: Cu02, and 10% 
Cu doping: Cu10) are shown in figure 14. For both Cu0 and 
Cu02 samples, the intensities at T  =  100 K and 300 K are 
approximately the same; however, for the Cu10 sample, the 

Figure 13.  Inelastic neutron scattering intensities in the (H0L) plane measured at energy transfer �ω = 4 meV on the SC40 and Ni10 
samples (see text). The intensities are scaled by the sample mass for better comparison. Left column are 2D intensity slices, and right 
column are linear intensity cuts along (0.5, 0, L). The q-width of the linear cuts is 0.05 r.l.u. along [1 0 0] direction. The panels are (a) and 
(b): SC40 at 5 K; (c) and (d) SC40 at 300 K; (e) and (f) Ni10 at 5 K; and (g) and (h) Ni10 at 300 K. The white line in the left panels at 
H  =  0.5 shows where the L cuts in the right column were taken. The dashed lines in right panels are estimated background values obtained 
from fitting around (0.65, 0, 0). The blue solid lines in (d), (f), and (h) are the magnetic form factor for an Fe2+ ion scaled to the intensity 
maximum, and the red solid lines are fits to the data using two symmetric Lorentzians peaked at L = ±0.5. All slices were taken with an 
energy width of 2 meV. The error bars represent one standard deviation based on statistical uncertainty. Reprinted with permission from 
[106], ©2017 by the American Physical Society.
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excitations at T  =  100 K are almost twice as intense as those 
at 300 K. The inset shows that this enhancement occurs for 
� � 10 meV, with the difference between 100 K and 300 K dis-
appearing above 12 meV. Moreover, if one compares the nor
malized scattering intensities across different samples [111], 
the low energy scattering intensity from the Cu10 sample is 
significantly higher than that from all other samples (undoped, 
Ni04, Ni10) at 100 K.

The peculiar behavior of the Cu10 sample may be explained 
if we propose that 10% Cu-doping can lead to a (partial) local-
ization of the itinerant electrons, and therefore enhances the 
low-energy spectral weight. Consistent with electron localiza-
tion, resistivity measurements show that the Cu10 sample has 
insulating behavior at low temperature, with resistivity three 
orders of magnitude higher than the undoped sample [113]. 
Similar effects have been reported in Cu-doped FeSe samples 
[114]. At high temperature (300 K), the localization effect 
diminishes and the scattering intensity of the Cu10 sample 
reverts back to that for the undoped or Ni doped samples.

Overall, we find that substitution of Fe with transition 
metals in superconducting Fe1+y Te1−xSex compounds sup-
presses superconductivity. At the same time, the magnetic cor-
relations are not suppressed. Cu doping appears to be special, 
inducing a possible localization effect on the originally itin-
erant electrons that results in an enhancement of low-energy 
spectral weight at low temperature.

Figure 14.  Constant-energy scans of 6 meV through (0.5, 0.5) 
along [1 ̄1 0] direction at 100 K (blue circles) and 300 K (red 
diamonds) for (a) Cu0, (b) Cu02, and (c) Cu10 (see text). Lines 
through data are fits with Gaussian functions. In the inset of (c) we 
plot the ratio (R) of enhancement on the 100 K integrated intensities 
( I100 K) to that of 300 K ( I300 K) for these scans at different 
energies, with R = (I100 K − I300 K)/I300 K. The line through the 
triangles is a guide to the eye. Error bars in each panel represent one 
standard deviation. Reprinted with permission from [113], ©2013 
by the American Physical Society.

Figure 15.  From [29]. (a) Change in a and c lattice parameters, 
normalized to 300 K, as a function of temperature for the x  =  0.50 
sample. Statistical uncertainties are comparable to the symbol 
size. (b) Change in a/c, normalized to 300 K, as a function of 
temperature for FeTe1−xSex; the values of x are noted in the symbol 
legend. The average of in-plane lattice parameters was used for a 
in the low-temperature phase of x  =  0. Reprinted with permission 
from [29], ©2016 by the American Physical Society.

Figure 16.  Schematic summary of the changes in magnetic 
correlations in Fe1+yTe1−xSex with composition and temperature.
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8. Thermal variation of bond angles

As noted in the introduction, the relative energies of the Fe 
t2g orbitals depend on the tetrahedral bond angle, as well as 
any in-plane distortion. The effective magnetic couplings 
between neighboring Fe sites are sensitive to orbital energies 
and occupancies [70, 86, 115]. Could the change in magnetic 
correlations with temperature be connected with changes in 
bond angles? 

The Fe–Te and Fe–Se bonds tend to be relatively invariant 
[44], so changes in the structural a/c ratio provides an indi-
cator of changes in bond angle. The temperature dependent 
changes in a/c for a broad range of FeTe1−xSex samples are 
presented in figure 15. The tetrahedral bond angle, indicated 
in figure 2, starts off much smaller than the ideal value; the 
temperature dependence is consistent with an increase in the 
bond angle, which brings the the xy orbital energy closer to 
the xz and yz. This behavior is consistent with ARPES obser-
vations of an orbital-selective Mott transition on cooling [27] 
and optical conductivity observations of enhanced in-plane 
Drude weight at low temperature [96].

9.  Summary

Figure 16 presents a schematic summary of much of what 
neutron scattering has taught us about magnetic correlations 
in Fe1+yTe1−xSex. We have seen that there is a tendency for 
large magnetic moments but short-range magnetic correla-
tions, with trade-offs between moment size and electronic 
conductivity. Long-range magnetic order occurs in Fe1+y Te, 
but with a characteristic wave vector inconsistent with super-
conductivity. Selenium substitution tunes the magnetic cor-
relations, but one still only achieves the dynamic stripe-like 
magnetic correlations, necessary for superconductivity, at 
fairly low temperature. These observations indicate that 
nearly-degenerate orbitals present a low-energy degree of 
freedom that leads to temperature-dependent hybridization 
effects.

The temperature-dependent changes in the nature of 
magnetic correlations clearly reflect orbital-selective Mott 
effects. The extreme case is Fe1+y Te, where we have seen 
that the instantaneous magnetic moment in the paramagnetic 
phase is significantly larger than that in the low-temperature, 
ordered phase, where a bond-order-wave develops. The cou-
pling between the magnetic moments and orbital occupancies 
leaves us with short-range, diffuse magnetic excitations. The 
absence of well-defined magnetic quasiparticles would seem 
to rule out an explanation of the superconductivity in terms 
of a BCS model with spin-waves replacing phonons as the 
pairing glue. Nevertheless, the magnetic correlations respond 
to the onset of superconducting order with the development of 
a magnetic excitation gap and resonance peak.

The recent observations of topological surface states [5, 6] 
raise questions concerning the possible role of the magnetic 
correlations. Could the magnetic state at the surface be dif-
ferent from the bulk? Does spin–orbit coupling of Te atomic 
states impact the magnetic correlations among Fe 3d states 

on neighboring sites? Answering such questions will require 
further experimental investigations.
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